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This study presents a novel perspective for improving the understanding of permeable structures at geothermal prospects by
jointly diagnosing the responses of conventional pressure transient and tracer testing. The pressure and tracer responses
individually yield apparent porosity–thickness products. The difference between them implies the existence of unknown dead-
end features involved in a reservoir model. Laboratory experiments and numerical simulations validate this concept. Potential
application to hypothetical exploration demonstrates that the logarithmic ratio of the porosity–thickness products, determined
based on pressure and tracer responses, indicates the accuracy of the reservoir model to be successively updated with the
progress of the exploration. The reservoir model successfully reproduced the synthetic observations regardless of the accuracy
of permeable structure if different porosity–thickness products were allowed to be assumed to individually reproduce pressure
and tracer responses. These porosity–thickness products coincided only if the reservoir model correctly captured the permeable
structure. This novel perspective will provide strategic guides for successful exploration and development at the prospects of
geothermal and, potentially, general geofluid resources.

1. Introduction

Adequate understanding of subsurface fluid flow under het-
erogeneous pore distribution is key to successfully resolve
numerous geoscientific and engineering problems. This pro-
cess requires the characterization of thermal, hydraulic,
mechanical, and chemical processes, depending on the condi-
tions of the given problems [1–3]. The heterogeneity of pore
distribution is generated over a wide range of scales, including
fracture networks observed at an outcrop [4–6] and faults
intersecting a field [7–9], as well as physically and/or
chemically heterogeneous porous layers [10, 11]. Pressure
transient testing and tracer testing are conventional methods
for investigating fluid flow under such conditions by observing
temporal variations in pressure and tracer concentration,

respectively, on a field scale. Characterization of these observa-
tions provides essential perspectives for predicting and opti-
mizing the fluid flow in reservoirs or aquifers [12–16].

Pressure transient testing measures pressure responses to
production and/or injection to estimate several parameters,
such as transmissivity, storativity, skin factor, and wellbore
storage constant, referring to a proper model of fluid flow
[17–21]. In the oil and gas industry, key parameters such
as reservoir size, geometry, and mechanisms supporting res-
ervoir pressure are estimated for project feasibility studies
[22, 23]. The application of pressure transient testing in
the geothermal industry involves providing the basis for esti-
mating sustainable production and reinjection rates over
several decades [24–26]. A great number of type curves for
pressure responses have been developed by assuming diverse
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conditions to express heterogeneity: leaky aquifers [27],
dual-porosity models [28, 29], linear and bilinear flows asso-
ciated with a fracture [30, 31], multiple interacting continua
models [32, 33], fractional dimension models [34, 35], por-
oelastic aquifers [36], and multiple radial hydraulic fractures
[37]. The models commonly used for analyzing pressure
responses obey diffusion problems for both quasi-
incompressible and compressible fluids by adopting a pseudo-
pressure [38]. Application software such as AWTAS [39] and
Saphir [23] allows to develop further flexible numerical models.

One of the typical tracer testing methods uses flowing wells,
including injection and production wells. Referring to tracer
concentration variations and obeying advection–dispersion
problems, the direction and velocity of subsurface fluid flow,
along with multiple properties such as porosity, dispersibility,
hydrostratigraphy, and heat transfer characterization, have been
successfully determined [40–47]. Tracers must satisfy several
conditions such as detectivity, chemical stability, negligible
adsorption, and absence in a natural state. For several decades,
a variety of tracers have been adopted, including solid particles,
ionized substances, stable isotopes, radioactive substances,
organic dyes, gases, fluorocarbons, and water temperatures
[48]. Reactive tracers have also been adopted in advanced tech-
niques [49–52]. Tracer testing has been applied across a diverse
range of conditions, including oil and gas [53–55] and geother-
mal [56–58] reservoirs. Investigating and characterizing the het-
erogeneity of the aforementioned physical properties is crucial
for the successful modeling and forecasting of subsurface fluid
flow. Accordingly, several scholars have attempted to overcome
these problems by adopting novel techniques, such as multi-
level–multitracer testing methods and equipment, DNA
(deoxyribonucleic acid) tracers, stochastic simulations, and
machine learning [11, 59].

This study presents a novel perspective for improving
the understanding of permeable structures by jointly diag-
nosing the responses of pressure transient and tracer testing,
which are separately studied in conventional approaches.
Performing field experiments and advanced analysis using
machine learning, Hawkins et al. [59] successfully demon-
strated that heat transfer through a rock fracture with non-
uniform permeability was accurately predicted by referring
to tracer responses and frictional pressure loss under a
steady-state condition. Herein, we focus on transient pres-
sure responses to hydraulically survey pore volume. The
pressure and tracer responses, obeying diffusion and advec-
tion–dispersion problems, respectively, individually yield
the estimation of pore volumes (i.e., hydraulic and swept
volumes). The difference between these pore volumes
reflects the existence of dead-end features in a permeable
structure that decline advection and allow only compression
and expansion. We validate this concept using laboratory
experiments and numerical simulations to establish the basis
for applying to actual fields in future studies. Potential appli-
cation is demonstrated to quantitatively estimate the accu-
racy of a reservoir model to be successively updated with
the progress of hypothetical exploration. The perspective
developed in this study will provide strategic guides for suc-
cessful exploration and development at the prospects of geo-
thermal and, potentially, general geofluid resources.

2. Concept

Let us consider two schematic examples that generate per-
meable structures with dead-end features: heterogeneous
pore distribution and artificial inflow and outflow. We
intend to reproduce the equivalent condition of the first
example through the laboratory experiments and numerical
simulations in Sections 3 and 4, respectively. The second
example is referenced in the potential application to hypo-
thetical exploration demonstrated in Section 5.

2.1. Heterogeneous Pore Distribution. In the first case, we
consider a heterogeneous pore distribution on a relatively
small scale of several meters to several tens of meters as a
portion of a naturally fractured reservoir (Figure 1(a)). In
general, permeable fracture networks contain numerous
branches and dead ends [4–6]. For simplicity, we assume
isenthalpic single-phase flow through fractures in a fully
impermeable rock matrix. Upon performing a pressure tran-
sient test using wells intersecting the reservoir, the pressure
variation obeying the diffusion problem propagates through-
out the fracture network regardless of the branches and dead
ends. By analyzing the pressure responses at the flowing or
monitoring wells associated with the production and/or
injection rates, the total pore volume, referred to as the
hydraulic volume in Figure 1(b), is quantified and estimated
as a storativity [22, 23, 26]. Structures equivalent to branches
and dead ends are potentially generated along the fracture
surface via a nonuniform aperture distribution [60, 61]
forming an enclosed space with a narrow entrance. A fault
core can branch or anastomose, sometimes with branching
subsidiary faults [62].

In the same fractured reservoir as above, a tracer test is
assumed to be performed using an inert tracer under
quasi-steady-state conditions as conventionally performed
[57, 58, 63, 64]. On a sufficiently smaller time scale than
the molecular diffusion toward each branch, the flow paths
of the tracer are restricted predominantly along continuous
pathways, avoiding branches and dead ends. These flow
paths are referred to as the swept volume in Figure 1(c). This
volume can be estimated by analyzing the tracer responses
associated with the production and injection rates to deter-
mine several conventional parameters such as total recovery
and residence time [25]. Alternatively, a more direct and
sophisticated approach involves simulating tracer responses
by developing a reservoir model that has been successfully
applied in various fields [65–67]. Thus, the pressure and
tracer responses reflect the total hydraulic volume and par-
tial volume swept by the tracer, respectively. In particular,
the difference between these volumes indicates the volume
of the dead-end features.

2.2. Artificial Inflow and Outflow. In the second case, we
assume a relatively large scale of several kilometers to con-
sider the total prospect. This case demonstrates a permeable
structure with dead-end features generated by artificial
inflow and outflow that restrict the flow paths of tracers,
regardless of branches and dead ends in pore distribution.
Consider a water-dominated reservoir with negligible
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enthalpy variations generated by parallel-distributed steep
faults with stepwise displacement (Figure 2(a)), as described
by Bense et al. [68] and Cole et al. [69]. As shown in
Figure 2(a), all the faults are connected to each other
through the damaged zones. Fault A has been identified
through ongoing hypothetical exploration, whereas faults B
and C remain unknown. Accordingly, pressure transient
and tracer tests are performed using the production and
reinjection wells intersecting fault A. The pressure variation
caused by production and reinjection propagates throughout
the reservoir (i.e., hydraulic volume in Figure 2(b)),
including faults B and C. An inert tracer is injected into
the reinjected fluid under quasi-steady-state conditions
after a sufficient period of time has elapsed since starting
production and reinjection. If the production and reinjection
rates are comparable to each other in particular, the tracer flow
path from the reinjection to production well through fault A
(i.e., swept volume in Figure 2(c)) is predominant over flow
paths toward the damaged zones and other faults.

Thus, the pressure and tracer responses reflect the total
hydraulic volume and partial volume swept by the tracer,
respectively, when the flow paths are restricted by artificial
inflow and outflow, regardless of branches and dead ends
(i.e., regardless of the extension and connection of the faults
and damaged zones perpendicular to Figure 2). In particular,
the difference between the hydraulic and swept volumes in
the case of Figure 2 implies the existence of faults B and C
that remains unknown.

3. Laboratory Experiments

3.1. Methods. The concept described in Section 2 is validated
through laboratory experiments. The experiments were per-
formed assuming a quasi-Hagen–Poiseuille flow in a hori-
zontal urethane tube, which was equivalent to a Darcy flow

in a reservoir. Connecting a buffer tank, mimicking the dead-
end features, to the tube, we aimed to investigate its effects on
pressure and tracer responses. In the preceding studies,
successful laboratory experiments focusing on advection were
presented to observe the concentrations of multiple tracers in
a two-dimensional porous medium [70] and the inlet/outlet
temperatures of a three-dimensionally printed fracture model
[71]. We designed an experimental apparatus equipped with
pressure and tracer concentration sensors, connected to a
high-speed data logger, as well as solenoid valves, which enabled
to accurately control andmeasure the variations in pressure and
tracer concentration. A one-dimensional flow in the tube was
assumed to numerically reproduce and characterize the
observed pressure and tracer responses.

A schematic of the experimental apparatus assembled
under atmospheric pressure and temperature is illustrated
in Figure 3. This apparatus generated a flow of tap water
under a controlled constant pressure gradient in a horizontal
urethane tube with an inner diameter of 4mm. The pressure
gradient was controlled by adjusting the levels of the
upstream and downstream header tanks. The flow was
started by opening valve A placed upstream from the tube.
At the midpoint, a cylindrical buffer tank was connected,
which mimicked a branch and dead end by buffering tran-
sient pressure variations. A tracer solution (Ponceau 4R)
was injected into the tube at a steady state. Detailed specifi-
cations of the experimental apparatus are provided in
Appendix A. Similarity between the conditions of the labora-
tory experiments and reservoir models in Sections 3 and 5,
respectively, was validated as presented in Appendix B.

Four experiments were performed under different condi-
tions of the buffer tank. In the first experiment, the buffer
tank was disconnected, whereas the remaining experiments
were performed by connecting the buffer tank with air thick-
nesses of 17, 28, and 39mm. The water levels of the

Referring to pressure responses

Referring to tracer responses(a)

Rock matrix (impermeable)

Flow paths

Branches and dead ends

Swept volume

Hydraulic volume

(b)

(c)

Figure 1: (a) Schematic of heterogeneous pore distribution consisting of flow paths and dead-end features generated by a naturally fractured
reservoir. Pressure and tracer responses reflect the (b) total hydraulic volume and (c) partial volume swept by the tracer, respectively.
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upstream and downstream header tanks were set at 1.3 and
0.8m, respectively, above the horizontal tube. Under a
steady-state condition with this pressure gradient, the volu-
metric flow rate in the tube was determined in advance by

measuring the overflow from the downstream header tank
as 141.26mLmin−1 at no water supply to the downstream
header tank. This value represents the average of ten mea-
surements with a standard deviation of 1.6%. Prior to each

(a)

Flow path

Production well

Reinjection well

(b)

(c)

Swept volume

Hydraulic volume

Referring to tracer responses

Referring to pressure responses

Fault A Fault B

Fault C
Damaged zone

Figure 2: (a) Schematic of parallel-distributed steep faults connected through damaged zones. Pressure and tracer responses due to
production and reinjection at fault A reflect the (b) total hydraulic volume including the other faults and (c) partial volume swept by the
tracer in fault A, respectively.
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Figure 3: Schematic of the experimental apparatus. The detailed photos of the apparatus are provided in the Supplementary Materials.
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experiment, the water originally stored in the interval
between valves E1 and E2 was replaced with the tracer solu-
tion (0.5wt%).

The procedure of the experiments contained the genera-
tion and measurement of a pressure response followed by
those of a tracer response. Initially, valves A, C, E1, E2, F1,
and F2 were closed, whereas valves D1 and D2 were open.
The state of valve B varied depending on the experiment.
First, the transient pressure response upon opening valve A
was measured. The pressure monitored at each sensor con-
verged to a constant value within 10 s after valve A was
opened, which indicated a steady state. After 110 s of open-
ing valve A, the tracer was injected by closing valves D1
and D2 and simultaneously opening valves E1 and E2. The
tracer response was measured for 90 s after the tracer injec-
tion. Precise time for opening and closing valves was able
to be determined from pressure data that recorded noise
caused by the motions of the values.

3.2. Results and Discussion. The pressure responses during
the four experiments are shown in Figure 4. All the
responses initially exhibited noise with relatively high fre-
quencies for approximately 1 s, which was caused by the
motion of valve A opening. After the noise ceased, monoto-
nous variations were observed, during which the pressure
variations differed according to the buffer tank conditions.

Without the buffer tank (Figure 4(a)), the pressure response
in each channel varied steeply. When the buffer tank was
connected (Figures 4(b)–4(d)), the pressure responses
became more gradual with increase in air thickness ha in
the buffer tank. The pressure responses for all the experi-
ments reached a steady state, independent of the buffer tank
conditions, within 10 s. The tracer responses are shown in
Figure 5. All the responses exhibited a steep variation at
the upstream point (channel 1), followed by gradual varia-
tions at the downstream points (channels 2 and 3) owing
to mechanical dispersion. The peak concentration time in
each channel implied a constant flow velocity along the hor-
izontal tube. None of the tracer responses exhibited an
apparent dependence on the buffer tank conditions.

3.2.1. Pressure Responses. The observed pressure and tracer
responses are successively investigated by following a proce-
dure that can potentially be applied to diagnosing responses
in actual fields. First, let us focus on the pressure responses
associated with the volumetric flow rate. Pressure transient
analysis for actual reservoirs generally includes identifying
flow regimes such as radial and linear flows [23, 26]. In this
study, we determined the parameters characterizing the
pressure responses under a one-dimensional flow, assuming
that the predominant flow regime had been identified in pre-
ceding investigations of pressure responses.
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Figure 4: Pressure responses after opening valve A. (a) The buffer tank was disconnected. (b–d) The air thickness ha in the buffer tank was
modified from 17 to 39mm. The colored plots indicate observations. The broken lines indicate simulations for channels 2 and 3, which refer
to observations for channels 1 and 4 as boundary conditions. The apparent tube inner diameters dP were determined to match the
simulation with the observation (Table 1).
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Assuming a quasi-Hagen–Poiseuille flow of water with
compressibility cw and viscosity μ in the horizontal tube
with an actual inner diameter d, we obtain the following
diffusion equation with respect to the pressure P, depend-
ing on time t and distance x along the tube, based on
mass conservation:

cwd
2
P
∂P
∂t

= a
d4

32μ
∂2P
∂x2

, 1

where dP and a denote the apparent inner diameter of the
tube based on the pressure response and modification fac-
tor, respectively. Factors cwd

2
P and ad4/32μ in Equation (1)

correspond to the storativity and transmissivity of actual
reservoirs, respectively. The apparent inner diameter dP
of the tube was allowed to vary from the actual inner
diameter d depending on the buffer tank condition, as dis-
cussed below. The factor a was to modify the original
Hagen–Poiseuille flow to represent the actual pressure loss
due to the experimental conditions, such as the connectors
and loop-shaped horizontal tube with a diameter of
~0.3m. The factor ad4/32μ, corresponding to transmissiv-
ity, was determined based on the pressure gradient and
volumetric flow rate after the steady-state condition was

reached for each experiment, assuming a quasi-Hagen–
Poiseuille flow as follows:

a
d4

32μ = −
4
π

Q
dP/dx , 2

where Q was the volumetric flow rate in the x-direction.
The remaining factor, cwd

2
P, corresponding to storativity,

was determined from the transient pressure response. Refer-
ring to the known factor ad4/32μ and the observation for
channels 1 and 4 as boundary conditions, the value of cwd

2
P

was empirically determined by successively modifying and
performing numerical simulations to match the numerical
solution of Equation (1) with the observation for channels
2 and 3 (Figure 4). For the case without the buffer tank
(Figure 4(a)), we assumed dP = d = 4 (mm) as an exception.
We adopted the conventional implicit finite difference
method to solve Equation (1) numerically. To simulate a
pressure response for 10 s, the temporal grid size expanded
exponentially from 1 0 × 10−9 to 1 5 × 10−3 s, and the spatial
grid size was uniform at 1 0 × 10−2m. Thus, the parameters
cwd

2
P and ad4/32μ were successfully determined, assuming

a one-dimensional flow regardless of the buffer tank condi-
tion. Referring to the compressibility cw and viscosity μ of
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Figure 5: Tracer responses after tracer injection. (a) The buffer tank was disconnected. (b–d) The air thickness ha in the buffer tank was
modified from 17 to 39mm. The colored plots indicate observations. The peak concentration time is indicated for each channel. The
broken lines indicate simulations for channels 2 and 3, which refer to observation for channel 1 as an upstream boundary condition. The
apparent tube inner diameters dC were determined from the estimated flow velocity and volumetric flow rate (Table 1).
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water as well as the actual inner diameter d, we determined
the apparent inner diameter dP and modification factor a
(Table 1). The equation of state IAPWS-IF97 and an empir-
ical equation developed by the International Association for
the Properties of Water and Steam (IAPWS) [72, 73] were
employed to compute cw and μ.

3.2.2. Tracer Responses. The tracer responses associated with
the volumetric flow rate are subsequently investigated based
on a one-dimensional flow, which is assumed to be identified
by analyzing the pressure responses in advance. We obtain
the advection–dispersion equation with respect to the tracer
concentration C in the horizontal tube as follows:

∂C
∂t

+U
∂C
∂x

=D
∂2C
∂x2

, 3

where U and D are flow velocity and dispersion coefficient,
respectively. The flow velocity U was determined from the
travel time (i.e., peak concentration time) (Figure 5) at each
concentration sensor using linear regression. The apparent
inner diameter of the tube dC based on the tracer response
was subsequently determined using the relationship with
the volumetric flow rate πd2CU = 4Q. Referring to the known
factor U and observation for channel 1 as the upstream
boundary condition, the value of D was empirically deter-
mined by successively modifying and performing numerical
simulations to match the numerical solution of Equation (3)
with the observation for channels 2 and 3 (Figure 5). An out-
flow boundary was assumed for the downstream boundary
condition at the sensor for channel 3. We adopted the con-
strained interpolation profile method [74, 75] to overcome
numerical dispersion when numerically solving the advec-
tion term, whereas the conventional explicit finite difference
method was applied to the dispersion term. The grid sizes
for temporal and spatial discretization were 1 0 × 10−4 s
and 1 0 × 10−2m, respectively.

The parameters determined from the pressure and tracer
responses associated with the volumetric flow rate are sum-
marized in Table 1. Remarkably, the responses were success-
fully simulated by assuming a one-dimensional flow
regardless of the buffer tank condition. The apparent inner
diameter dP, depending on the equivalent volume V ′ of
the water-filled buffer tank (Appendix A), tends to have an
unrealistically large value, whereas dC appears to be approx-

imately constant and comparable with the actual value
(4mm). The pressure and tracer responses individually yield
apparent inner diameters dP and dC , or apparent cross-
sectional areas in general, reflecting the total hydraulic vol-
ume and partial volume swept by the tracer, respectively.
The difference between the apparent diameters indicates
the existence of dead-end features that restricts the swept
volume.

4. Numerical Simulations

4.1. Methods. The concept described in Section 2 is numeri-
cally validated using reservoir models associated with
unknown dead-end features. The dead-end features are gen-
erated by deep unknown permeable layers parallel to a shal-
low known layer. We investigate the pressure and tracer
responses while injecting using a well by determining the
apparent parameters, assuming only the known layer, to
characterize the responses. The pressure and tracer
responses were simulated using the code presented by Mat-
sumoto [76]. This code was designed by focusing on pres-
sure and tracer responses while producing and/or injecting
in particular, compared with the multipurpose simulators
for geothermal systems such as TOUGH2 [77], TOUGH3
[78], and Waiwera [79]. A single-phase and nonisothermal
discrete fracture network model, based on the finite differ-
ence method, was adopted to depict reservoirs consisting
of planar permeable structures. Using this code, a highly
refined local grid enables to simulate pressure responses in
a flowing well by accurately reproducing the steep pressure
variations in the vicinity of the wellbore. The accuracy of
tracer responses is conserved using the constrained interpo-
lation profile method [74, 75], which effectively reduces
numerical dispersion. The thermodynamic properties and
viscosity of water obey the empirical equations developed
by IAPWS [72, 73]. A one-dimensional radial flow along
only the known layer, obeying the analytical solutions [19,
80], was assumed to characterize the pressure and tracer
responses simulated numerically.

Reservoir models containing a known horizontal layer
and different numbers of unknown layers are illustrated in
Figure 6. Assuming an extremely large dimension of
2000 km for the known square layer, we intended to place
an infinite-acting external boundary. We assumed square
unknown layers with a common dimension of 12 km placed
at a regular spacing of 400m below the known layer. The

Table 1: Parameters determined from the experiments in Section 3.

Buffer tank condition Pressure response Tracer response dP
dCha (mm) V ′∗ (m3) cwd

2
P (m2 Pa−1) ad4/32μ∗∗ (m4 Pa−1 s−1) dP

∗∗∗ (mm) a∗∗∗∗ U (m s−1) D (m2 s−1) dC
∗∗ (mm)

Disconnected 8 19 × 10−15 6 43 × 10−9 4.00 0.658 0.196 6 00 × 10−3 3.91 1.02

17 1.50 8 23 × 10−10 6 46 × 10−9 1 27 × 103 0.660 0.197 6 00 × 10−3 3.90 3 25 × 102

28 2.47 1 09 × 10−9 6 45 × 10−9 1 46 × 103 0.660 0.198 6 00 × 10−3 3.89 3 75 × 102

39 3.44 1 40 × 10−9 6 48 × 10−9 1 65 × 103 0.663 0.198 6 00 × 10−3 3.89 4 25 × 102
∗Assuming an air compressibility of 6 6401 × 10−6 Pa−1. ∗∗Assuming Q = 141 26 (mLmin−1). ∗∗∗Assuming cw = 5 1210 × 10−10 (Pa−1) at the ambient pressure
(996.9 hPa) and temperature (28.8°C). ∗∗∗∗Assuming d = 4 (mm) and μ = 8 1823 × 10−4 (Pa s) at the ambient pressure and temperature.
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unknown layers were bordered by impermeable boundaries
to generate dead-end features. All layers were intersected
by an unknown vertical fault with negligible displacement.
A reinjection well penetrated only the known layer at an
intersection 1000 km from each side. A monitoring well
intersecting only the known layer was located 1 km from
the reinjection well, which was assumed to be producing at
a negligible flow rate to monitor the tracer concentration.
The unknown fault passed through the midpoint between
the reinjection and monitoring wells.

In the natural state, the reservoir pressure followed a
hydrostatic pressure distribution of 10MPa at a depth of the
known layer. The specific enthalpy was uniform at 600 kJ kg−1

(i.e., approximately uniform temperature distribution at
141°C). The permeability–thickness product, porosity–thick-
ness product, and dispersion coefficient for the tracer were
uniform and constant at 1 0 × 10−11m3, 1 0 × 10−1m, and
1 0 × 10−2m2s−1, respectively. The injection rate was main-
tained at 200 t h−1 for 300d. The specific enthalpy of the
injected fluid was identical to that of the fluid originally stored
in the reservoir, implying isenthalpic conditions. Subse-
quently, an inert tracer was mixed with the injected fluid
100–101d after starting injection. The tracer concentration
of the injected fluid was maintained at 10ppm.

A two-dimensional Cartesian numerical grid was
defined for each planar permeable structure parallel to its
sides. The grid size of the known layer in both directions
was uniform at 100m, within 3 km from the reinjection well.
In the outer region, the grid size expanded exponentially
from 100m to 250 km. The total number of grid points in
each direction was 121. The unknown layers had the same
grid as the known layers. To limit the effective dimension
of the unknown layers to 12 km, as defined above, an imper-
meable region was defined, except for the valid region,
within 6 km from the projection point of the reinjection well
onto each unknown layer. The planar structure representing
the unknown fault had the same grid and impermeable
region in the strike direction as the unknown layers, whereas
the grid size in the vertical direction is uniform at 100m.
The temporal grid size expanded exponentially from
0.159 s after 3 d since starting injection, followed by a con-
stant value of 1.32 h.

4.2. Results and Discussion

4.2.1. Pressure Responses. The simulated pressure and tracer
responses are successively investigated following a procedure
similar to that in Section 3, which is potentially applicable to
diagnosing the responses in actual fields. First, we focus on
the pressure responses associated with the volumetric flow
rate to determine the porosity–thickness and permeability–
thickness products, as well as the storativity and transmissiv-
ity, using the conventional semilog analysis. We characterize
the pressure responses by assuming only the known layer,
regardless of the actual permeable structures including the
unknown layers and fault. The semilog plot of the pressure
responses at the monitoring well is shown in Figures 7(a)
and 7(b). The pressure variations for all models, assuming
different numbers of unknown layers, converged to straight

lines with an approximately common slope and different
intercepts. Interpreting these straight lines based on the con-
ventional line-source solution [19], which assumed only the
known layer, the storativity cw ϕh P and transmissivity kh/μ
were determined as summarized in Table 2, where ϕ, h, and
k were the porosity, thickness, and permeability of the layer
storing water with compressibility cw and viscosity μ. The
bracketed and scripted porosity–thickness product ϕh P
denotes that it was determined from the pressure responses.
The natural-state pressure and specific enthalpy of the
known layer were referenced to determine the volumetric
flow rate Q for injection and, eventually, the porosity–thick-
ness product ϕh P and permeability–thickness product kh
(Table 2).
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The different intercepts among the straight lines of the
pressure responses were due to delay in pressure increase
during an early period, depending on the unknown layers
and fault. The dotted line in Figure 7(a) indicates the time
t when a radius of investigation 2 kh/μ / cwϕh ∙t [81]
reached the closest point at the impermeable boundary of
the uppermost unknown layer (point B) 6.4 km from the

reinjection well (point R) (Figure 6). This radius of investi-
gation is based on the permeability–thickness and poros-
ity–thickness products of 1 0 × 10−11m3 and 1 0 × 10−1m,
respectively, as assumed for the simulations, under the reser-
voir pressure of 10MPa and specific enthalpy of 600 kJ.
Before the radius of investigation reached point B, the pres-
sure responses exhibited different slopes depending on the

Table 2: Parameters determined by analyzing the simulated responses in Section 4.

Model
Number of

unknown layers
Pressure response Tracer response ϕh P

ϕh Ccw ϕh P
∗ (mPa−1) kh/μ∗ (m3 Pa−1 s−1) ϕh P

∗∗ (m) kh∗∗∗ (m3) Δt (d) ϕh C
∗ ,∗∗∗∗ (m)

1 0 5 95 × 10−11 5 06 × 10−8 0.0836 9 99 × 10−12 48.9 0.0804 1.04

2 1 2 26 × 10−10 4 97 × 10−8 0.317 9 81 × 10−12 55.8 0.0916 3.46

3 2 3 40 × 10−10 4 90 × 10−8 0.478 9 67 × 10−12 56.4 0.0927 5.15

4 3 4 39 × 10−10 4 82 × 10−8 0.617 9 51 × 10−12 56.7 0.0932 6.62
∗Assuming Q = 5 97 × 10−2 (m3 s−1) at the reservoir pressure (10MPa) and specific enthalpy (600 kJ/kg). ∗∗Assuming cw = 7 1132 × 10−10 (Pa−1) at the
reservoir pressure and specific enthalpy. ∗∗∗Assuming μ = 1 9738 × 10−4 (Pa s) at the reservoir pressure and specific enthalpy. ∗∗∗∗Assuming rw = 8 5/2 (inch).
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unknown layers and fault, implying responses from multiple
infinite-acting layers (Figure 7(a)). The pressure responses
eventually converged to straight lines with a common slope,
successively affected by the impermeable boundaries of the
unknown layers. As such, the apparent porosity–thickness
products ϕh P , assuming only the known layer, depended
on the existence of the unknown layers and fault (Table 2).

The pressure distributions along the known layer from
the reinjection well (point R) through the unknown fault
and monitoring well (point M) (Figure 6) are shown in
Figures 7(c) and 7(d) on a logarithmic scale. The pressure
distributions for models 2–4 exhibited a bend at the
unknown fault owing to fluid flow toward the unknown
layers, whereas model 1, without unknown layers, exhibited
a typical straight line with a common slope obeying the ana-
lytical solution [19]. This outflow yielded the increase in the
apparent porosity–thickness products ϕh P through the
delay in pressure increase at the monitoring well
(Figures 7(a) and 7(b)). At each distance from the reinjec-
tion well, pressure differences among the models will con-

verge to constant values as implied by the temporal
variations at the monitoring well, unless the fronts of the
pressure variations reach the outer boundary of the known
layer 1000 km from the reinjection well.

4.2.2. Tracer Responses. Subsequently, we investigate the
tracer responses at the monitoring well (Figures 8(a) and
8(b)) associated with the volumetric flow rate by assuming
only the known layer. We assume that a one-dimensional
quasi-steady-state radial flow originating in the reinjection
well has been identified by analyzing the pressure responses
as well as, in an actual field, several geoscientific surveys that
successfully identified the known layer. In an incompressible
radial flow, the velocity of a fluid element is inversely pro-
portional to the distance r from the source to satisfy mass
conservation, as follows [80]:

dr
dΔt

= Q
2π ϕh C

1
r
, 4

0.20

0.15

0.10

Co
nc

en
tr

at
io

n 
(p

pm
)

Tr
ac

er
 in

je
ct

io
n

0.05

0.00
0 50 100 150

Elapsed time (d)
200 250 300

Model 1
Model 2

Model 3
Model 4

(a)

130 140 150 160
Elapsed time (d)

170 180

0.20

0.16

0.12

48.8 d

Travel time: 55.6 d

56.4 d
56.7 dCo

nc
en

tr
at

io
n 

(p
pm

)

0.08

0.04

Model 3 (peak)
Model 4 (peak)

Model 1 (peak)
Model 2 (peak)

(b)

0

0.20

0.15

168 d
(68 d after tracer injection)

0.10

Co
nc

en
tr

at
io

n 
(p

pm
)

0.05

0.00
1

Distance from the reinjection well (R) (km)
2 43

U
nk

no
w

n 
fa

ul
t

M
on

ito
rin

g 
w

el
l (

M
)

(c)

300 d
(200 d after tracer injection)

0.20

0.15

0.10

Co
nc

en
tr

at
io

n 
(p

pm
)

0.05

0.00
0 1

Distance from the reinjection well (R) (km)
2 43

U
nk

no
w

n 
fa

ul
t

M
on

ito
rin

g 
w

el
l (

M
)

(d)

Figure 8: (a, b) Tracer responses at the monitoring well (M) on different scales and (c, d) tracer concentration distributions along the known
layer from the reinjection well (R) through the unknown fault and monitoring well after 168 and 300 d (68 and 200 d after tracer injection)
for models 1–4 (Figure 6). The tracer was mixed into the injected fluid after 100 to 101 d since (a) starting injection. The travel time was
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where Δt, Q, and ϕh C are travel time, volumetric flow rate
for injection, and porosity–thickness product determined
from the tracer responses, respectively. Assuming that the
distance r at Δt = 0 is equal to the wellbore radius rw, we
obtain the porosity–thickness product depending on the
travel time Δt to reach a distance r as follows:

ϕh C =
Q
π

Δt
r2 − r2w

5

We determined the porosity–thickness product ϕh C for
each model based on the travel time estimated from the peak
concentration time at the monitoring well (Figure 8(b)).

The parameters determined from the pressure and tracer
responses associated with the volumetric flow rate are sum-
marized in Table 2. The responses were successfully charac-
terized by assuming only the known layer, regardless of the
unknown layers and fault. The apparent porosity–thickness
product ϕh P based on the pressure responses increases
with an increase in the number of unknown layers, whereas
ϕh C based on the tracer responses is poorly variable and
comparable with the actual value of the known layer
(0.1m). The tracer responses involving outflow toward the
unknown layers (models 2–4) became more gradual than
that of model 1, without the unknown layer, owing to
slightly smaller flow velocities (Figures 8(a) and 8(d)). Nev-
ertheless, the apparent porosity–thickness products ϕh C
estimated from the peak concentration time were free from
severe degradation. As discussed regarding the experimental
results in Section 3, the apparent porosity–thickness prod-
ucts ϕh P and ϕh C reflect the total hydraulic volume
and partial volume swept by the tracer, respectively, which
potentially provides a useful perspective for characterizing
the existence of unknown dead-end features in actual fields.

5. Potential Application to
Hypothetical Exploration

5.1. Methods. Herein, we demonstrate the potential applica-
tion of the concept validated above to hypothetical explora-
tion consisting of multiple phases, which includes
geoscientific surveys, exploration drilling, and well testing
[24]. Let us assume a reservoir at a prospect consisting of

four parallel-distributed vertical faults, connected to each
other hydraulically. Three phases of exploration identify
the faults individually, which yields a reservoir model suc-
cessively updated with the progress of the exploration. We
investigate the evolution of the apparent porosity–thick-
ness products determined using the up-to-date reservoir
model at each phase, which potentially depicts the
improvement of the reservoir model. The pressure and
tracer responses were simulated using the same code [76]
as that adopted in the numerical simulations of Section
4. Defining the pressure-buffering pores, Matsumoto [76]
theoretically derived and applied a mathematical model
involving the extended and conventional porosities, which
equivalently corresponded to the apparent porosity–thick-
ness products generated by dead-end features discussed
in this study. We adopted this mathematical model to
simulate the pressure and tracer responses, depending on
the apparent porosity–thickness products ϕh P and
ϕh C , respectively.

The reservoir model assumed at each phase of the hypo-
thetical exploration, as well as that accurately representing
the actual reservoir, is depicted in Figure 9. The vertical
faults, connected through a horizontal permeable structure,
had common dimensions of 2 and 2000 km in the vertical
and horizontal directions, respectively. Assuming an
extremely large horizontal dimension for both the vertical
faults and horizontal permeable structure, we intended to
place infinite-acting boundaries. The top and bottom
boundaries of each fault were impermeable. The spacing
between the faults was uniform at 400m, and all faults were
connected 400m from the upper boundary. The production
and reinjection wells intersected one of the faults at the ver-
tical middle points with a spacing interval of 1 km.

Under a natural state, the reservoir pressure followed a
hydrostatic pressure distribution of 12MPa 400m from the
top boundary. The specific enthalpy was uniform at
900 kJ kg−1 (i.e., approximately uniform temperature at
210°C). The production and reinjection rates were constant
at 200 and 160 t h−1, respectively. The specific enthalpy of
the reinjected fluid was the same as that of the fluid origi-
nally stored in the reservoir, implying isenthalpic conditions.
Subsequently, an inert tracer was injected into the reinjected
fluid 100–101 d after starting production and reinjection.
The tracer concentration of the reinjected fluid was

R P

1 km

1000 km1000 km

2 
km

1 
km

400 m

40
0 

m R P R P R P R P

R: Reinjection well P: Production well

Ph
as

e 1

Ph
as

e 2

Ph
as

e 3

A
ct

ua
l

Figure 9: Orthographic projections of the reservoir models with different numbers of vertical faults. The model with four faults is assumed to be
accurately representing the actual reservoir. The model at each phase of the hypothetical exploration only assumes currently identified faults.
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maintained at 10 ppm. For the model representing the actual
reservoir, the permeability–thickness product, porosity–
thickness product, and dispersion coefficient for the tracer
were uniform and constant at 1 0 × 10−11m3, 1 0 × 10−1m,
and 1 0 × 10−2m2 s−1, respectively. For the other model
assumed at each phase, the values of these parameters were
empirically determined by successively modifying to match
the simulated pressure and tracer responses with the syn-
thetic observations, generated by the model representing
the actual reservoir.

A two-dimensional Cartesian numerical grid was
defined for each fault and the horizontal permeable struc-
ture. The grid size of the vertical faults in the vertical
direction was uniform at 100m, whereas that in the hori-
zontal direction varied depending on the region. In the
inner region (3 km from the reinjection well toward both
sides), the grid size was uniform at 100m. In the outer
regions, the grid size expanded exponentially from 100m
to 250 km. The grid size of the horizontal permeable struc-
ture was 100m, perpendicular to the vertical faults. In the
direction parallel to the vertical faults, the grid size was
identical to that of the vertical faults. To accurately simu-
late the pressure variations at the production well, we
applied a highly refined local grid with a size down to
1mm around the 8.5-inch wellbore. The temporal grid size
expanded exponentially from 1 91 × 10−7 s after 3 d since
starting production and reinjection, followed by a constant
value of 1.49 h.

5.2. Results and Discussion

5.2.1. Calibration of Reservoir Models. First, we obtained the
synthetic observations by simulating the pressure and tracer
responses using the model representing the actual reservoir
with four vertical faults. The reservoir model assumed at
each phase of the hypothetical exploration was subsequently
calibrated to reproduce the synthetic observations. We first
matched the pressure response by allowing the permeabil-
ity–thickness product kh and porosity–thickness product
ϕh P to be modified, followed by matching the tracer
response. When matching the tracer response by allowing
the porosity–thickness product ϕh C and dispersion coeffi-
cient D to be modified, we particularly allowed ϕh C to have
a different value from ϕh P. Thus, the calibration followed a
straightforward procedure without being back to matching
the pressure response because the modification of ϕh C
and D while matching the tracer response did not affect
the pressure response.

The pressure and tracer responses from the successfully
calibrated reservoir model at each phase are superimposed
on the synthetic observations in Figure 10. The colored bro-
ken lines in Figures 10(b1)–10(b3), inaccurately reproducing
the synthetic observation, denote the tracer responses simu-
lated using the porosity–thickness products determined
from the pressure responses (i.e., assuming ϕh C = ϕh P).
These results imply that assuming different porosity–thick-
ness products for the pressure and tracer responses is essen-
tial for successfully reproducing the synthetic observations.
The distributions of tracer concentration along the fault

intersected by the production and reinjection wells are
shown in Figure 11 for each reservoir model. The flow of
the tracer obeyed the velocity field generated by the produc-
tion and reinjection. Except for phase 1, the distributions
were asymmetric owing to flow through the horizontal per-
meable structure intersected 400m from the top. The fluid in
the reservoir for all models did not flash throughout the sim-
ulation period of 300 d.

The assumed and determined parameters of the reser-
voir models are listed in Table 3. The permeability–thickness
product kh did not need to be modified to reproduce the
synthetic observations using the model assumed at each
phase, resulting in a common value. The dispersion coeffi-
cient D of the model for phase 1, assuming a single fault,
required a relatively large value, which potentially compen-
sated for the absence of flow through the horizontal perme-
able structure. As the exploration progressed, both the
apparent porosity–thickness products ϕh P and ϕh C
determined from the pressure and tracer responses, respec-
tively, approached the actual value of 0.1. The distribution
of tracer concentration also approached that of the actual
reservoir (Figure 11).

As seen in conventional well test analysis [23], the pres-
sure responses can be interpreted as a superposition of those
for two problems: production and reinjection at the same
rate of 160 t h−1 and production at a rate of 40 t h−1 without
reinjection. The pressure-response component obeying the
former problem converges to a steady state that depends
solely on transmissivity kh/μ. In contrast, the latter problem
represents production that generates a linear flow depending
solely on the product of transmissivity kh/μ and storativity
cw ϕh P [31]. By combining these two problems, we can
ensure that the pressure responses rely independently on k
h and ϕh P when the viscosity μ and compressibility cw
are assumed, as in this study.

5.2.2. Implication of Apparent Porosity–Thickness Products.
The evolution of the apparent porosity–thickness products
ϕh P and ϕh C with the progress of the hypothetical explo-
ration is depicted using a logarithmic ratio in Figure 12.
Owing to ϕh P and ϕh C , indicating the total hydraulic
volume and partial volume swept by the tracer, respectively,
log ϕh P/ ϕh C at each phase had a positive value and
approached zero, indicating the actual reservoir. This evolu-
tion depicts the successive improvement of the reservoir
model to accurately reproduce the actual reservoir, which
will provide strategic guides for successful exploration and
development in actual fields. Extremely large porosity–thick-
ness products (e.g., tens of meters or more) or equivalent
storativities based on pressure responses, as in this study,
were reported in actual fields [25, 82, 83], which remain
unstudied by quantitatively characterizing and/or systemati-
cally validating. The comparison between the porosity–
thickness products ϕh P and ϕh C will provide an insight-
ful scale to characterize this problem, potentially indicating
the deviation of permeable structure between a reservoir
model and an actual reservoir. Future studies will attempt
to determine the evolution of ϕh P and ϕh C in actual
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fields for further validation of this concept. We will particu-
larly focus on investigating the typical range of log ϕh P/
ϕh C at each stage of exploration and development at the
prospects of geothermal and, potentially, general geofluid
resources.

Assuming kh and ϕh C for each planar permeable struc-
ture in a reservoir model, which are poorly dependent of
dead-end features (Table 3), we can potentially determine a
possible distribution of the permeable structures by modify-
ing the model to reproduce observed pressure and tracer

0 50 100 150 200 250 300

0 50 100 150 200 250 300

0

17.0
(a1)

(a2)

(a3)

16.5

16.0

15.5

15.0

14.5

14.0

17.0

16.5

16.0

15.5

15.0

14.5

14.0

Pr
es

su
re

 (M
Pa

)

17.0

16.5

16.0

15.5

15.0

14.5

14.0

50 100 150 200 250 300

Phase 1: <𝜙h>P = 1.700 (m)
Actual: <𝜙h>P = 0.100 (m)

Phase 2: <𝜙h>P = 0.400 (m)
Actual: <𝜙h>P = 0.100 (m)

Phase 3: <𝜙h>P = 0.180 (m)
Actual: <𝜙h>P = 0.100 (m)

(a)

50 100 150
Elapsed time (d)

(b2)

(b3)

(b1)

200 250 300

50 100 150 200 250 300

0.30

0.25

0.20

0.15

0.10

0.05 Tr
ac

er
 in

je
ct

io
n

Tr
ac

er
 in

je
ct

io
n

Tr
ac

er
 in

je
ct

io
n

0.00

0.30

0.25

0.20

0.15

0.10

0.05

0.00

Co
nc

en
tr

at
io

n 
(p

pm
)

0.30

0.25

0.20

0.15

0.10

0.05

0.00

50 100 150 200 250 300

Phase 1: <𝜙h>C = 0.125 (m)
Phase 1: <𝜙h>C = <𝜙h>P

Actual: <𝜙h>C = 0.100 (m)

Phase 2: <𝜙h>C = 0.106 (m)
Phase 2: <𝜙h>C = <𝜙h>P

Actual: <𝜙h>C = 0.100 (m)

Phase 3: <𝜙h>C = 0.100 (m)
Phase 3: <𝜙h>C = <𝜙h>P

Actual: <𝜙h>C = 0.100 (m)

(b)

Figure 10: Pressure and tracer responses at the production well. The (a1–a3) pressure and (b1–b3) tracer responses simulated using the
reservoir model assumed at each phase (solid lines) successfully reproduced the synthetic observations (dotted lines), generated by the
model representing the actual reservoir (Figure 9). The colored broken lines denote the tracer responses simulated using the porosity–
thickness products determined from the pressure responses (i.e., assuming ϕh C = ϕh P).
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responses in an actual field while satisfying ϕh P = ϕh C .
This possible distribution will be considerably constrained
by referring to subsurface images obtained from geophysical
surveys to be interpreted as in Figure 2. Even though the
state-of-the-art techniques of geophysical surveys success-
fully image the multidimensional distributions of physical
parameters (e.g., density, electrical resistivity, and seismic
velocities) reflecting geological structure [84–87], the direct

identification of open fractures, which may or may not be
associated with discontinuous features in the distributions,
is still challenging. Future studies will combine the concept
of this study with geophysical surveys to improve the effec-
tiveness of exploration. The combined technique will yield
significant cost efficiency because the concept of this study
only requires the readily available data of conventional pres-
sure transient and tracer tests, performed frequently.
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Figure 11: Distributions of the tracer concentration along the fault (Figure 9) intersected by the production (P) and reinjection (R) wells
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Table 3: Parameters for the simulations in Section 5.

Model
Pressure response Tracer response ϕh P

ϕh Cϕh P (m) kh (m3) D (m2 s−1) ϕh C (m)

Phase 1 1.700∗∗ 1 00 × 10−11∗∗ 1 35 × 10−2∗∗ 0.125∗∗ 13.6

Phase 2 0.400∗∗ 1 00 × 10−11∗∗ 1 00 × 10−2∗∗ 0.106∗∗ 3.77

Phase 3 0.180∗∗ 1 00 × 10−11∗∗ 1 00 × 10−2∗∗ 0.100∗∗ 1.80

Actual 0.100∗ 1 00 × 10−11∗ 1 00 × 10−2∗ 0.100∗ 1.00
∗Assumed values. ∗∗Determined to successfully reproduce the synthetic observations.
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To successfully apply the concept of this study, several
limitations and further practical conditions must be consid-
ered, which remain unstudied. Accurately estimated total
compressibility is essential for determining the apparent
porosity–thickness product from storativity: storativity is
defined as the product of total compressibility and
porosity–thickness product. The total compressibility
potentially varies by orders of magnitude owing to boiling
and the existence of unconfined aquifers [25, 83]. The
impact of thermo-hydro-mechanical processes in fractured
rocks [1, 88, 89] remains unstudied. To successfully identify
and/or predict such effects, comprehensive understanding
of a hydrothermal system from diverse perspectives of geos-
ciences, including geology, hydrology, geophysics, and geo-
chemistry, is essential as in currently standard exploration
and development [24]. Tracer responses also need to be
accurately interpreted through an adequate understanding
of several effects, such as adsorption and decomposition

of tracers, as well as background natural flow through a res-
ervoir [48]. In particular, flow paths along a fracture surface
are potentially restricted owing to nonuniform aperture dis-
tribution [60, 61], which will be also taken into account in
future studies.

6. Conclusions

We have presented and validated a novel perspective for
improving the understanding of permeable structures at geo-
thermal prospects by jointly diagnosing the responses of pres-
sure transient and tracer testing. The pressure and tracer
responses individually yield apparent porosity–thickness prod-
ucts, reflecting the total hydraulic volume and partial volume
swept by a tracer, respectively. The difference between these
apparent porosity–thickness products implies the existence of
unknown dead-end features involved in a reservoir model,
reproducing the observation of pressure and tracer responses.

This concept has been validated through laboratory exper-
iments and numerical simulations, generating pressure and
tracer responses. The laboratory experiments using a quasi-
Hagen–Poiseuille flow through a tube, connected to a buffer
tank, individually yielded apparent inner diameters. The
numerical simulations assuming a known layer, connected to
unknown layers, also yielded apparent porosity–thickness
products individually. The existence of the buffer tank and
unknown layers, mimicking unknown dead-end features, were
quantitatively characterized by comparing the apparent inner
diameters and porosity–thickness products, respectively.

Based on the successful validation, the potential applica-
tion of the concept to hypothetical exploration has been
demonstrated. Assuming an actual reservoir with four verti-
cal faults, connected hydraulically, the synthetic observa-
tions of pressure and tracer responses were generated. The
up-to-date reservoir model at each phase of the hypothetical
exploration successfully reproduced the synthetic observa-
tions regardless of the accuracy of permeable structure (i.e.,
number of faults) if we allowed different porosity–thickness
products, ϕh P and ϕh C , to be assumed to individually
reproduce pressure and tracer responses. These porosity–
thickness products coincided only if the reservoir model cor-
rectly captured the permeable structure.

The logarithmic ratio log ϕh P/ ϕh C potentially indi-
cates the accuracy of a reservoir model to be successively
updated with the progress of exploration, which will provide
strategic guides for successful exploration and development
at the prospect of geothermal and, potentially, general geo-
fluid resources. For further validation, future studies will
attempt to determine the evolution of log ϕh P/ ϕh C in
actual fields. A possible distribution of permeable structures
can potentially be determined by modifying the reservoir
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ϕh P and ϕh C based on pressure and tracer responses,
respectively, with the progress of hypothetical exploration. The
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Table 4: Empirical constants for Equation (A.1).

n an bn cn dn log E0n (V)

1 −1.45790 −1.40794 0.634143 0.00105583 0.681784

2 −1.81174 −1.09609 0.661727 0.000914718 0.678973

3 −1.55684 −1.35305 0.679273 0.000940129 0.680879
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model to reproduce field observations while satisfying
ϕh P = ϕh C . Joint application of the concept of this study
and geophysical surveys will also be the subject of future
studies to improve the effectiveness of exploration. Success-
ful application will require an adequate and comprehensive
understanding of hydrothermal system as in currently stan-
dard exploration and development, which includes accu-
rately estimating total compressibility and tracer flow
through nonuniform aperture distribution.

Appendix

A. Experimental Setup

The detailed specifications of the experimental apparatus
(Figure 3) are described herein. The pressure gradient in a
horizontal urethane tube with an inner diameter of 4mm
was controlled by adjusting the upstream and downstream
header tank levels, which were connected through silicon
tubes with a larger inner diameter of 9mm to reduce pres-
sure loss. The Reynolds numbers in the horizontal tube
determined from the experimental conditions ranged from
950 to 970 approximately, which were less than the critical
value of 1800 [90] for the transition between laminar and
turbulent flows. During the experiments, the ambient pres-
sure and temperature in the laboratory were 996.9 hPa and
28.8°C, respectively.

At the midpoint of the horizontal tube, a buffer tank
with an inner diameter of 93mm and height of 100mm
was connected through another urethane tube with an inner
diameter of 4mm and length of 1.5m. Water levels in the
buffer tank and downstream header tank were maintained
identical. The equivalent volume of the water-filled buffer
tank was varied by leveling the buffer tank to adjust the air
thickness ha. Let us assume that the mixture of water and
air in the buffer tank has a bulk compressibility of c and total
volume V . If the variation in the volume of this mixture
caused by compression is equal to that in the equivalent vol-
ume V ′ filled with water, the relationship V ′/V = c/cw is sat-
isfied, where cw denotes the compressibility of water.
Assuming uniform pressure variations in the buffer tank,
the bulk compressibility c obeys the mean compressibility
of water and air weighted by their volume fractions. As
shown in Table 1, we determined the compressibility of
water (5 1210 × 10−10 Pa−1) using the equation of state
IAPWS-IF97 [72]. The compressibility of air was assumed
to be constant at 6 6401 × 10−6 Pa−1, determined at a pres-
sure and temperature of 1013.3 hPa and 300K, respectively
[91]. The thickness of air ha in the buffer tank was adjusted
by leveling the buffer tank while closing valves A, E1, E2, F1,
and F2 and opening valves B, C, D1, and D2. Valve C was
opened only when the air thickness was adjusted. The buffer
tank was able to be disconnected by closing valve B.

When valves E1 and E2 were closed and valves F1 and F2
were opened, the water in the interval between valves E1 and
E2 was replaced with the solution of a tracer (Ponceau 4R),
injected using a syringe through valve F1. Subsequently,
the water originally stored in the interval was ejected through
valve F2. The volumetric capacity of the interval was estimated

to be 3.87mL based on the inner diameter (4mm) and length
(300mm) of the tube and the spacings (8mm in total) in con-
nectors. Approximately 10mL of the tracer solution was
injected by referring to the scale of the syringe, and the ejection
of red-colored water through valve F2 was observed. After
introducing the tracer solution, it was injected into the flow
in the horizontal tube by closing valves D1 and D2 and simul-
taneously opening valves E1 and E2. The motions of these
solenoid valves were electrically synchronized.

The precise distances of the pressure sensors for channels
2–4 from that for channel 1 were 2.008, 4.024, and 6.032m,
respectively, including the spacings in connectors. The precise
distances of the concentration sensors for channels 2 and 3
from that for channel 1 were 3.325 and 6.238m, respectively.
The distance between the pressure and concentration sensors
for channel 1 was 0.132m. The diaphragm pressure sensors
(PK025SA506, Fuji Controls Co., Ltd.) produced analog volt-
ages ranging from 0.2 to 4.6V, corresponding to a pressure
variation of 0.0–25.0 kPaG, recorded at intervals of 1ms using
a high-speed data logger. Prior to the experiments, the voltages
were calibrated and validated to reduce individual differences
among sensors within 0.024V (0.13 kPa).

We designed the in-house concentration sensors based
on those presented by Takaki et al. [70]. In these sensors,
green light with a peak wavelength of 520–525nm from a
light-emitting diode (DiCUNO) was transmitted through
the tube and received by a phototransistor (NJL7502L, Nis-
shinbo Micro Devices, Inc.) with a peak sensitivity wave-
length of 560nm. Because the peak absorbance wavelength
of the tracer Ponceau 4R was 508 nm [92], the voltage across
a resistor connected to the emitter of the phototransistor
sensitively varied depending on the tracer concentration in
the tube. The recording interval of the voltage was 1ms
using the same data logger as that for the pressure sensors.
The relationship between the concentration Cn (wt%) and
voltage En (V) for channel n was calibrated using reference
solutions. The relationship obeyed the following empirical
expression (Figure 13 and Table 4):

log Cn = an + bn log En + cn log En
2 + dn

log En − log E0n
,

A 1

where an, bn, cn, and dn denoted empirical constants and E0n
(V) was the voltage corresponding to pure water. The empiri-
cal constants were determined using the least squares method.

B. Similarity between the Laboratory
Experiments and Reservoir Models

Similarity between the laboratory experiments (Section 3)
and reservoir models (Section 5) is validated using the
dimensionless expressions of the mathematical models.
The dimensionless diffusion equation with respect to pres-
sure for isothermal single-phase water is derived as follows:

∂P
∂t

= κ∇2P, B 1
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where P and t are scaled pressure and time, respectively. For
the laboratory experiments assuming Equation (1), we
obtain the scaled diffusivity:

κ = ad4

32μcwd2P
∙
t0
l20
, B 2

where t0 and l0 are temporal and spatial scales, respectively,
specified from the assumed conditions. From the correspon-
dence between storativity cw ϕh P and cwd

2
P and that

between transmissivity kh/μ and ad4/32μ, the scaled diffu-
sivity for the reservoir models is determined as follows:

κ = kh
μcw ϕh P

∙
t0
l20

B 3

Assuming t0 = 101 (s) and l0 = 100 (m) for the laboratory
experiments, κ ranges from 102 to 107 depending on the
buffer tank conditions (Table 1). The range of κ from 103

to 104, assuming t0 = 107 (s) and l0 = 103 (m), for the reser-
voir models (Table 3) is within that for the laboratory
experiments.

The tracer concentration approximately obeys the dimen-
sionless advection–dispersion equation with respect to scaled
concentration C assuming incompressible flow as follows:

∂C
∂t

+U∙∇C =D∇2C, B 4

where flow velocity vector and dispersion coefficient are scaled
as U =U∙t0/l0 and D =D∙t0/l20, respectively. Assuming the
same temporal and spatial scales as those for the diffusion
equation (Equation (B.1)), the scaled flow velocity U (1.96–
1.98) and dispersion coefficientD (6 00 × 10−2) for the labora-
tory experiments are comparable to those for the reservoir
models U (4.82) and D (1 00 × 10−1–1 35 × 10−1), respec-
tively. The flow velocity for the reservoir models refers to the
travel time of 24d estimated from the peak concentration time
(Figure 10). The Peclet numbers l0 U /D for the laboratory
experiments and reservoir models range from 32.7 to 33.0
and from 35.7 to 48.2, respectively.

Nomenclature

Latin Symbols

a: Modification factor for the quasi-Hagen–Poiseuille
flow (-)

an: Empirical constant for a tracer concentration sensor (-)
bn: Empirical constant for a tracer concentration sensor (-)
C: Tracer concentration (wt%)
Cn: Tracer concentration depending on the sensor voltage

(wt%)
C: Scaled tracer concentration (-)
cn: Empirical constant for a tracer concentration sensor (-)
cw: Water compressibility (Pa−1)

c: Bulk compressibility of the mixture of water and air
(Pa−1)

D: Dispersion coefficient (m2 s−1)
D: Scaled dispersion coefficient (-)
d: Actual inner diameter (m)
dC : Apparent inner diameter based on tracer responses (m)
dn: Empirical constant for a tracer concentration sensor (-)
dP: Apparent inner diameter based on pressure responses (m)
En: Voltage of a tracer concentration sensor (V)
E0n: Voltage of a tracer concentration sensor corresponding

to pure water (V)
h: Thickness (m)
ha: Air thickness in the buffer tank (m)
k: Permeability (m2)
l0: Spatial scale (m)
P: Pressure (Pa)
P: Scaled pressure (-)
Q: Volumetric flow rate (m3 s−1)
r: Radial distance from the reinjection well (m)
rw: Wellbore radius (m)
t: Time (s)
t0: Temporal scale (s)
t: Scaled time (-)
Δt: Travel time of a tracer (s)
U : Flow velocity (m s−1)
U : Flow velocity vector (m s−1)
U : Scaled flow velocity vector (-)
V : Actual volume of the mixture of water and air in the

buffer tank (m3)
V ′: Equivalent volume of the water-filled buffer tank (m3)
x: Distance along the tube (m).

Greek Symbols

κ: Scaled diffusivity (-)
μ: Water viscosity (Pa s)
ϕ: Porosity (-).

Subscripts

C: Apparent value based on tracer responses
n: Channel number for a tracer concentration sensor
P: Apparent value based on pressure responses.

Data Availability

The experimental and numerical data used to support the
findings of this study have been deposited in the HydroShare
repository (http://www.hydroshare.org/resource/3b66eb5ff9
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