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Online surveys have become a popular way to collect data. However, response rates are low, specifically for online intercept-based
surveys, which can be as low as 1%. This raises questions about the accuracy of the inferences based on these results. Furthermore,
it is difficult to compare the characteristics and behavior of the responders and nonresponders as there is very limited information
on nonresponders. The objective of this article is to present a unique comparison of online intercept survey responders,
nonresponders, and partial responders. The sample includes 192,566 U.S.-based users who went through a research experiment
during the installation process of ESET online security software. During the process, users were asked to enable or disable the
detection of potentially unwanted applications. At the end, they could also opt to answer questions on a short security-related
survey. The users were split into three groups: (a) nonresponders (n = 184,010), (b) complete responders (n = 6,750), and (c)
partial responders (n = 1,806). There were only slight differences between the responder and nonresponder groups in their
hardware (i.e., computer CPU quality and RAM size). Responders and nonresponders differed in their behavior. Complete
responders enabled the detection of potentially unwanted applications significantly more often than nonresponders (on average
by 4.5%) and spent more time on the screen that provided details about this feature. Additional comparisons showed that
complete responders were slightly younger and more educated than partial responders. We conclude that there are only slight
differences between online intercept survey responders and nonresponders and that these differences manifest in computer
usage-related decisions. Despite the low overall response rates, online product-related surveys can provide useful insights about
the user base. Nevertheless, the companies that use online surveys should be careful because behavior might differ for users in
specific situations.

1. Introduction

Online survey research has been on the rise in recent
decades along with the growing numbers of information
and communication technology (ICT) users around the
world [1, 2]. The COVID-19 pandemic further accelerated
technology adoption and digitalization [3–5], including the
use of online surveys and testing due to limited offline inter-
personal interactions [4, 6]. Obtaining information about a
customer or a user through an online survey provides a sim-
ple, fast, and efficient way to collect data about the user expe-
rience of digital technologies and online services. However,
the response percentages tend to be low and vary consider-

ably [2, 7], which raises questions about the generalizability
of the results. Furthermore, it is difficult to compare the char-
acteristics of online survey responders and nonresponders,
especially because little is usually known about the nonrespon-
dents [8, 9]. The research on the differences between online
survey responders and nonresponders is scarce.

Our study presents unique data where the study design
enabled the evaluation of the differences in behavior and
characteristics between users who, upon request, opt to com-
plete an ICT security-related online intercept survey, users
who opt out, and users who provide only partial or careless
answers. These results will help us to determine the general-
izability and validity of online intercept survey findings.
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Despite the clear advantages of online survey methodol-
ogy, there are several major issues of which researchers and
online survey contracting authorities should be aware. First,
coverage and sampling errors need to be considered when
conducting research online [10]. The coverage error stems
from the mismatch between the target population to which
one wants to generalize the findings and the frame popula-
tion, which is defined as a list of members of the population
from which the sample can be drawn [11]. In the case of
online surveys, this usually means that not everyone from
the target population (e.g., the adult population in a certain
country) has access to the internet or the necessary hardware
and, thus is not included in the frame population. The sam-
pling error occurs when not all of the members of the frame
population are surveyed [10, 12]. These errors pose a threat,
especially in online surveys that strive to make inferences
about the general or broader populations that reach beyond
internet users. They are of lesser threat to online surveys
where the target population is narrowly defined as currently
active internet users or even visitors of a specific website
[10]. In the case of surveying users of a certain website or
service, so-called intercept surveys, which invite every nth
user to participate in a survey, are often used. Users are usu-
ally shown a pop-up window or a specific page which invites
them to complete a survey. Through intercept-based sam-
pling, the researcher can draw participants systematically
and arrive at a probabilistic sample, which diminishes the
coverage and sampling errors.

Nevertheless, online surveys, including intercept surveys,
are especially prone to issues that stem from high nonre-
sponse rates, also referred to as attrition or break-off [8,
12, 13]. In this article, we use the term “nonresponders” to
describe the situation when users who are invited to partici-
pate in a survey do not respond to any items (also referred to
as “unit nonresponse”). We use the term “partial response”
when users do not answer all of the questions or respond
carelessly and provide low-quality answers. Low response
rate might lead to biased results and pose a serious issue
for the utility of the findings [10]. The possible nonresponse
errors depend on the nonresponse rate as well as the differ-
ences between responders and nonresponders on the vari-
ables of interest [14]. This is especially problematic when
little or nothing is known about the nonresponders and the
extent to which the subgroup of users that opted to complete
the survey differs from the whole target population with
regard to the studied variables (i.e., opinions, preferences,
and specific behaviors) cannot be determined. Thus, the
intended evidence-based nature of the subsequent manage-
rial or policy-related decisions might be at risk.

Survey response rates vary widely both within and
between survey modes [7] and depend on a number of fac-
tors at all stages of the survey process, including develop-
ment, delivery, completion, and return [15]. Previous
studies found that online surveys generally yielded lower
response rates than conventional offline survey modes (e.g.,
mail and telephone) [7, 16–18]. While there were some stud-
ies which reported a response rate higher or the same for
online surveys compared with mail surveys [19, 20], online
surveys generally report only low to modest response rates

[10, 21, 22]. This is also true for online intercept surveys,
which yield low responses both when using pop-ups or
banner-advertised invitations [23–26]. As intercept surveys
are often conducted by commercial companies, there is little
systematic evidence for average response rates. While Com-
ley [23] reported response rates between 15 and 30% for the
commercial company Virtual Surveys Limited, Survicate, a
survey management software, reports that average website
intercept survey response rates are as low as 0.1-0.2% [26].
Low response rates were further supported by Tuten et al.
[25], who reported click-through rates for survey advertise-
ments on American and German search engine websites
below 1%, and Dodge and Cucchi [27], who found a
response rate of 0.26% for an online survey posted on a poi-
son center homepage. Moreover, with the ever-changing
means of online communication and its usage, what was true
for online survey modes and response rates a couple of years
ago might not be the case today. For instance, online
intercept-based surveys that use pop-up windows or website
banners can be blocked by internet browser plug-ins, which
further limits the reach of online survey strategies.

Naturally, researchers have focused on factors that affect
response rates and the ways to increase them for online sur-
veys. Fan and Yan [15] provide a thorough review of the fac-
tors that affect response rates in online surveys throughout
the survey process. These include factors related to survey
development (e.g., survey length and salience of the topic),
survey delivery (e.g., contact delivery methods, incentives,
notifications, and reminders), survey completion (e.g.,
society-related factors such as public attitudes towards sur-
veys and respondent-related factors such as age or certain
personality traits), and survey return (e.g., level of data secu-
rity). However, even some of the most actionable recom-
mendations based on previous research, including the use
of incentives, invitations, reminders, and personalization,
might not be applicable to online intercept survey methodol-
ogy. Moreover, as Couper [8] notes, focusing only on
increasing response rates might not be sufficient to diminish
nonresponse bias because it also depends on the extent to
which those who respond differ from those who do not on
the variables of interest. In the case of the online intercept
surveys of customers and users, we are oftentimes faced with
the combination of low response rates and uncertainty about
the differences between responders and nonresponders.

Despite the obvious difficulties in characterizing individ-
uals who do not respond to surveys, previous research has
indicated that there might be differences between those
who respond to surveys and those who do not. Survey
responders have been found to be of higher socioeconomic
status, better educated, and more interested in the survey
topic [15, 28]. Fan and Yan [15] report in their systematic
review of online surveys that several personality traits are
linked to participation. For instance, responders tend to be
more conscientious (i.e., careful and diligent) and agreeable,
and they have a higher need for cognition (i.e., a tendency to
engage in and enjoy activities that require thinking) [15]. A
recent study by Abbott [29] compared a wider set of those
who self-reported participation in online panel surveys (dur-
ing the British Population Survey face-to-face interviews)
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with those who did not. There were only slight differences
between the groups with regard to demographics, with
middle-aged participants being overrepresented in the
online survey subgroup when compared to the younger seg-
ment, which appeared harder to recruit. The study found
some additional differences, for instance, in the range of
online activities (e.g., online survey respondents reported
more activities), and concluded that online survey partici-
pants appeared to have the characteristics of early adopters
and to be more engaged in new experiences [29]. How-
ever, the obvious caveat to this study is the fact that online
survey participation was only self-reported, and it focused
on participation in online panels and not intercept-based
surveys. The respondents in this study also consisted of
those who were willing to engage in an offline interview,
so the differences with complete nonresponders could not
be evaluated.

Several studies focused on evaluating the characteristics
of breakoffs, i.e., responders who left the survey and did
not come back to finish it. Peytchev [30] made use of the
basic demographic data which was provided upon joining
the survey panel. He found that higher education and older
age were related to lower likelihood of break off. Addition-
ally, his results suggest that those who left the survey were
not inattentive. In fact, breakoffs spent more time on average
answering the questions. Steinbrecher et al. [9] analyzed data
from follow-up surveys to an initial survey in which respon-
dents broke off. This enabled the comparison of initial-
survey complete responders’ and breakoffs’ characteristics.
They found that breakoffs were younger, less educated, and
less politically interested than complete responders. Addi-
tionally, they could compare breakoffs who participated in
the follow-up survey and those who did not regarding basic
demographic variables (given the quota design of the initial
tracking survey) and political interest (the first question).
There were no differences between the breakoff groups
regarding age, education, and interest in politics. While the
responder group was split evenly between men and women,
there were more women among both breakoff groups.

Moreover, there could be additional differences between
(partial) responders and nonresponders regarding their
computer’s parameters which could indicate that they con-
stitute different subgroups of users, i.e., technologically savvy
versus regular users. Little research has explored this up to
date. A recently published study by Smahel et al. [31] (a par-
tially overlapping sample with the current study) indicated
that there might be slight differences in hardware and soft-
ware features between online intercept survey responders
and nonresponders. However, the study predominantly
focused on the responders’ characteristics and did not pro-
vide detailed information on the comparisons with nonre-
sponders or partial responders.

Overall, the existing evidence is very limited and even
more so with respect to online intercept-based surveys.
Our study overcomes the limitations of the above-
mentioned approaches by making use of information that
was passively collected during a software product installa-
tion process, followed by a request to complete a short,
security-related survey that was presented to all users. This

design allows for a unique comparison between actual online
intercept-survey responders and nonresponders.

More specifically, the objective of this study is to com-
pare the behavior and characteristics of three types of users:
users who opt in and fully complete an online survey that
was presented at the end of an online security software
installation process; users who opt out; and users who pro-
vide only partial or low-quality answers. Basic hardware
characteristics and behavior during the preceding installa-
tion process will be compared. Additionally, the differences
in demographics and the self-reported skills and attitudes
between complete and partial responders will be evaluated.
These results will help to understand the generalizability and
accuracy of inferences based on results from online surveys.

2. Materials and Methods

2.1. Procedure and Sample. The study was conducted in
cooperation with ESET, an online security software com-
pany with more than 100 million users in more than 200
countries and territories (https://www.eset.com/int/about/).
The data are part of a larger project to develop more attrac-
tive installation screens with a particular focus on the pre-
sentation of the choice to detect potentially unwanted
applications (PUA). It was collected and analyzed by the
company for technical purposes. The researchers gained
access and an approval to analyze the data for the presented
analyses in cooperation with the company. For this study, we
used a subsample of U.S.-based users who installed the
English version of ESET’s online security software solutions
(specifically ESET Internet Security, ESET NOD32 Antivi-
rus, ESET Smart Security, and ESET Smart Security Pre-
mium, all for Windows OS) between October 2016 and
February 2017. Since previous analyses of the dataset have
shown that there are country-specific differences related to
the installation of the software [31], we used a subsample
of users from one country to limit the impact of user nation-
ality in the experimental study.

The ESET installation process had seven main screens
that guided the user through the process. Only the screen
that asked about PUA detection was altered, and each user
was randomly presented with one of 15 experimental PUA
screens (which differed in the text, layout, and visual ele-
ments). The details on the PUA screen variants have been
published elsewhere [32]. ESET recorded the user decisions
for PUA detection and the time spent on each screen. Dur-
ing the data collection period, ESET added one last screen
to their regular installation to present the option to complete
a short survey. The users who agreed were then redirected to
ESET’s website, which hosted the survey.

After removing duplicate cases from the dataset (identi-
fied by combining hardware features, IP addresses, and
hashed MAC addresses), the sample included 192,566 U.S.-
based records. The sample was spread equally across the 15
experimental PUA screens. Since demographic characteris-
tics (e.g., age, gender, and education) were reported in the
intercept survey, they are available only for a subsample of
complete or partial survey responders and are discussed in
the results, Section 4.4.
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2.2. Measures

2.2.1. System Variables. During each installation, ESET
recorded some information about the user’s devices for per-
formance optimization purposes. In our study, we specifically
use (1) CPU performance, which was sorted according to
PassMark CPU Mark criterion (https://www.cpubenchmark
.net/) into low-end, mid-low, mid-high, and high-end catego-
ries; and (2) RAM size, which was sorted into four categories:
0-2GB (0-2,048MB), 2-4GB (2,049-4,096MB), 4-8GB
(4,097-8,192MB), and 8+ GB (8,193+ MB).

2.2.2. Time Spent on Screens. ESET recorded the time spent
on each installation screen in milliseconds. For our study,
we use the time spent on the end-user license agreement
(EULA) screen and the PUA screen. Because the time was
highly skewed due to outliers (i.e., EULA screen time: M =
468:26 s, SD = 12,738:30, Me = 9, Mo = 2; PUA screen time:
M = 66:41 s, SD = 5,481:41, Me = 13, Mo = 3), for the specific
analyses, we omitted the users who were above the 95th per-
centile for the EULA screen (excluded n = 9,626; resulting in
M = 38:71 s, SD = 77:80, Me = 7, Mo = 2) and above the 99th

percentile for the PUA screen (excluded n = 12,373; resulting
in M = 18:96 s, SD = 20:92, Me = 12, Mo = 4).

2.2.3. Detection of Potentially Unwanted Applications. User
behavior during the installation process was observed with
focus on the enabling of the detection of PUA feature. Users
either enabled or disabled the additional detection by click-
ing one of the options on the PUA screen.

2.2.4. Intercept Survey. At the end of the installation process,
users had the option to complete a short security-related
survey. We did not provide any monetary or material incen-
tives. Motivation to complete the survey was encouraged by
stressing the fact that the answers would help increase the
usability of the product and the fact that the survey had been
developed in cooperation with the university. Survey
responders provided information regarding their age, gen-
der, and education. They were further asked to self-
evaluate their computer skills (i.e., do you consider yourself
to be a skilled computer user?), the perceived privacy of their
computer data (i.e., do you consider the data in this com-
puter private?), their sensitivity about privacy (i.e., in gen-
eral, are you sensitive about your privacy?), and the
perceived security of computers against online attacks (i.e.,
in general, do you consider computers to be safe devices
against online attacks, e.g. viruses, hacking, phishing, etc.?)
on a scale from 1 “not at all” to 6 “extremely.” There were
a few more questions at the end of the survey (e.g., personal
characteristics) that were not relevant to the current study
and were not used. In total, the survey included 14 items
and it took approximately 5-10 minutes to fully complete.

3. Analytical Strategy

We used the χ2 test and logistic regression (categorical data)
and t-tests or the analysis of variance (interval data) to assess
the differences between the respondent segments. Analyses
of large samples typically show statistically significant results

even for very small effects. When considering such results, it
is important to interpret effect size rather than significance
alone. We thus calculated Phi (ϕ) for the categorical data
and Cohen’s d or η2 for the interval data. For ϕ, the value
of 0.1 is considered small, 0.3 is medium, and 0.5 represents
a large effect size. For Cohen’s d, the respective values are 0.2,
0.5, and 0.8; for η2, the values are 0.01, 0.06, and 0.14. All
analyses were performed with IBM SPSS Statistics for Win-
dows, version 25 [33].

4. Results

We divided respondents into three groups based on their
response to the opt-in survey:

(a) Nonresponders (n = 184,010, 95.56% of the sample):
respondents who did not fill in any items in the
intercept survey

(b) Complete responders (n = 6,750, 3.51% of the sam-
ple): respondents who filled in all of the items in
the survey

(c) Partial responders (n = 1,806, 0.94% of the sample):
respondents who filled in at least one but not all
items in the survey, or who responded carelessly.
Careless responding was detected based on provid-
ing (i) nonsensical values for age (e.g., an extremely
large number) or (ii) conflicting values (e.g., both
of the options “I am a sole user of the computer”
and “I am one of multiple users” at the same time)

Since nonresponders constituted 95.56% of the sample,
we do not display the entire sample results in the following
analyses and tables because they are virtually identical to
nonresponders’ characteristics.

4.1. System Variables

4.1.1. CPU Performance. There were slight but significant
differences among nonresponders, complete responders,
and partial responders regarding their device’s CPU perfor-
mance (χ2ð6Þ = 58:85, ϕ = 0:019, p < 0:001, and n = 159,205).
Most users’ devices fit in the high-end and high-mid CPU
categories. Less complete responders’ and partial responders’
devices were labeled as having a high-end CPU performance
compared with nonresponders’ devices (i.e., 37.14% of non-
responders, 33.64% of complete responders, and 30.69% of
partial responders). This difference was mostly balanced in
the second highest category (i.e., midhigh) with more
responders’ and partial responders’ devices in this category
(42.52% of nonresponders, 45.13% of complete responders,
and 46.03% of partial responders). Details are shown in
Table 1.

4.1.2. RAM Size. Nonresponders, complete responders, and
partial responders also differed slightly in their devices’ RAM
sizes (χ2ð6Þ = 58:89, ϕ = 0:017, p < 0:001, and n = 192,566).
Nonresponders’ RAM sizes were larger than complete
respondents’ and even larger than partial respondents’.
Details are in Table 1. RAM size between 2 and 4GB was
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detected for 30.55% of nonresponders, 31.44% of complete
responders, and 34.94% of partial responders. While
22.10% of nonresponders had RAM size larger than 8GB,
this was the case for 20.10% of the complete responders
and only for 16.83% partial responders.

4.2. Time Spent on Screens

4.2.1. EULA Screen. The average time spent on the EULA
screen was 39.71 seconds (SD = 77:79, Me = 7:00). The dif-
ferences in time on the EULA screen for nonresponders
(M = 39:71, SD = 77:88), complete responders (M = 40:22,
SD = 76:68), and partial responders (M = 37:53, SD = 72:51)
were not significant (F ð2,182,937Þ = 0:812, p = 0:444, η2 =
0:00001).

4.2.2. PUA Detection Screen. The differences in the time
spent on the PUA detection screen were evaluated separately
for the 15 individual variants, because each screen included
text of different length and structure. There were significant
differences in time spent of PUA screen between nonre-
sponders, complete responders, and partial responders on

all 15 variants, but the effect sizes were small (see Table 2).
Post hoc analyses showed that, for all of the variants, nonre-
sponders spent significantly less time on the screen than
both groups of responders (i.e., complete responders and
partial responders, p < 0:05). However, the differences
between complete and partial responders were not signifi-
cant on any screen variants, except for Variant E3. Average
times spent on the PUA screen are shown in Table 2. For
the individual PUA screen variants, the differences between
(b) complete responders and (a) nonresponders ranged from
4.14 s to 11.37 s; the differences between (c) partial
responders and (a) nonresponders ranged from 5.32 s to
12.85 s; and the differences between (b) complete responders
and (c) partial responders ranged from -6.65 s to 4.92 s.

4.3. User Behavior during Installation Process

4.3.1. Detection of PUA. Differences in the willingness to
enable the detection of potentially unwanted applications
were evaluated separately for the 15 individual variants of
the PUA detection screens. On 13 of the 15 variants, there
were significant differences between the percentage of

Table 1: Hardware characteristics.

(a) Nonresponders (b) Complete responders (c) Partial responders

CPU performance

Low-end 3.08% 2.84% 3.32%

Mid-low 17.25% 18.39% 19.96%

Mid-high 42.52% 45.13% 46.03%

High-end 37.14% 33.64% 30.69%

RAM size

0-2GB 3.48% 2.90% 4%

2-4GB 30.55% 31.44% 34.94%

4-8GB 43.86% 45.56% 44.19%

8+ GB 22.10% 20.10% 16.83%

Table 2: Average times spent on the PUA detection screen.

Variant
Time on PUA screen, M (SD)

(a) Nonresponders (b) Complete responders (c) Partial responders η2

A1 18.59 (21.21) 26.84 (22.57) 25.86 (24.87) 0.0058

A2 20.00 (23.71) 27.44 (25.87) 28.17 (26.10) 0.0044

B1 19.51 (22.36) 29.00 (24.14) 25.71 (19.15) 0.0068

B2 18.73 (20.32) 28.54 (23.94) 31.58 (25.93) 0.0090

B3 19.14 (22.15) 29.72 (24.03) 28.48 (24.74) 0.0081

C1 19.00 (20.87) 27.93 (21.79) 25.16 (19.11) 0.0065

C2 18.89 (21.26) 30.26 (26.80) 26.13 (28.14) 0.0102

C3 18.83 (21.98) 25.90 (24.14) 28.22 (28.47) 0.0050

D1 16.23 (18.46) 25.29 (23.24) 23.86 (18.66) 0.0091

D2 17.30 (19.20) 22.79 (19.92) 25.57 (25.06) 0.0042

D3 15.99 (16.90) 23.55 (20.32) 22.71 (19.11) 0.0079

E1 19.41 (20.52) 29.65 (24.58) 24.73 (21.58) 0.0073

E2 22.88 (21.90) 31.32 (24.61) 28.82 (22.58) 0.0055

E3 18.04 (17.37) 22.18 (15.53) 28.83 (23.89) 0.0044

E4 16.73 (20.06) 23.69 (20.68) 25.20 (30.99) 0.0044

Entire sample 18.61 (20.73) 27.01 (23.27) 26.48 (23.96) 0.0063
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nonresponders and the complete responders who enabled
the detection of PUA. Generally, complete responders
enabled PUA detection the most and nonresponders the
least, with a few exceptions as shown in Table 3.

Difference between groups significant on ∗p < 0:05, ∗∗p
< 0:01, and∗∗∗p < 0:001.

4.4. Survey Responses of Partial and Complete Responders. As
most attrition occurred toward the end of the survey, com-
plete responders were compared to partial responders on
the variables presented at the beginning of the survey. There
was a significant, albeit small, difference between complete
responders and partial responders regarding age (t = −3:046,
p = 0:002, Cohen’s d = 0:092). Complete responders (M =
53:72, SD = 15:96, n = 1,345) were slightly younger than par-
tial responders (M = 55:18, SD = 16:17, n = 6,750). Differ-
ences in the proportion of males and females between
complete and partial responders were not significant
(χ2ð1Þ = 0:064, ϕ = 0:003, p = 0:800, n = 8,197). There were
65.30% males within the complete responders (n = 6,750)
and 65.65%males within partial responders (n = 1,447). Com-
plete and partial responders differed significantly in their high-
est achieved level of education, but the effect size was small
(χ2ð2Þ = 28:442, ϕ = 0:059, p < 0:001, and n = 8,251). Com-
plete responders (n = 6,750) were slightly better educated with
81.19% reporting university education, 17.90% secondary edu-
cation, and 0.92% primary education, compared to 78.41%,
19.05%, and 2.53%, respectively, for partial responders
(n = 1,501).

Complete and partial responders were also compared
with regard to their self-evaluated computer skills, the per-
ceived privacy of their computer data, their sensitivity about
privacy, and the perceived security of computers against

online attacks, while accounting for the possible effects of
the demographic variables. The two groups did not signifi-
cantly differ in any of these self-evaluated variables
(p > 0:05) when accounting for demographic variables (i.e.,
age, gender, and education). Having higher education
increased the likelihood of completing the questionnaire
fully (B = −0:24, SE = 0:08, odds ratio = 0:79, p = 0:004), even
when accounting for age, which remained the only other sig-
nificant predictor (B = 0:009, SE = 0:002, odds ratio = 1:01,
p < 0:001).

5. Discussion

Our study presented a unique comparison of the behavior
and characteristics of three groups of users: users who opt
in and fully complete an ICT security-related intercept sur-
vey that was presented at the end of an online security soft-
ware installation process; users who opt out; and users who
provide only partial or low-quality answers.

The total response rate to our online intercept survey
was 4.45%. This included 3.51% complete responders, who
filled out all of the items in the survey, and 0.94% partial
responders, who filled in at least one but not all items in
the survey or responded carelessly (i.e., provided nonsensical
values for age or conflicting answers). This is lower than the
15 to 30% intercept-based response rates reported by a com-
mercial company [23]. However, it is higher than the
response rates to website intercept surveys reported by
Tuten et al. [25] or Dodge and Cucchi [27], which were both
below 1%. Our study design did not include any monetary or
material incentives. The use of incentives could further
increase the response rate, as was found in previous studies
[15]. The setting for our study differed from the previous

Table 3: Differences in enabling the detection of PUA.

Variant
PUA detection enabled (%) Differences between groups (%)

(a) Nonresponders (b) Complete responders (c) Partial responders (b)-(a) (c)-(a) (b)-(c)

A1 88.37 94.57 91.43 6.20∗∗∗ 3.06 3.14

A2 89.69 93.48 89.52 3.79∗ -0.17 3.96

B1 88.27 93.16 90.08 4.89∗∗ 1.81 3.08

B2 88.60 93.25 93.86 4.65∗∗ 5.26 -0.61

B3 88.74 93.02 87.50 4.28∗ -1.24 5.52

C1 88.54 93.33 86.96 4.79∗∗ -1.58 6.37

C2 88.96 93.15 91.26 4.19∗ 2.30 1.89

C3 89.01 95.97 90.83 6.96∗∗∗ 1.82 5.14

D1 92.68 95.82 94.83 3.14∗ 2.15 0.99

D2 89.64 95.64 93.75 6.00∗∗∗ 4.11 1.89

D3 92.59 96.32 95.42 3.73∗∗ 2.83 0.90

E1 90.54 96.93 93.33 6.39∗∗∗ 2.79 3.60

E2 91.29 96.99 96.95 5.70∗∗∗ 5.66 0.04

E3 89.40 89.81 82.64 0.41 -6.76∗ 7.17

E4 87.79 90.26 91.47 2.47 3.68 -1.21

Entire sample 89.60 94.13 91.31 4.53∗∗∗ 1.71∗ 2.82∗∗

6 Human Behavior and Emerging Technologies



studies because the option to complete the survey was pre-
sented to every user at the end of an online security software
installation process. Thus, it provided a unique estimate for
the response rate for this design. To our knowledge, no pre-
vious studies have reported response rates to this type of
intercept-based survey.

Nevertheless, as Groves [14] notes, nonresponse bias is
based not only on the response rate itself but also on the dif-
ferences between responders and nonresponders on the var-
iables of interest. Thanks to user data being detected
throughout the installation process, we could provide an
unprecedented comparison between survey responders and
nonresponders on their hardware characteristics as well as
their behavior during the installation process.

Firstly, we evaluated the possible differences in hard-
ware, specifically CPU performance and RAM size. Survey
nonresponders had slightly higher CPU performance than
responders. More nonresponders’ devices fit in the highest
category of high-end CPU performance. Nevertheless, this
difference was mostly balanced in the second-highest cate-
gory, where more complete and partial responders’ devices
fit. Similarly, nonresponders also had slightly larger RAM
size, but the difference was again most evident in the two
highest categories of 4 to 8GB and 8GB+. Although these
differences were significant, the effect size was very small
as was the case in Smahel’s [31] analysis of a related sample
across countries. The current results indicate that the differ-
ences were mostly driven by the two highest categories of
both CPU and RAM. Thus, we cannot conclude that nonre-
sponders and responders would constitute user segments
with distinctly different computer hardware.

We were able to detect user behavior during the installa-
tion process regarding the time spent on various screens and
the willingness to enable the detection of potentially
unwanted applications for all users, including the survey
nonresponders. We found that the differences in the time
spent on the EULA screen between nonresponders and com-
plete and partial responders were not significant. All of the
users spent similar amounts of time ranging from 37.5 to
40.2 seconds on this page. Considering the length of the
license agreement, such times indicate that users generally
do not read the full text before agreeing to it. This is in line
with previous research that examined reading privacy and
terms of service policies [34].

However, in the case of the installation screen that pro-
vided details and the request to enable PUA detection, we
found significant differences between the responder seg-
ments. The 15 variants of the PUA screen were analyzed
separately because they differed in the length of text, layout,
and other visual elements. This screen was unique because
the user had to provide active consent to allow PUA detec-
tion, which could not automatically be labelled as the recom-
mended or preferred option. Unlike in the case of
EULA—where the users know the “correct” option to choose
in order to install the software, thus allowing faster move-
ment through the screen—the informed decision on the
PUA screen required users to read the description of the fea-
ture. On all 15 variants, nonresponders spent significantly
less time than both groups of responders. The differences

with complete responders ranged from 4.14 to 11.37 sec-
onds; the differences with partial responders ranged from
5.32 to 12.85 seconds. Complete and partial responders did
not significantly differ in the time spent on the PUA screen
(except for PUA screen Variant E3). It is important to note
that, while the differences on the PUA screen were signif-
icant, the effects were small. Nevertheless, these results
could indicate that survey responders were more attentive
to the presented information and spent more time reading
the details on the PUA detection feature of the software.
The screen with PUA contained short descriptions, which
included from 29 to 123 words. Based on average reading
speed, the expected reading time ranged from 7 to 30 sec-
onds [32]; hence, even a few seconds of difference may be
meaningful. An additional difference in behavior was
detected with regard to the actual willingness to enable
the PUA detection. On 13 of the 15 PUA screen variants,
complete responders enabled the PUA detection significantly
more often than nonresponders. The significant differences
ranged from 3.14% to 6.96%. Considering that the PUA detec-
tion rates were already around 90%, this difference between
nonresponders and complete responders is considerable.

The differences in time spent on the PUA screens and in
the actual PUA detection could possibly be explained by the
higher willingness of some users (i.e., complete responders)
to spend additional time during the installation process as
well as provide answers to a survey. Also, Fan and Yan
[15] note that online survey responders tend to be more con-
scientious and agreeable than nonresponders. Such traits
could underlie a higher willingness and compliance for the
requests during the installation process in our study. Abbott
[29] found that online survey responders had the character-
istics of early adopters and were more engaged in new expe-
riences than nonresponders. Responders in our survey could
possibly view the additional participation in a survey as a
new experience worth exploring.

Further, we analyzed the survey responses of complete
responders compared with partial responders, where avail-
able, to provide additional comparison for these two seg-
ments of users. Partial responders were slightly older than
complete responders, although the difference was less than
1.5 years. This is contrary to Peytchev [30] and Steinbrecher
et al. [9], who found that breakoffs (i.e., partial responders)
were younger than complete responders. We did not find
any differences regarding the percentage of males and
females between the groups. Approximately two-thirds of
the survey responders were male. The fact that the majority
of responders were male might be related to the setting for
our study—a software installation process—which is argu-
ably a male-dominated domain [35]. Since the gender is
not available for the nonresponders, we cannot rule out the
possibility that gender plays an important role in the differ-
ences between nonresponders and those who opt in to com-
plete the survey.

Previous studies indicated that survey responders might
be better educated that nonresponders or breakoffs [9, 30].
We found a similar trend with complete responders being
slightly better educated than partial responders, and this
effect remained significant even when controlling for age.
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Complete and partial responders were also compared
regarding their self-evaluated computer skills, the perceived
privacy of their computer data, their sensitivity about pri-
vacy, and the perceived security of computers against online
attacks. The groups did not differ on any of these variables
when accounting for demographic variables.

6. Limitations

Some limitations beyond our control could have influenced
these results. Despite our careful cleaning process, we cannot
be completely certain that each record corresponded to a
unique participant because participants could have used
and installed the software on multiple devices.

While we detected some differences in behavior during
the installation process between responders and nonre-
sponders, it is difficult to verify what caused it because we
could only make use of passively collected data. A different
design, possibly with mixed modes or in-person follow-ups,
could be used to further explore the underlying processes.

The installation was a rather simple and straightforward
process that did not include many individual decisions that
could be examined in our study. It might be worthwhile to
replicate our results with a more complicated process that
would capture a broader range of user behaviors.

We did not set up our survey so that it could collect
additional paradata such as time spent on specific questions
in the survey. Further studies could make use of this infor-
mation and provide a detailed description of the types of
online survey responders and the related variables.

7. Conclusions

Based on the results of our study, we can conclude that there
are slight differences between online survey responders and
nonresponders. Both groups used similar hardware,
although survey responders’ devices were slightly better in
terms of CPU performance and RAM size. However, the
behavior of the responders and the nonresponders differed
in computer-usage-related decisions. We found that users
who completed the survey were also more willing to enable
the detection of potentially unwanted applications than sur-
vey nonresponders, and they spent more time on the screen
that provided details about this feature. Users who filled in
the survey fully were also slightly younger and better edu-
cated than those who filled it in only partially. We can con-
clude that, despite the low overall survey response rates,
online product-related surveys can provide useful insights
about the user base. Nevertheless, the companies using
online surveys should be careful in their inferences because
the behavior might differ among the segments of users for
specific situations.

Data Availability
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information about the data to interested parties and readers.
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