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Robotics and artificial intelligence (AI) systems are quickly becoming a familiar part of different aspects of everyday life. We know
very little about how children and adults perceive the abilities of different robots and whether these ascriptions are associated with
a willingness to interact with a robot. In the current study, we asked British children aged 4-13 years and British adults to
complete an online experiment. Participants were asked to describe what a robot looks like, give their preference for various
types of robots (a social robot, a machine-like robot, and a human-like robot), and answer whether they were willing to engage
in different activities with the different robots. Results showed that younger children (4 to 8 years old) are more willing to
engage with robots compared to older children (9 to 13 years) and adults. Specifically, younger children were more likely to see
robots as kind compared to older children and adults. Younger children were also more likely to rate the social robot as
helpful compared to older children and adults. This is also the first study to examine preferences for robots engaging in
religious activities, and results show that British adults prefer humans over robots to pray for them but such biases may not be
generally applicable to children. These results provide new insight into how children and adults in the United Kingdom accept

the presence and function of robots.

1. Introduction

1.1. Changing Age of Robots in the Society. Robotics and arti-
ficial intelligence (AI) systems are rapidly becoming normal
components of modern technological societies [1]. Robotics
and AI help to solve several workforce problems such as
making industry more efficient, completing hazardous jobs
(such as those working in Fukushima Daiichi Nuclear Power
Station), tackling social problems of loneliness (via interact-
ing robots such as Pepper), encouraging language skills [2]
or exercise in children [3], helping the elderly as domestic
helpers (such as fetching containers), and praying or com-
pleting a ritual as religious robots, such as Mindar in Kodaiji
or SanTO, a robot designed to have divine features similar to
Christian saints [4]. Perhaps due to their widespread useful-
ness, robotic presence has increased [5]. Despite the increase
in the presence of Al and robots, we still know very little
about how their presence and abilities are, or would be,
accepted among children and adults, especially how children

and adults perceive religious robots. Children’s perceptions
are particularly valuable as they are likely unaware of the
design and function for a robot. By examining children’s
perceptions, we gain worthwhile information whether chil-
dren like and prefer these robots based on their appearance
and behavior and not because of predetermined ideas of
the robot’s function. Additionally, although studies have
been conducted with children in the USA (e.g., [6]), Asia
(e.g., [7]), and across Europe (e.g., [8]), very few studies have
focused on children in the UK (but see [9]), a nation that is
seeing an increase in robotic presence. As robots become
more and more familiar in British lives, it is important to
understand how they may be perceived and accepted. This
study explores both British children’s and adults’ perception
of and motivation to interact with three different types of
robots and introduces a novel exploration of their accep-
tance of religious robots. Our research aims are at (1) com-
paring British children’s and adults’ perception of robots,
(2) examining differences in impressions toward three
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different robots, and (3) exploring whether participants pre-
fer a human over a robot to interact with in different activi-
ties, including a novel one: praying.

1.2. Current Perspectives of Robotics. Understanding how
children and adults perceive and accept the presence and
assistance of robots is a pressing topic globally. Many
nations are investing in research to explore the usefulness
of Al and robots for various social, health, educational, reli-
gious, and economic sectors. In particular, the UK govern-
ment acknowledges the increased importance of robots and
Al and a substantial amount of investments was made for
robotic technologies for social care up to €2.8 billion in
2014-2020 [10]. However, extensive surveys of European
countries found that British adults are reluctant to use
robots for social care [11], including a striking fact that 60
percent of participants thought robotic research for care of
children, the elderly, and disabled people should be banned.
A gap in these surveys and research is understanding chil-
dren’s and adults’ perception and acceptance of robots in
other sectors beyond social care, including religion.

Across studies, other work suggests that the increase in
the presence and use of robots has been met with different
reactions and perceptions [12]. Some adults were concerned
that the increase of robotic presence might lead to losses in
jobs [13], safety and privacy, and the quality of human rela-
tionships [1]. Others saw the benefit of robots such as their
assistance in healthcare [14] or education [15]. The differ-
ence in reactions may be because robots are used for differ-
ent activities. Evidence suggests that adults may be more
accepting of robots engaging in some activities over others.
For example, in one study, adults were happy to have robots
clean their house but not cook for them [16], and in another,
half of the participants in a pain clinic at a hospital did not
mind the presence of a robot during their first consultation
with a doctor [17]. Additionally, some nations such as Japan
may be more open to robotic presence in the society than
other societies such as the USA [18] and Korea [19]. Com-
paratively, other studies suggest much more hesitation.
One recent study suggests that US American adults were
reluctant to have robots taking over jobs and to employ
them in the future [18, 20]. There are also reports that adults
in Western nations, especially those in the Christian tradi-
tion, are hesitant to have robots in a religious service [18].

This hesitancy may originate based on the shape and
design of robots, and in particular, this hesitancy to accept
robots may increase with the degree to which the robots
appear as human. Early work in human-robot interaction
found that if robots appear anthropomorphic, or have just
some elements of human form, adults are more likely to
cooperate with them [21]. However, if the robot looks too
human like, such as having skin and human facial features,
adults perceive the robot as weird. This phenomenon is
called the “uncanny valley,” where participants may feel
uncomfortable if the robot appears too human like
[22-25]. Indeed, some work suggests that adults prefer
machine-like robots over humanoids [16, 26]. In summary,
adult acceptance of robots is uncertain especially the more
human like they are.
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Although adults experience mixed perceptions and feel-
ings regarding the usage of robots, other work suggests that
children may be more accepting. Across several different
domains, children are willing to interact with robots. For
example, 3-year-old children will choose to learn informa-
tion from social robots who give accurate (but not inaccu-
rate) information and will also choose not to learn from
inanimate toys that give either accurate or inaccurate names
for items [27]. Further, 3-to-6-year-old children consider
robots to be better sources for particular types of informa-
tion, such as learning information about machines rather
than about biology or psychology [28]. Other work has
shown that 3- and 4-year-old children are willing to help
robots [29] and 4- to 9-year-old children will even seek com-
fort from machine-like robots [30].

Some of the desire to interact may come from initial per-
ceptions of robots. Although children may be more receptive
to robots than adults, we know that this acceptance is not
due to an inability to conceptualize robots. Several studies
suggest that preschool-aged children make distinctions
between living and nonliving agents easily [31-33], but these
distinctions are clearer when children have more experience
with robots [34] and are older [32]. Children also perceive
robots differently according to their appearance, and studies
suggest that this perception may change with age. For exam-
ple, 4- and 5-year-olds attribute more human-like character-
istics than older children [32, 35] and psychological
attributes than biological ones [36]. Children older than 9
years are similar to adults in that they find human-like
robots creepy ([6]; although see evidence from a study with
infants that shows evidence of the uncanny valley effect at
12 months [37]). The study by Brink and colleagues [6] is
important as it suggests that younger children perceive
robots differently from older children and adults and may
be more open and receptive to interacting with robots. Out-
ward appearance, then, may affect how children conceptual-
ize robots. Despite the work by Brink et al. [6] and
Lewkowicz and Ghazanfar [37], no prior work has com-
pared both children’s and adults’ perceptions of various dif-
ferent robots and whether they are willing to interact with
them.

1.3. Current Gaps in the Literature. We identified three gaps
in the literature that align with our research goals. The first is
a gap in comparing British children’s and adults’ perceptions
of robots, a nation just beginning to see an increase in
robotic presence. In only one British study that we are aware
of, Woods [9] showed that the uncanny valley appears for
British children aged 9-11, though the study does not exam-
ine any developmental trend with a larger sample of children
nor compare these perceptions with those of adults.

The second is a gap in understanding if children and
adults would be willing to interact with different types of
robots. Some robots look more industrial (e.g., a robotic
arm), others are anthropomorphic but range on a scale of
machine like with a body and face (a humanoid), to more
human like (an android). We wanted to explore how chil-
dren and adults perceived a machine-like robot (Titan, used
to perform specific tasks in a factory), a human-like religious
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FiGure 1

robot (Mindar, an android robot used in Japanese temples
for prayer), and a social robot (Nao, a humanoid robot used
for social interaction with children and adults). Although
prior work shows that younger children may be more
accepting of robots and that children and adults find some
robots creepier than others, we do not know whether they
would be willing to interact with them across different activ-
ities. One activity that has been underexamined is how Brit-
ish children and adults would perceive and be motivated to
interact with a robot that could perform prayers [38]. The
utilization of robots for religious services has increased,
especially in the wake of COVID-19, and religious organiza-
tions have considered robotics and Al to offer prayer to
avoid human contact [39]. Prior to the pandemic, robotic
prayer was already in practical use in a Japanese temple
(Mindar in Kodaiji; [40]) and in a German church (Bless-
U; [41]). We used the android robot, Mindar, to explore
whether British children and adults are willing to accept
prayers from this robot.

The third gap is understanding whether children and
adults are more or less likely to prefer interaction with a
robot than with a human. One study with Dutch and Paki-
stani 8- and 12-year-olds has shown that child-robot inter-
action is enjoyed (and much more so by Pakistani than
Dutch children) compared to playing alone, but playing with
a friend is preferred than playing with a robot [42]. We
asked participants to choose whether they would like the
social robot (Nao) or a human to cook for them, play with
them, or pray for them. We only asked about Nao since this
robot is frequently used in child-robot interaction settings
[43] and has been used as a representative of robots in pre-
vious studies with child samples (e.g., [28]).

1.4. The Current Study. To address these gaps, we asked Brit-
ish children aged 4 to 13 years and British adults to complete
an online experiment in three sections.

In the first section, we asked participants to describe a
robot. This question was asked first to help us understand
how children and adults conceptualize what a robot is prior
to showing them photos and asking them to reason about
different robots.

In the second section, we asked participants about three
types of robots: a social robot (Nao: a characterized anthro-
pomorphic humanoid robot with metal body used for social
interaction), an industrial, machine-like robot (Titan, a non-
anthropomorphic mechanical arm used in various tasks in
the industry), and a religious, human-like robot (Mindar:
an anthropomorphic, android robot used in a Japanese Bud-
dhist temple, Kodaiji, which has received academic interest
[44, 45] and is regarded both positively and negatively
according to comments on a press release video clip [46]).
See Figure 1(a) for images of the three robot types.

We wanted to compare participants’ perception of
robots on a spectrum of least uncanny to most uncanny
and chose three robots that might invoke different percep-
tions and engagement. According to the IEEE robotics web-
site (https://robots.ieee.org/), where they have released a
ranking of how much people like each robot, Nao is ranked
as highly liked (17 when accessed in 2021/05/27) and Titan
is in the middle (98'") out of 230 robots. Although Mindar is
not registered on the website, all robots which have human-
like skin with mechanical bodies are in the less liked group
(e.g, Sophia: 207™; HRP-4C: 216™). Mindar, who has
human-like skin with metal limbs, would likely be rated as
one of the least liked robots. In another robot database,
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ABOT  (http://www.abotdatabase.info/collection), which
provides subjective human-likeness scores of humanoid
robots based on more than 1000 participants’ ratings [47],
Nao’s human likeness is rated in the middle (45.92 out of
100.00) and Alter (which has the same design as Mindar;
they have different names because of their different uses)
has a higher human-like rating (61.30). Although there are
robots rated more human like, such as Geminoid [47] with
a score of 92.60, they might not be distinguishable from
actual humans only by static images. Work has shown that
people find it difficult to tell the difference between a Gemi-
noid and an actual human [48]. Because of this, we did not
include such robots which have a higher rate than Alter/
Mindar and would be positively evaluated by overcoming
the uncanny valley [49].

We did not explain to participants the purpose and
intended design of these robots, although we showed images
of robots in their characteristic poses (Titan with a poised
tool, Nao standing up in a friendly pose, and Mindar pray-
ing). In section two, we were curious to know whether chil-
dren and adults were open to a machine-like, human-like/
religious, and social robot helping, playing, or praying for
them and also if they thought that the robot was kind.

In the third section, we asked whether participants pre-
ferred a robot or a human to perform different actions
including playing, cooking, and praying. Here, we asked
three types of questions to ask for preference about each
activity. First, we asked whether participants would prefer
a robot or a human (e.g., “Who would you want to play
with?”; who item). Then, we asked their preference when
focusing on the ability or skill of the activity (e.g., “Who
would be the best to play a game with?; best item). And
finally, we asked whether a robot or human would fulfill a
skill in a nuanced way for that activity (e.g., “Who would
play a game in a way that you like?; like item). We chose
playing and cooking as items because these would be actions
that are familiar to children. We also chose praying to
explore how children and adults feel about a robot versus a
human praying for them.

We divided children into two age groups: 4 to 8 years old
(younger) and 9 to 13 years old (older), which approximately
match the age group of previous studies. [27] found that the
emergence of the uncanny valley occurs around 9 years old.
Thus, it was important to be able to compare children above
and below 9 years. Previous studies focused on narrowly
defined age groups. Typical younger age groups were ages 4
to 8 years (e.g., 4 to 5 years, [50]; 4 to 7 years, [51]; 4 to 9 years,
[30]; and 4 to 10 years, [52]), or some studies with older chil-
dren were 9 to 15 years [35]. None of these studies compared
both younger and older children.

We had several research questions. Based on the work by
Brink et al. [6], we predicted that younger children will have
stronger preferences for and be more willing to interact with
robots than adults and that the social robot would be favored
over the machine-like and human-like robots. In addition,
because recent surveys [10] have reported that British adults
are reluctant to see robotics in everyday life, we also predicted
that children and adults will prefer to play, receive cooked
food, and receive help and prayer from a human over a robot.
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2. Methods

2.1. Participants. Forty-four children from 4 to 8 years old
(M =5.80, SD = 1.41; 15 females, 29 males), 40 older children
from 9 to 13 years old (M =10.65, SD = 1.41; 17 females, 23
males) (for age distribution, see Figure S1), and 30 adults
(M =30.60, SD =3.01; 14 females, 15 males, and 1 other; 19
nonreligious, 4 Christians, 1 Muslim, 5 Atheist/Agnostic, and
1 Spiritualist) participated online via Qualtrics. Children were
recruited as part of an online public engagement event at a
university (redacted for review) that provides science activities
and studies for children (website of event redacted for review).
Parents filled out a short demographic survey at the time of
giving consent for their children to participate in the large
event which included many different studies. Because of limits
to the number of questions collected and in keeping tasks
short, ethnicity, SES, and religious affiliation were not
collected for the children during the online event. Children
aged 4 to 13 years participated either on his/her own or with
the aid of a parent (to read out instructions). Participants
were asked to indicate if they received help at the end of the
questionnaire: for younger children, 18 participated with help
and 24 participated on their own (2 did not answer); all older
children indicated that they participated on their own. Adult
participants were recruited from Amazon M-Turk. In M-
Turk, we limited participants to UK MTurk workers only.
Adult participants received 1.60 USD for participation and
children received virtual “tokens” that were used to tally a
child’s overall participation in the event and the child could
see their participation on a leaderboard. Child participants
were assigned an anonymous ID to use for each activity to
ensure that their identity was confidential throughout the
event. Ethical approval was obtained for both the children and
adults through a university (retracted for review). The
participant size of each age group is comparable to previous
studies (approximately 30 to 40 participants for each age
group or conditions; e.g., [30, 35, 50]).

2.2. Material. Our studies used images retrieved from several
sources. In section 1, images were retrieved from the IEEE
robots website (https://robots.ieee.org/robots/). Each image
contains the whole body of each robot in a plain white back-
ground (see Figure 1(a)). In section 2, the same images of the
social robot (Nao) and machine-like robot (Titan) presented
in section 1 were used. For the human-like robot (Mindar),
we used a picture from a news source [40] in which it is fac-
ing the front and putting its palms together in front of its
chest (See Figure 1(a)). In section 3, the pictures of the social
robot (Nao) were created in the lab (retracted for review).
Pictures of robots were taken first, and then, the correspond-
ing pictures of a human (White female adult) were taken
aligning her posture with the pictures of robots. The color
of a balloon and the relative size of the whisk and the chef
hat are controlled between pictures (see Figure 1(b)).

2.3. Procedure. All questions were conducted using Qualtrics
at a time convenient for the child and independent of inter-
action with the researchers. On the first screen, participants
answered demographic questions (ID, age) so that the child
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could be later matched with the large demographic survey
from the event. Then, the web survey started with an example
question and an explanation of how to respond to questions.
After completing an example question (e.g., the participant’s
favorite color), participants were asked to respond to target
questions. For children, before parental consent was given,
an information screen explained to parents that experimenters
were interested in children’s responses and to refrain from
suggesting answers. For parents of young children who could
not read, further instructions were given to read any screens
that were not narrated and to dictate (by typing in) any
responses that the child could not type him- or herself. For
the parents of older children, the parents were instructed to
let the child respond and type answers by him- or herself.

Target questions were arranged in three sections in a fixed
order: the first section asked participants to describe their per-
ception of robots. We hoped that this section would provide
some clarity for how children and adults conceptualize a
robot. This section was presented first so that their description
would not be influenced by the images in sections 2 and 3 and
before answering more specific questions about different kinds
of robots. It consisted of two items asking participants to
describe the general appearance of robots. On the first screen,
the first item was an open question: “Can you describe what a
robot looks like?”. The second item on the following screen
asked participants to choose one of two pictures: “Which pic-
ture looks like a “robot” to you?” We displayed a pair of two
pictures horizontally: a machine-like robot (Titan: a mechani-
cal arm designed for industrial manufacturer needs) and a
social robot (Nao: a characterized humanoid robot designed
for communication needs). The position of the pictures were
counterbalanced between participants.

In the second section, participants were asked to rate
their impression of three different robots (all counterba-
lanced): a social robot (Nao), a machine-like robot (Titan),
and a human-like robot (Mindar: a humanoid robot
designed for religious prayers). This section was second to
capture impressions before we examined preferences in the
next section. We wanted children to make judgments based
on the image of the robot. We also wanted to ensure that
children knew that Mindar was a religious robot so we posed
Mindar with its hands in prayer. Previous work has shown
that Nao is perceived as friendly; the image was simply of
Nao standing. The image of the mechanical robot was a side
image to capture the full length of the robot and a better
view of its features. Pictures of the social robot and the
machine-like robot were identical to the first section. On
each of three webpages, a picture of one of the three robots
was displayed at the top of the page. Below the photo were
four items that asked participants to respond according to
4-point Likert scales. Participants were asked to rate willing-
ness to play with the robot, “Do you want to play with this
robot?,” helpfulness of the robot, “Do you think the robot
would help you?,” kindness of the robot “Is this robot mean
or kind?,” and willingness to be prayed for by a robot “If you
needed a prayer, could this robot help you?” Only for the
kindness item, participants chose from the following four
options: “Mean”(1), “Maybe Mean” (2), “Maybe Kind”(3),
and “kind”(4). Responses were coded according to the num-
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TaBLE 1
Section  Context Abbreviation Item
Can you describe what a robot
Section 1 looks like?
ection
Which picture looks like a
“robot” to you?
Do you want to play with this
Play robot?
Do you think the robot would
. Help
Section 2 help you?
Kind Is this robot mean or kind?
Pra If you needed a prayer, could
Y this robot help you?
Play Who Who would you want to play
with?
Who would be the best to play
Best .
a game with?
Like Who would play a game in a
way that you like?
Cool Who Who would you want to make
your dinner?
. Who would cook dinner in
Section 3 Best the best way?
Like Who would cook dinner in
the way that you like?
Pray Who If you were sick, who would
you want to pray for you?
Best Who would say the prayer in
the best way?
Like Who would pray in a way that

you like?

bers in brackets. For the other three items, options were
“Yes”(4), “Maybe Yes”(3), “Maybe No”(2), and “No”(1). All
participants answered for each robot in the same order
(1st: social, 2nd: machine like, and 3rd: human like). In the
third section, participants were asked whether they prefer a
robot (Nao) versus a human in three activities: playing,
cooking, and praying. For each activity, a pair of pictures
(counterbalanced across participants) was presented hori-
zontally. In both pictures, a human (a female adult) or a
robot (Nao) had the same posture with the same equipment
(e.g., a chef hat in the cooking activity; see Figure 1(b)).
Then, three questions followed and participants were asked
to choose one of the pictures (of the human or robot) for
each question. Participants were asked to think about the
action (e.g., playing) and choose who they would want to
interact with (e.g., “Who would you want to play with?”),
who would be the best at doing that action (e.g., “Who
would be the best to play a game with?”), and who would
fulfill the action the way the participant wants (e.g., “Who
would play a game in a way that you like?”). Items for each
action are shown in Table 1. The position of the picture
(right or left) was counterbalanced among participants. All
participants answered in the same order (Ist: playing, 2nd:
cooking, and 3rd: praying).



2.4. Coding. The responses of the free text entry in section 1
were analyzed with manual coding. We only analyzed
responses that had more than one word. Two coders (the
second author and a masters student, who was blind to
hypotheses and did not participate in the research) indepen-
dently coded for two items: in terms of whether participants
made “reference to machine likeness” or “reference to
human likeness.” The coding was conducted by checking
whether the response included (1) or did not include (0)
words representing machine likeness (“metal,” “metallic,”
“machine,” and “shiny”) or human likeness (“human,” “per-
son,” and “humanoid”). There were three responses that
were different among the two coders. The differences were
omissions from one of the coders: specifically, one of the
coders initially did not notice 2 responses that were coded
as “machine-likeness” and 1 response for “human likeness.”
The initial agreement for “machine likeness” was 98.2% (2
disagreements; «=0.965) and that for “human likeness”
was 99.1% (1 disagreement; x = 0.977). These were discussed
and edited for a final agreement of 100%.

3. Analyses and Results

3.1. Description of Analysis. All the analyses were conducted
in R. The code and output are included in the supplementary
materials. The list of R packages is also shown in the supple-
mentary file. We report results separately by each section.
For each section, we exclude participants with missing
values: one young child in the free text entry in section I,
three young children in section 2, and two young children
and one older child in section 3. These children were
excluded because they did not respond to items in these sec-
tions (i.e.., did not select items or did not type any text).
These missing values were distributed randomly across
items and may be due to forgetting or missing an answer.

3.2. General Description of Robots (Section 1). When answer-
ing which robot children preferred, the majority of children
in both age groups (younger: 84.1%, N = 37/44; and older:
80.0%, N =32/40) and adults (83.3%, N =25/30) chose
Nao (a social robot) as a “typical” robot over Titan (a
machine-like robot/nonanthropomorphic). To test whether
the distribution of two categories (i.e., choosing Nao or
Titan) deviated from chance levels (probability 0.05), we
conducted two-tailed exact binomial tests [53]. In all three
groups, binomial tests showed that participants’ choices of
Nao as a “typical robot” were significantly more frequent
than chance levels (ps<0.001). A chi-squared test on 2
(Nao versus Titan) x 3 (younger children, older children
versus adults) contingency table showed that the proportion
was not significantly different among the three age groups
(x*(2) =0.264, p = 0.87). Overall, more than 80% of partici-
pants chose Nao (a social robot) as a typical robot.

For the free text section, we analyzed whether the pro-
portion of mentions of each term (“reference to human like-
ness” or “reference to machine likeness”) differed by age
group (see Figure 2). For “machine-likeness,” a chi-squared
test with a 2 (including “reference to human likeness” versus
not )x 3 (younger children, older children versus adults)
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contingency table showed that the proportion was signifi-
cantly different among age groups (y*(2) =9.92, p =0.003).
A Fisher’s exact test with Hochberg adjustment revealed that
the proportion of younger children who made reference to
human likeness (N =4/39) is significantly less than that of
adults (N =13/30) (p =0.006), but there was no significant
difference among younger and older children (N =12/39)
(p=0.095) and among the older children and adults
(p=0.32). Similarly, we conducted a chi-square test on “ref-
erence to machine likeness” and no significant difference
was found in the proportion of those mentioning “reference
to machine likeness” among the three age groups
(x*(2) =5.98, p=0.05).

We note that some child participants used the pronoun
“he” for robots, perhaps signifying that they are personifying
robots. These responses, however, did not have explicit ref-
erences to human likeness but instead described appearances
without using words like human or machine (e.g., “He is fat
and he is very small” and “Two boxes, top box smaller than
bottom box, two arms and caterpillar tracks, and two radar
sticking up from his ears with small yellow balls on top”).
Participants’ use of pronouns for robots was as follows for
younger children: it (11/39), they (9), he (3), and no pro-
nouns (16); for older children: it (10/39), they (5), he (2),
and no pronouns (22); and, for adults: it (10/30), they (5),
and no pronouns (15). We decided to stick with a strict def-
inition of “human likeness” rather than include descriptions
with pronouns, because the descriptions themselves did not
describe a “human-like” agent.

3.3. Evaluation of Three Types of Robots for Four Activities
(Section 2)

3.3.1. Description of Analyses. Next, we analyzed the partici-
pants’ evaluation of three robots: a social, anthropomorphic
humanoid robot (Nao); an industrial, machine-like, non-
anthropomorphic robot (Titan); and a religious, human-like
android robot (Mindar) on four activities: helpfulness (help),
kindness (kind), willingness to play (play), and willingness to
be prayed for (pray) (see Table 1). The descriptive summary
is plotted in Figure 3. To investigate whether participants
respond differently depending on their age groups or target
types of robots, we conducted a two-way repeated measure
analysis of variance (ANOVA, type III) for each item. The
dependent variable was participants’ rating of each item
and the independent variables were age groups (younger
children, older children, and adults; between-participant
variable) and robot types (social, machine like, and human
like; within-participant variable). p values were adjusted by
Bonferroni correction method (adjusted p values are signi-
fied as pp roron)- Below, we report each action item,
respectively.

3.3.2. Helpfulness (Help). A statistically significant two-way
(robot types x age groups) interaction effect (F(4,216), p =
0.014, 112p =0.056) was found among responses for rating
the helpfulness of robots. The simple main effect of the robot
types was significant for the social robot (pg, ferroni < 0-001)
but not for the machine-like robot (pg,, erroni = 0-481) and
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the human-like robot (pg, ferroni = 0-845). Pairwise compari-  pp. rroni <0.001) and the machine-like robot (M =2.40,

sons for the social robot showed that the mean responses for
the helpfulness of robots were significantly different: young
children (M =3.29, SD=0.844) and older children
(M =3.05 SD=0.876) rated robots as significantly more
helpful than adults did (M =2.37, SD=0.850, both
<0.001).

p Bonferroni

3.3.3. Kindness (Kind). A significant interaction effect (robot
types x age groups) was not found (F(3.69,199)=2.19, p
=0.077, n7*p = 0.039) for responses regarding the kindness
of robots. Significant main effects were found among the
age groups (F(2,108)=7.57, p<0.001, #*p=0.123) and
the robot types (F(1.85,199)=7.57, p < 0.001, 112p =0.201).
For the age group, pairwise comparisons showed that the
mean responses for younger children (M =3.21, SD=
0.994) rated robots as significantly more kind than older
children (M =2.92, SD = 0.967; pp, . ferroni = 0-013) and com-
pared to adults (M =2.78, SD=0.776; pg. . terroni < 0-001).
Examining all robot types, the social robot (M =3.46, SD
=0.658) was rated as more kind than the human-like robot
(M =2.65, SD = 1.006; pp,pferroni < 0-001) and machine-like
robot (M =2.86, SD =0.942; p, . . <0.001). The sum-
mary of these ANOVA results is in Figure 3.

3.3.4. Willingness to Play (Play). A significant interaction
effect (robot typesxage groups) was not found
(F(4,216)=2.19, p=0.265 #n*p=0.034) in responses
regarding the willingness to play with robots. Significant
main effects were found for robot types (F(2,216) =46.95,
p <0.001, 172p =0.303) but not in age groups
(F(2,108) = 1.81, p = 0.168, n*p = 0.033). Pairwise compari-
sons showed that participants were significantly more likely
to play with the social robot (M =3.28, SD =0.90) than to
play with the human-like robot (M =1.89, SD=1.107;

SD = 1.260; PBonferroni < 0'001)'

3.3.5. Willingness to Be Prayed (Pray). A significant interac-
tion effect (robot typesxage groups) was not found
(F(3.66,198) =1.01, p=0.397, #*p=0.018) for responses
regarding the willingness to be prayed for by robots. Signif-
icant main effects were found both among the age groups
(F(2.00,108) = 11.18, p < 0.001, #*p =0.172) and the robot
types (F(1.83,198)=21.83, p<0.001, 7%, =.168). For the

age group, pairwise comparisons showed that younger chil-
dren (M =2.42, SD =1.261) responded that they were sig-
nificantly more willing to be prayed for by robots than
older children (M =1.99, SD=1.119; pg.ferroni = 0-001)
and adults (M =1.63, SD=0.854; py . .<0.001). For
the robot types, participants responded that they were signif-
icantly more willing to be prayed for by the human-like
robot (M =2.50, SD=1.19) than by the social robot
(M =2.01, SD =1.07; pp,pferroni < 0-001) and the machine-
like robot (M =1.64, SD=0.193; p,_ o .<0.001) and by
the social robot than by the machine-like robot. Since
responses could be influenced by a participant’s religious
affiliation, we also examined whether self-reported religious
adults (n = 6, 4 Christians, 1 Muslim, and 1 Spiritualist) were
more or less willing to be prayed for by a robot. The data
pattern shown in Figure S3 did not show a notable trend
between religious and nonreligious participants (note that
religious affiliation was only available for adult participants
and the sample size was small for the religious group; see
Procedure).

3.3.6. Summary of Four Items (Help, Kind, Play, and Pray).
Opverall, the results show that young children perceive robots
to be kind and are willing to have robots pray for them com-
pared to the older children and adults; this pattern was not
found for the play (willingness to play with) and help (help-
fulness) items. However, there was a significant age-related
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effect for the social robot and the help item: younger chil-
dren and older children were more likely to respond that
the social robot was helpful compared to adults.

Also, the main effects of robot types were found in all
four items. The social robot was rated higher for the kind
and play items than the human-like and machine-like
robots. Also, the machine-like robot was rated higher than
the human-like one in the play item and help item. Finally,
although the human-like robot was evaluated lower in the
play and pray items, participants responded that they were
willing to have a robot pray for them (see Figure 3(c)). We
further interpret these results of age groups and robot types
in the discussion.

3.4. Comparison of Preferences for a Human or Robot in
Three Activities (Section 3)

3.4.1. Description of Analysis. In the final section, we exam-
ine whether participants preferred to interact with a human

or a robot based on three activities (play, pray, and cook).
The proportion of choosing the human over robots is shown
in Figure 4. For each activity (play, cook, and pray) and items
(who, best, and unlike), we conducted Fisher’s exact test on
3 x 2 contingency tables for 3 age groups (younger children,
older children, and adults) and 2 selection choices (human
or robot). We further compared each pair of groups with
Fisher’s exact test and 2 x 2 contingency tables (2 age groups
and 2 selection choices). The p value was adjusted with the
Bonferroni method. Additionally, we merged two children
groups (younger and older group), to run a logistic regres-
sion analysis for each case to predict participants’ choice of
human or robot (dependent variable, 1 = choice of human,
and 0 = choice of robot) by age (independent).

3.4.2. Result of Analysis. The proportion of choosing the
human over a robot in three activities is shown in
Figure 4. Results of Fisher’s exact tests and logistic regression
analyses are summarized in Table 2. The results of the
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regression analyses are also visualized in Figure 5. A Fisher’s
exact test showed that in all 9 cases (3 activities x 3 items),
the proportion of choosing the human over the robot was
different among the three age groups (ps < 0.001). Each pair
of age groups was compared by an additional Fisher’s exact
test. First, we report results comparing each children group
versus adults (i.e., younger children versus adults; older chil-
dren versus adults), which were consistent regardless of
activities (play, pray, or cook activities) or how the questions
were asked (who, like, or best items). Results showed that in
all 9 cases, there were significant differences between the
responses (see Table 2 for each result): younger children
were more likely to prefer robots over humans compared
to adults (Pp, erronis < 0-001), and older children were more
likely to prefer robots over humans compared to adults
(PBonferronis < 0-001). These results showed that regardless of
the activities (play, pray, or cook activities) or how the ques-
tions were asked (who, like, or best items), a strong bias to
choose humans (human preference bias) in adults was not
seen in response by both younger or older children.

We also compared children’s responses between the youn-
ger and older age groups. For only particular items, younger
children were significantly more likely to prefer robots over

humans compared to older children. For the play activity, a
Fisher’s exact test showed that younger children were signifi-
cantly more likely to choose robots than older children in
the best item (Pppfroni =0-04) but not in the who
(Pponferroni = 1.00) and like (g, ferroni = 1-00) items. This result
was consistent with the regression analysis (see Table 2). For
the cook activity, Fisher’s exact tests (Pperroni > 0-05) and
the regression analysis (ps > 0.05) did not find significant dif-
ferences in all three items, indicating that younger children did
not prefer robots over humans compared to older children.
Finally, for the pray activity, although significant differ-
ences were not found between younger versus older children
for best items (Pp,pferroniS = 0-12), younger children were sig-
nificantly more likely to choose robots than older children in
both who (Pp,pferronis = 0-01) and like (g, erron;s = 0-02) items
(see Table 2). Further, regression coefficients were significant
(p=0.01) among children in all three items but this result
was not consistent with a Fisher’s exact test for the best item
for the pray activity. The Fisher’s exact test between the youn-
ger and older children groups was not significant
(PBonferroni = 0-12). This contrasting result may be because the
criteria of the Fisher’s exact test is stricter due to a Bonferroni
correction. Descriptive statistical patterns of the data (see
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TABLE 2
Fishers’ test Regression analysis
Domain Item Compared groups 1 @ P PBonferroni B z p
Three age groups 0.50 <0.001
Who Young children vs older children 0.02 1.00 -0.09 -0.35 0.73
Young children vs adults 0.55 <0.001
Older children vs adults 0.53 <0.001
Three age groups 0.46 <0.001
Young children vs older children 0.29 0.04 0.61 2.51 0.01
Play Best .
Young children vs adults 0.56 <0.001
Older children vs adults 0.53 <0.001
Three age groups 0.54 <0.001
Like Young children vs older children 0.08 1.00 0.28 1.18 0.24
Young children vs adults 0.64 <0.001
Older children vs adults 0.58 <0.001
Three age groups 0.35 <0.001
Who Young children vs older children 0.01 1.00 0.16 0.72 0.47
Young children vs adults 0.40 <0.001
Older children vs adults 0.39 <0.001
Three age groups 0.46 <0.001
Young children vs older children 0.06 1.00 0.00 0.04 0.97
Cook Best ]
Young children vs adults 0.56 <0.001
Older children vs adults 0.52 <0.001
Three age groups 0.42 <0.001
Like Young children vs older children 0.21 0.23 0.49 2.06 0.04
Young children vs adults 0.52 <0.001
Older children vs adults 0.34 0.01
Three age groups 0.53 <0.001
Who Young children vs older children 0.34 0.01 0.90 3.39 <0.001
Young children vs adults 0.64 <0.001
Older children vs adults 38 <.001
Three age groups 0.44 <0.001
Young children vs older children 0.25 0.12 0.65 2.56 0.01
Pray Best .
Young children vs adults 0.54 <0.001
Older children vs adults 0.36 0.01
Three age groups 0.55 <0.001
Like Young children vs older children 0.31 0.02 0.70 2.83 0.001
Young children vs adults 0.67 <0.001
Older children vs adults 0.44 0.01

V: Cramer’s coefficient of association.

Figure S2), however, suggested that preferences for the human
model for the best and who items increase with age. In
addition, further inspection of the descriptive pattern of data
(Figure 5) suggests that participant preference for a human
to pray for them emerges around 6-8 years.

4. Discussion

4.1. Summary of Studies. In the present study, we investi-
gated how children and adults evaluate robots differently.
Furthermore, we investigated participant’s willingness to

interact depending on the robot type and the activity,
including in a novel context: praying. We had three different
sections. In the first section, we asked participants what a
“robot” looks like. Analysis of the free text description
showed that many participants described terms or concepts
related to “metalness/machine likeness” or “human like-
ness.” Although there was no developmental shift in the pro-
portion of participants describing a metallic aspect, there
was a developmental shift in the use of “human likeness”
to describe robot appearance: compared to the older age
groups, younger children are less likely to use the concept
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of “human” when describing robots. This tendency aligns
with previous findings that younger children are less likely
to ascribe human-like characteristics (emotional, social,
and perceptual abilities) to robots compared to older chil-
dren and adults [27, 31].

When we asked participants to make a choice regarding
whether they judged a robot to be metallic or humanoid, the
majority of participants selected the humanoid robot (Nao)
over the industrial machine-like robot (Titan). Perhaps, Brit-
ish children are more likely to conceptualize “robot” as
humanoid because robots such as Nao are created and mar-
keted towards children and exposure to stories and movies
starring humanoid robots may influence children to be more
likely to accept them [54]. British children may be unaware
of what other types of robots look like, especially ones used
in the industry.

In section two, we asked participants to evaluate three
types of robots: Nao (a humanoid, social robot), Titan (a
machine-like robot), and Mindar (an android, human-like
robot) according to four items (help, kind, play, and pray).
There were differences across age groups and robot types.
Younger children’s responses showed that they perceive
robots as more kind than older participants. Further and
overall, the social robot (Nao) was rated more highly than
the machine-like robot and the human-like robot, which
may reflect the characteristic feature of Nao being a social
robot that is designed to interact with children or elderly
people.

However, a similar pattern was not found in the
responses for helpfulness and willingness to play. Age did
not influence both items, except for responses from younger
children who rated the social robot as more helpful than
adults and that the younger participants preferred to play
with the social robot (Nao) over the machine-like and
human-like robots. Participants also evaluated the
machine-like robot as more helpful than the human-like
robot (Mindar). Participants’ willingness to play with Nao
confirms (similar to section 1 and to prior work) that British
participants are receptive to interacting with the social robot
(Nao). Indeed, Nao was designed for communicative pur-
poses and is currently used for a wider range of ages such
as in the care of the elderly [55] or children [56].

We also found that the human-like robot was perceived
as appropriate for praying. In particular, the youngest chil-
dren strongly responded that they would be willing to have
Mindar pray for them compared to the other age groups.
Although there is the possibility that participants recognized
that the human-like robot, Mindar, was designed for reciting
prayers during religious services, it is more likely that partic-
ipants took note of the praying pose and made this distinc-
tion based on appearance. Because we wanted to signify
that this robot was a praying robot and we did so by inten-
tionally presenting it with praying hands, we do not know
if the other robots were put into a praying-like pose whether
participants would rate the robots differently. This should be
followed up in future research. Future work should also
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explore the context where the robot engages in these actions.
For example, responses may change if participants see a
robot praying or playing in a home versus a playground ver-
sus in a religious service. Future work should compare dif-
ferent robots (e.g., including the social robot in a praying
pose) and different social contexts or activities to explore
whether ratings would be more favorable to a social vs
human-like robot. Using a matching paradigm could make
it so that participants could compare many different combi-
nations [8].

Finally, in section three, we asked participants whether
they preferred a human adult or the social robot in three
activities: playing, cooking, and praying. Adult participants
showed a strong bias to prefer a human across all activities
over the robot and compared to children (both younger
and older children). Furthermore, a visual inspection of the
descriptive data pattern suggested that adult participants
and children (within the age range of 6 to 8 years old), but
not younger children, preferred the human over the robot
to pray for them (see Figures 4 and 5; section 3). Similar to
section 2, results also showed that willingness to be prayed
for by robots decreased in older age groups (i.e., younger
children versus older children and adults). Together, these
results may suggest that there is a developmental trajectory
towards a negative preference of robots in the religious con-
text. Further work should examine whether children are
more comfortable accepting prayer from different types of
robots in addition to examining whether they are more com-
fortable with a robot versus a human in different play activ-
ities. This would tell us more about the specific preferences
that children and adults may have. A limitation of this sec-
tion is that in the previous section, children saw a photo of
Mindar praying and may be predisposed to think that only
Mindar prays and that Nao does not. If all robots had been
in a neutral pose in section two, children may have
responded differently about praying in this section.

Overall, our results show that the younger children are
more willing to interact with robots compared with older
children and adults. Furthermore, British adults seem to pre-
fer a human over a robot. Perhaps, children are more toler-
ant of robots performing duties in various activities such as
playing, cooking, and praying. Could the results imply that
the younger generation is more accepting of robots? Future
work should explore whether younger children have higher
tolerance of nonhuman entities as well as explore whether
this generation is influenced by exposure to more robotic
technologies and media than previous generations. Studies
that incorporate longitudinal or crosscultural studies com-
paring two or more cultures would also contribute particular
understanding of the influence of different levels of exposure
to robotic technologies and children and adults’ acceptance
of them.

4.2. Limitations and Future Directions. There are several lim-
itations to the present study. First, we did not control the
appearance of the robots in all activities. We used three types
of robots that were on a spectrum of machine like/industrial
(Titan) to anthropomorphic and social/friendly (Nao) to
anthropomorphic and human like (Mindar) and chose these
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robots for their abilities (Titan who is used in the industry,
Nao who is used in social interactions, and Mindar who is
used in a temple). When we presented these robots, Mindar
was seen in a prayer pose and Titan and Nao were in neutral
poses. Differences in responses may be because of these pre-
determined poses. We purposefully put Mindar in the pray-
ing pose to signify that Mindar is used in religion because
most British children will likely not have seen Mindar. How-
ever, because we did not have Nao or Titan in a prayer pose
or Mindar in a nonprayer pose, responses may be biased
because participants noticed that Mindar is praying and
the other robots are not. Further work should ensure the
pose is the same across different robots to explore percep-
tions. The data suggest that the younger children’s responses
of whether they would like to play with Mindar were slightly
lower than adult responses. These responses could be
because children thought Mindar was only a praying robot
but also because Mindar looks realistic and children were
uncertain about playing with a robot with a humanoid
appearance. Some of the unease may be triggered by the
physical appearance of robots. Fifty years of work suggests
that there is an “uncanny valley” and a point where robots
who look too human will be perceived as strange compared
to robots that look less like a human [23-25]. We did not ask
participants for their rationales for their answers so we can-
not conclude whether their more negative responses were
because of their unease about the appearance of the robots,
whether they would want a robot to pray for them, or
whether they were biased by Mindar’s pose. One additional
reason that the youngest children did not want to play with
Mindar or that they did not respond that they wanted Nao
to pray for them is that they may see these robots as
designed for a purpose. Studies show that children can be
biased to ascribe teleology to objects [57] and might see
Mindar as designed for prayer and not for play, and likewise,
Nao and Titan were not designed for prayer (because they
were not in a prayer pose). Further studies that control for
pose and context would help understand this question.

Another limitation is that we only showed photographs
of the robots rather than movies. Children have been shown
to be more favorable to robots when robot behavior is dis-
played in a movie form rather than in a photo [58]. Viewing
the robot’s behavior seems to help children understand
intentions. Indeed, if the robot displays some human and
some mechanical features, children experience less discom-
fort than if the robot had strong human-like features [59,
60]. Thus, if we showed videos of the three types of robots,
participant responses might be different.

Additionally, the present study only focused on British
participants. As suggested above, future work should explore
cultural influences (including a participant’s exposure to
robots) on attitudes and perceptions of robots. Crosscultural
data would be valuable to understanding how robots are
understood and used in different nations. Other studies have
found cultural differences in evaluating robots [5, 18, 19].
For example, Japanese university students rated robots as
having more autonomy, emotional capacity, and social rela-
tionships than university students in the USA or Korea [19].
Future work could test if these cultural differences appear in
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younger children in these cultures. Additionally, future work
should ask participants their level of exposure to robots to
examine whether the level of exposure influences perception
and motivation to interact. These studies would help us
understand whether the hesitation towards robots seen in
Western participants is because of cultural influence, tech-
nological exposure, or from other reactions, such as those
that arise from the “uncanny valley.”

Finally, our study presents a novel contribution in exam-
ining British children’s and adult’s impressions of a human-
like robot and also whether they would allow a robot to pray
for them. We discovered that British children and adults
have different opinions about whether they would want a
human-like robot to pray for them. Children were much
more open than adults. Much more work is needed to
understand whether this openness changes longitudinally
or whether this reflects a generation that welcomes new
technologies. Crosscultural studies would also highlight
whether this trend is seen in children in other countries
where robots are more present (Japan) or absent (hunter-
gatherer societies). Further, an interesting study would be
to examine Christian/Catholic children and adults’ percep-
tions of SanTO, a robot in the shape of a statue of a saint
who can recite prayers and sacred texts [4]. Would children
and adults accept this prayer companion or would SanTO be
seen as inferior to a priest or fellow congregant who could
say prayers as well? Comparisons of using religious robots
across children and adults of religious faiths could also high-
light if acceptance or hesitancy may stem from morphologi-
cal design and proposed function of the robot [61, 62] or the
influence of religious doctrine. For example, Japanese accep-
tance of Mindar may be because the Shinto and Buddhist
traditions accept that objects are sacred [4]. Whereas British
hesitancy may come from a Christian belief that souls are
within people and not objects [63].

4.3. Conclusion. Our study provides a glimpse of British chil-
dren’s and adults’ current view of robotics and their willing-
ness to interact with them. Our results suggest that British
adults may be hesitant to interact with different robots in
their life and society, including the religious context, while
young children may be open to their use and presence. More
work is needed to understand this difference.
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