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The release of ChatGPT in late 2022 prompted widespread concern about the implications of artificial intelligence for academic
integrity, but thus far there has been little direct empirical evidence to inform this debate. Participants (69 high school teachers,
140 high school students, total N = 209) took an AI Identification Test in which they read pairs of essays—one written by a high
school student and the other by ChatGPT—and guessed which was generated by the chatbot. Accuracy was only 70% for teachers,
and it was slightly worse for students (62%). Self-reported confidence did not predict accuracy, nor did experience with ChatGPT
or subject-matter expertise. Well-written student essays were especially hard to differentiate from the ChatGPT texts. In another
set of measures, students reported greater optimism than their teachers did about the future role of ChatGPT in education.
Students expressed disapproval of submitting ChatGPT-generated essays as one’s own but rated this and other possible
academic integrity violations involving ChatGPT less negatively than teachers did. These results form an empirical basis for
further work on the relationship between AI and academic integrity.

1. Introduction

Artificial intelligence (AI) has the potential to radically
transform the way people live, so it is unsurprising that
there has been extensive speculation about its implications.
For example, scholars have considered what it means for
the workplace, such as how people can collaborate with
AI to get work done [1] and the many ways in which
AI could pose a threat to job security [2–4]. Scholars have
also raised questions about the role of AI in medicine, for
example in relation to medical diagnoses and health care
systems [5, 6], and how it might affect people’s awareness
of public health issues [7]. Another far-reaching set of
questions concerns its effect on education, including its
potential to promote critical thinking [8] or identify which
teaching approaches work best in different contexts [9], as
well as the possibility that it will exacerbate social prob-
lems such as discrimination in education [10, 11].

Another potential concern about AI in education is
that it may undermine academic integrity, and this has
become particularly salient since the public release of
ChatGPT in November 2022. ChatGPT is an artificial
intelligence (AI) chatbot built on a generative large-
language model. It has been trained on a wide range
of texts and uses statistical modeling to predict the
words or phrases that are most likely to appear next,
which allows it to generate sophisticated responses to
prompts on a wide range of topics [12, 13]. Notably,
ChatGPT has natural language processing capacities that
go far beyond what its publicly available predecessors
were capable of [14]. Because ChatGPT can generate
responses to a broad range of prompts that seem difficult
to distinguish from human-generated writing, students
may be tempted to use it to cheat on their schoolwork
[14–18], and some schools have already banned it for
this reason [19].
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Despite widespread concerns about the negative implica-
tions of ChatGPT and other forms of AI for academic integ-
rity, there has been extremely little empirical data to inform
students, teachers, and policymakers about this issue. One
important gap in the literature concerns the need to assess
the extent to which there is an actual threat to academic
integrity. Specifically, can teachers distinguish writing sam-
ples generated by ChatGPT from the writing of their stu-
dents, and are there any factors that can predict this ability?

A second important gap in the literature concerns peo-
ple’s attitudes about ChatGPT in relation to cheating, as well
as more general attitudes about the use of AI in education
[20, 21]. Such attitudes are likely to affect how useful a role
AI ends up playing in the classroom [22]. More broadly, atti-
tudes about AI have implications for how the technology
will be accepted and implemented [23]. In research on
everyday ethical behavior, theories about moral attitudes
(e.g., the Theory of Planned Behavior) point to ways in
which people’s attitudes regarding moral behaviors predict
their tendency to engage in them [24–26].

In the present work, we seek to address these gaps in the
literature by assessing teachers and students in a high school
context. This period is of interest because it is a formative
time for decisions relating to future academic and career
paths [27, 28].

2. Literature Review

Even before the release of ChatGPT, researchers were start-
ing to ask questions about how people’s writing compares
to writing generated by AI, and several studies have investi-
gated precursors to ChatGPT (e.g., GPT-2, [29, 30]). One
such study was conducted with nine participants who had
a background in English literature [29]. In the first phase
of the study, participants were provided lines from unfamil-
iar poems and short stories and asked to create continua-
tions of them, either with or without assistance from GPT-
2. In the next phase, participants saw unfamiliar continua-
tions and guessed whether they were made with the assis-
tance of AI. Participants performed well above chance but
were far from perfect: they mistakenly thought AI-assisted
texts were human-generated in 18% of cases and that
human-written texts were made with AI assistance in 13%
of cases. In a second set of studies, participants performed
poorly on a task in which they were asked to distinguish
between poems generated by GPT-2 and human-written
poems [30]. For example, in one of these studies, the
researchers found that performance was at chance (54%)
when they hand-picked the best GPT-2 poems from a set
that it generated, and performance was slightly better
(66%) when the GPT-2 poems were chosen at random.
These findings suggest that even with AI technology that is
substantially less advanced than ChatGPT, detecting AI-
generated writing is not always easy.

Since the release of ChatGPT, scholars have begun to
investigate its ability to respond to academic tasks. Most of
this scholarship has focused on the academic work required
of undergraduate and postgraduate students. Yeadon et al.
[31] used ChatGPT to generate five 300-word essays in

response to prompts from a physics module for second-
year undergraduate physics students. For example, one
prompt was “Does Kuhn or Popper give a more accurate
description of physics?” Graders gave the ChatGPT essay
an average score of 71%, which was comparable to the aver-
age score for undergraduates, and the ChatGPT essays
received scores from Grammarly (2%) and Turnitin (7%)
that indicated plagiarism was unlikely. Furthermore, Cotton
et al. [15] found that ChatGPT performed at a level expected
of third-year medical students on U.S. medical licensing
exams, and Terwiesch [32] found that it performed at a B-
to B-level on a final exam for an MBA course in operations
management. ChatGPT Plus, which is based on GPT-4 and
was released in March 2023, was able to earn a passing score
on a bar exam and some other standardized tests (e.g., GRE
Verbal, AP Biology, AP Environmental Science) [33].

There has been less research on the use of ChatGPT in
pre-college educational settings. In one such study, de Win-
ter [34] used it to generate responses to the multiple choice
and short-answer questions on a national high school
English exam in the Netherlands. ChatGPT performed
about as well as the average student, and it was better at
some kinds of questions (e.g., verbal analogies) than others
(e.g., conditional reasoning). This finding raises the possibil-
ity that the writing of high school students may be hard to
distinguish from writing generated by ChatGPT, which is
one focus of the present research.

It is possible that there will prove to be individual differ-
ences in the ability to differentiate between high school stu-
dents’ writing and writing generated by ChatGPT. One
potential predictor is meta-awareness as indexed by self-
reported confidence in this ability [35]. Prior research sug-
gests that the relationship between one’s confidence and
one’s performance is highly context-dependent and can vary
widely even for similar types of judgments [36]. For exam-
ple, when an eyewitness identifies a suspect in a police
lineup, confidence and performance are closely related when
performance is measured for the first time on an unbiased
test, but this relationship declines sharply when performance
is measured on subsequent occasions or when the test is
biased [37]. Confidence in one’s ability to determine whether
a piece of writing has been generated by a chatbot is impor-
tant to understand in an academic context because overcon-
fident teachers might falsely accuse students of cheating,
which would be unfair, hard to defend against, and poten-
tially damaging to students’ future prospects.

Participants’ relevant experience may also matter. One
type of experience that may be relevant is prior use of
ChatGPT. Such experience may help people recognize its
writing style. For example, one pilot subject explained that
she was able to differentiate between the essays based on
her observation that “texts written by chatbots generally
have longer and more complex sentences and have a conclu-
sion sentence at the end.” Experience with ChatGPT might
also help people notice patterns across different responses.
Because ChatGPT tends to give similar answers to the same
prompt [15], it is possible that recognizing this tendency
could boost identification accuracy on tests in which evalua-
tors see multiple ChatGPT responses to the same prompt.
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Teaching experience may matter as well. For example,
expertise in grading the relevant types of writing might help
teachers recognize typical features of student writing that
others tend not to notice.

An additional question is whether the ability to differen-
tiate between students’ writing and writing generated by
ChatGPT might vary as a function of the quality of the stu-
dents’ writing. We predicted that low-quality essays would
be more distinguishable from writing generated by
ChatGPT, based on the assumption that participants would
not expect ChatGPT to generate poor-quality essays.

We addressed these questions by testing the perfor-
mance of high school teachers and students on an AI Identi-
fication Test that assessed their ability to distinguish between
short English essays written by ChatGPT versus high school
students. We examined possible predictors of the ability to
make this distinction, such as prior experience with
ChatGPT. Participants also took an AI Attitude Assessment
to measure their broader attitudes about the use of ChatGPT
in academic settings, including their evaluations of its
impacts on education and what uses should be considered
acceptable.

3. Method

3.1. Overview. This study consisted of two phases. First,
there was a stimulus preparation phase in which the stimuli
were created. Second, there was a testing phase in which
teachers and students took an AI Identification Test. The
goal of this phase was to assess the overall accuracy of each
group and identify any factors that might be correlated with
their success on the test. Building on recent methods devel-
oped prior to the release of ChatGPT, we asked participants
to read AI-generated and human-generated texts and infer
their origin [29, 30, 38]. Specifically, we presented pairs of
essays side by side and asked which one seemed to be gener-
ated by AI. We adapted the task for a high school context by
testing high school teachers and students and by obtaining
samples of students’ writing that they had written for credit
in an English class.

During the testing phase, participants also responded to
an AI Attitude Assessment and self-reported on several pos-
sible correlates of performance on the AI Identification Test
(e.g., subject matter expertise).

3.2. Participants. For the testing phase of the project, we
recruited 69 high school teachers (23 of them taught English
and 45 taught other subjects such as math, science, and his-
tory). Most of the teachers were women (54%), white (71%),
and native English speakers (97%). We also recruited 140 high
school students (Mage =16.86 years, 44% girls, 57% white, 96%
native English speakers). All data collection took place
between February 27, 2023, and March 6, 2023, and followed
our preregistration plan (https://aspredicted.org/ec6ts.pdf).

3.3. Procedure

3.3.1. Stimulus Preparation Phase. The stimulus preparation
phase began by developing the prompts for the essays in col-
laboration with a high school English teacher. The goal was

to create prompts that were similar to those that students
typically see in their English classes and that could reason-
ably be answered in a paragraph that is four to six sentences
long. We wanted to keep the essays short so that each partic-
ipant would be able to evaluate several pairs of them without
losing their focus. The final prompts were as follows.

(1) Literature essay: Why does literature matter? Please
write this in third person. Your complete answer
should be 4-6 sentences long.

(2) Proverb essay: There are many proverbial phrases in
our world. A few examples are “When life gives you
lemons, make lemonade” or “the early bird catches
the worm.” Pick a proverbial phrase of your own
and analyze its meaning. Please write this in third
person. Your complete answer should be 4-6 sen-
tences long.

The English teacher then assigned both essays to all of
the students in four of his English classes (three sophomore
classes and one senior class) between February 2, 2023, and
February 9, 2023, and 97 essays were generated for each
prompt. Students were told that their essays would be
graded. To ensure that the essays would be written without
any assistance from AI, students wrote them by hand with-
out the use of electronic devices during proctored in-
person sessions. Research assistants then transcribed all of
the handwritten responses and removed responses from
the pool based on the following predetermined criteria.

(1) Essays must be written in the third person, as speci-
fied in the instructions.

(2) Essays must fit the length requirement that was spec-
ified in the instructions.

(3) Essays must be legible.

(4) Essays must include content that is relevant to the
prompt.

After these exclusions were applied, we were left with 40
literature essays and 42 proverb essays (most essays were
excluded for not using the third person). We then used a
randomization program (http://randomresult.com) to
choose a pool of 25 essays from each set. After these essays
were selected, a word processor was used to correct technical
errors (e.g., singular/plural agreement, spelling, capitaliza-
tion, and punctuation) so they would not serve as obvious
cues and because many students use this type of software
before submitting written assignments.

Two teachers graded the final essays in the same manner
they would grade their own students’ work. We averaged
their grades together to assign a quality score to each
student-written essay (mean: 85.95, SD= 6:21, range: 74.50
to 97.00).

The ChatGPT stimuli were prepared by entering the
same prompts into ChatGPT (https://chat.openai.com/) on
February 2, 2023, and regenerating the responses until there
were 25 different essays for each prompt.
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3.3.2. Testing Phase. In the participant testing phase, teachers
and students served as participants. The student data were col-
lected from ten different high school classes at the same
school. No students who had contributed essays to the stimu-
lus preparation phase were included in this phase.

All participants began by reporting the name of their
school and their role as either a teacher or a student. After
they indicated their familiarity with ChatGPT (“Please rate
how much experience you have with using ChatGPT”) and
their confidence in whether they would be able to distin-
guish between writing generated by ChatGPT and by high
school students, they took the AI Identification Test.

The AI Identification Test consisted of six pairs of essays.
There were three pairs shown for each of the two prompts, with
each pair containing one essay generated by ChatGPT and one
generated by a high school student, with each essay drawn at
random without replacement from the appropriate pool of 25
essays. The order of the prompts was counterbalanced, with
either the three literature pairs or the three proverb pairs
appearing first. Examples are shown in Figures 1 and 2.

Participants were asked to read each pair of essays and
select the one that they thought was generated by ChatGPT
and were told that they would find out how well they had
done when the task was over. After each guess, they were
asked, “How confident are you about this answer?” (Slider
from 0=not at all confident to 100= extremely confident).
After making all of their guesses, they estimated how many
of the pairs they had guessed right, from 0 to 6.

Next, participants took the AI Attitude Assessment, in
which they predicted how many students would use
ChatGPT to cheat, shared their concerns and hopes about
its implications for education, and evaluated different possi-
ble uses of ChatGPT (see Table 1 for the prompts). The atti-
tude assessment builds on previous methods that have
measured people’s evaluations of everyday transgressions
(e.g., academic cheating) [39, 40].

All participants were asked to rate the extent to which
they already knew the subject matter (i.e., English litera-
ture). Teachers were also asked whether they had taught
an English class and to describe their teaching experience.
At the end, participants reported basic demographic infor-
mation (e.g., age, gender). All prompts are available at
https://osf.io/8qv6z/.

3.4. Data Analysis.We descriptively summarized variables of
interest (e.g., overall accuracy on the AI Identification Test).
We used inferential tests to predict AI Identification Test
accuracy based on group (teacher or student), confidence,
subject expertise, and familiarity with ChatGPT. We also
predicted responses to the AI Attitude Assessment as a func-
tion of group (teacher or student).

Key hypotheses were tested using Welch’s two-sample t-
tests for group comparisons, linear regression models with
F-tests for other predictors of accuracy, and generalized lin-
ear mixed models (GLMMs [41]) with likelihood ratio tests
for within-subject trial-by-trial analyses. GLMMs used ran-
dom intercepts for participants and predicted trial perfor-
mance (correct or incorrect) using trial confidence and
essay quality as fixed effects.

4. Results

4.1. AI Identification Test

4.1.1. Overall Performance. Teachers correctly identified the
essay that was generated by ChatGPT 70% of the time, and
students correctly identified it 62% of the time. Binomial
tests revealed that both groups performed above chance
(chance: 50%; teachers: p < :001, 95% CI [65%, 74%], stu-
dents: p < :001, 95% CI [58%, 65%]). Still, they were far from
perfect: Most of the teachers (84%) and students (87%) got
at least one trial wrong.

Teachers performed better than students, as confirmed
by Welch’s two-sample t-test: tð160Þ = 2:50, p = :013. Gen-
eral confidence before the task did not predict perfor-
mance, Fð1Þ = 0:09, p = :760. Even after completing the
task, participants’ estimation of how many they got right
did not predict their accuracy, Fð1Þ = 0:95, p = :330. Prior
experience with the subject (English literature) did not sig-
nificantly predict performance for either group, Fs > 2:76,
ps > :098, and English teachers performed no better than
non-English teachers, tð43Þ = 0:53, p = :599. Prior experi-
ence with using ChatGPT also did not predict perfor-
mance, Fs < 3:48, ps > :064.

4.1.2. Trial-by-Trial Performance. Participants’ confidence
on each trial did not significantly predict their performance,
Dð1Þ = 0:48, p = :490. However, the quality of the student’s
essay did predict performance: The trials that participants
answered correctly had student-written essays that had been
rated as lower in quality (m = 85:47) during the stimulus
preparation phase than the trials participants answered
incorrectly, ðm = 86:72Þ, Dð1Þ = 12:03, p < :001.

4.2. AI Attitude Assessment

4.2.1. Concerns and Hopes about ChatGPT. Participants esti-
mated that about two-thirds of high school students would
use ChatGPT to cheat if it were freely available (teachers:
67%, students: 64%). These estimates did not significantly
differ by group, tð147Þ = 1:15, p = :251. On a scale from 0
(not at all concerned) to 100 (extremely concerned), both
teachers (m = 70:25) and students (m = 51:62) expressed
considerable concern about ChatGPT having negative effects
on education; however, teachers were significantly more
concerned, tð181Þ = 5:18, p < :001. Students expressed more
optimism about ChatGPT having positive benefits for edu-
cation (m = 53:13) than teachers did (m = 38:91), tð166Þ =
4:02, p < :001.

4.2.2. Evaluations of Different Uses of ChatGPT. Participants’
evaluations of how good or bad it would be for students to
use ChatGPT varied depending on how it would be used
(Figure 3). For example, on a scale from -10 (really bad)
to +10 (really good), teachers (m = −8:38) and students
(m = −5:87) rated it as pretty bad for a student to use
ChatGPT to write an essay and then submit it. On the
other hand, teachers rated it as a little bad (m = −2:35)
and students rated it as a little good (m = 1:58) for a stu-
dent to write an essay, ask ChatGPT to improve the
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essay’s vocabulary or structure, and then submit it.
Teachers rated almost all of the hypothetical uses of
ChatGPT more negatively than students did, ts > 3:42, ps
< :001; the exception was using ChatGPT to generate
practice problems while studying for a class (which both
groups viewed positively), tð166Þ = 0:64, p = :525.

5. Discussion

ChatGPT has capabilities that go far beyond its publicly
available predecessors. Not surprisingly, laypeople and
researchers alike have been raising questions about its impli-
cations for individuals and the social institutions that shape

Figure 1: Example essays for the literature prompt, with the ChatGPT essay appearing first.

Figure 2: Example essays for the proverb prompt, with the ChatGPT essay appearing last.
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their lives. Many of these questions revolve around academic
integrity in education [14, 42]. The present research takes a
first step toward examining this issue in a high school
setting.

We developed anAI Identification Test to assess the ability
of teachers and students to distinguish between essays written
by high school students versus ChatGPT. On average, the
teachers (70% accuracy) scored slightly better than the stu-
dents (62% accuracy). Both groups scored substantially better
than chance (50%), but the overall level of performance indi-
cates that both groups found the AI Identification Test quite
difficult.

A major focus of the present research was to identify fac-
tors that are associated with teachers’ success on the AI
Identification Test, given that teachers are typically responsi-
ble for evaluating students’ essays. Prior research has found
that the extent to which confidence serves as a good indica-
tor of one’s performance is highly dependent on the context
[30, 37]. We found that in the present context, confidence

was such a poor indicator of accuracy that it was essentially
useless. We also asked the teachers about their prior experi-
ence with ChatGPT, and whether they had taught English
before, and neither factor predicted their accuracy.

As part of the stimulus preparation phase, the essays writ-
ten by high school students were rated by a pair of teachers.
The essays that were judged to be higher in quality were more
difficult for participants to distinguish from the writing sam-
ples generated by ChatGPT, which suggests that ChatGPT
tends to generate output that is seen as higher in quality than
the writing of many high school students. One teacher who
scored above average (83%) seemed to pick up on this differ-
ence, noting, “I tended to think the better written paragraph
was AI.” There may have also been specific aspects of
poorly-written essays that served as indicators of student writ-
ing, such as vague sentences (e.g., “Literature matters because
literature can create a stronger message that comes across with
the reader”). It is also possible that participants viewed idio-
syncratic language as an indicator that the essay was written

Table 1: Summary of AI Attitude Assessment Prompts.

Measure Prompt Response options

Estimated cheating
Assuming ChatGPT is freely available, what percent of high school students in
the United States would ask ChatGPT to write an essay for them and submit it?

0% to 100%

Concern How concerned are you about ChatGPT having negative effects on education?
0 = not at all concerned to
100 = extremely concerned

Optimism How optimistic are you about ChatGPT having positive benefits for education?
0 = not at all optimistic to
100 = extremely optimistic

Comments
(Optional) Do you have any comments? You are welcome to explain

your thoughts about any of the above questions.
An open-ended text box

Evaluation of uses

Please rate how good or bad the following actions would be, in your
personal opinion. -10 = really bad to 0 = neutral

to +10 = really good(e.g., a student uses ChatGPT to write an essay for them and submits the
directly generated answer)

Note: quantitative responses were made using a slider.

–10

0

10 Direct Modify Enhance Format Practice
ChatGPT use scenario

Teacher
Student

Direct: A student uses Chat GPT to write an essay for them and submits the direct generated answer.
Modify: A student uses Chat GPT to write an essay for their class, then the student edits the output and submits the revised essay.
Enhance: A student writes an essay, asks Chat GPT to improve the essay’s vocabulary or structure, and then submits the exact revision.
Format: A student writes an essay, then uses Chat GPT to change it into a specifc format (e.g., MLA, APA) and submits the output.
Practice: A student uses Chat GPT to generate practice problems while studying for class.
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Figure 3: Participant ratings of various ChatGPT uses, grouped by teachers versus students. Bars represent standard error of the mean.
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by a student (e.g., “Today, anyone can go into a library and
read about history or art and grow their brains”).

There were also cues in the writing generated by
ChatGPT that seemed to influence participants’ responses.
In open-ended comments, several teachers spontaneously
noted that they treated the word “overall” as an indicator
that the essay was generated by ChatGPT. One teacher
who got a perfect score noted, “The chatbot tends to use a
lot of transitional words (firstly, additionally, etc.).” How-
ever, it is important to keep in mind that not all of the heu-
ristics teachers use are necessarily helpful [43].

We also explored teachers’ and students’ attitudes about
ChatGPT. We found that teachers were less likely than stu-
dents to focus on the positive implications for education,
and they reported more pessimism than optimism. In con-
trast, students reported roughly the same level of pessimism
and optimism. Students also rated various uses of ChatGPT
in academic contexts as less bad. For example, although both
groups thought that it was bad to submit an essay that was
generated by ChatGPT for an assignment, teachers judged
it to be worse. The two groups also held different views
about using ChatGPT to improve an essay’s vocabulary
before submitting it: on average, students viewed this as
good, and teachers viewed it as bad. Future work will be
needed to understand the reason for this difference. Such
work could draw on the extended Technology Acceptance
Model [21, 23, 44], which examines factors such as the per-
ceived usefulness of specific technologies and how much
users report trusting them. It will also be important to
explore the effects of people’s prior experiences with related
technologies [45].

This research has a number of limitations. We tested
only a narrow range of essays in one subject area, and more
work is needed to determine the generalizability of the
results. It is also unclear how certain methodological deci-
sions affected the results, such as our decision to use a word
processor to correct obvious spelling and grammar errors in
the student essays. In addition, it will be important to exam-
ine how providing ChatGPT with additional information in
the prompt affects performance (e.g., asking it to write like a
high school student or avoid certain transition words).

It is important not to overinterpret our findings. For
example, the fact that experience with using ChatGPT did
not appear to make a difference in accuracy should not be
interpreted to mean that experience with ChatGPT cannot
be used to improve one’s ability to identify writing samples
that have been produced by ChatGPT. It may be that spe-
cialized training can be developed to help people pick up
on cues associated with its writing style. Special software is
now being developed for this purpose, but this will not be
a panacea given that there will always be false positives and
false negatives [46, 47]. Moreover, focusing on superficial
indicators of AI-generated writing instead of learning out-
comes could lead to a counterproductive “arms race” in
which students try to modify their writing styles to seem less
AI-like in response to teachers policing them.

Our research shows that distinguishing student writing
from writing produced by chatbots such as ChatGPT is a sig-
nificant challenge already, and it is likely to get even more

difficult as AI continues to improve. Our findings also sug-
gest that content area expertise and familiarity with
ChatGPT are not sufficient to overcome this problem. We
suspect that total bans on ChatGPT will be ineffective at best
and that a more fruitful approach will be to find ways to
understand and make use of the benefits that ChatGPT
offers while minimizing its risks.

Teachers who are already overburdened should not be
asked to solve this problem on their own. Instead, researchers
and educators will need to work together to develop best prac-
tices and effective strategies for disseminating them. Conver-
sations that relate to this challenge are already underway,
with much of the focus on using ChatGPT as a tool to achieve
other goals, such as supporting language learners and provid-
ing personalized feedback on writing assignments [48]. Given
that learning to work with AI systems will be a valuable skill
for the foreseeable future, it will also be important to focus
on teaching students how to use chatbots effectively while also
thinking critically about the output they generates. As noted
by New York Times tech columnist Kevin Roose, students
“need to know their way around these tools— their strengths
and weaknesses, their hallmarks and blind spots— in order to
work alongside them” [42].

Understanding how people think about the role of
ChatGPT in educational contexts is important not only due
to its implications for student learning but for broader moral
questions as well, including fairness. As one student com-
mented, “I’m concerned because people who don’t use AI, like
me, will see their education and grades suffer if it becomes nor-
mal.” These kinds of risks, along with the potential benefits,
require creative problem-solving to effectively address. Empir-
ical evidence and vigorous debate will play a critical role in
navigating this new educational landscape.

6. Conclusion

The present research found that high school teachers were
slightly better than high school students at distinguishing
between essays generated by ChatGPT versus high school
students. However, even the teachers had considerable trou-
ble with this task, especially when the students’ essays were
well written. Teachers who were more confident in their
ability to recognize ChatGPT-generated writing did no bet-
ter than their counterparts who were less confident, and
experience with ChatGPT and content-relevant expertise
was unrelated to this ability as well. Our attitude assessments
showed that high school students had a generally negative
view of submitting essays written by ChatGPT, but they
viewed doing this, as well as other potential violations of aca-
demic integrity, less negatively than the teachers did. Stu-
dents were more likely than teachers to report being
optimistic that ChatGPT will have benefits for education.
Taken together, our findings suggest that ChatGPT does
pose a threat to academic integrity in high school, one that
calls for the development of new policies and social norms.
Given that AI will only become more sophisticated in the
future, our findings raise an array of important questions
about how educational systems can adjust to this powerful
and rapidly advancing technology.
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