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Artificial intelligence agents (chatbots), which are programs to communicate with users primarily in customer service contexts, are
an alternative interaction channel supporting businesses in the digital environment and vital components in customer service. The
present empirical paper, which is aimed at identifying and discussing the factors motivating nonusers to adopt the specific
technology in mobile contexts, proposes a comprehensive conceptual model, which combines the UTAUT 2 behavioral theory
with variables of mobile service quality contexts, such as information quality, privacy concerns, interface, and equipment, as
well as trust and mobility factors. Data analysis, based on the partial least squares structural equation modeling (PLS-SEM)
statistical method, revealed that performance expectancy, facilitating factors, hedonic motivation, mobility, trust, and service
quality positively affect nonusers’ behavioral intention to adopt chatbots. In addition, equipment, interface, and trust have a
significant impact on users’ trust in the context of mobile chatbots. Personal data privacy issues also have a negative effect on
trust, in contrast to effort expectancy, which positively affects performance expectancy. As mobile service quality factors have
not been investigated before in the context of chatbots, the findings of the present research are expected to provide useful
insights both to academia and the business industry.

1. Introduction

Artificial intelligence (AI) agents (voice or text), typical of
the specific trend, offer individuals the opportunity of direct
communication with businesses at any time and day. More
specifically, AI agents integrated in marketing strategy have
become an efficient tool for customer service, saving money,
time, and human resources. They have also offered various
benefits ranging from understanding and responding to cus-
tomer requests [1, 2] to consistent, agile, and effortless
friendly service delivery [3]. By simultaneously responding
to various requests and a huge number of queries, chatbot
use has increased service efficiency and quality [4]. Overall,
conversational voice or text marketing implemented via AI
agents is a critical communication and interaction channel,
which activates consumers, provides necessary personalized

information about products or services, and prompts pur-
chases [5]. Business technology giants, such as Amazon,
Google, IBM, and Apple, have already integrated AI agents
to increase revenues. Amazon’s recommendations and
Google’s predictive search are examples of AI adoption tech-
nologies not widely known to many, despite their frequent
use [6]. Notably, the global chatbot market size is forecast
to grow from 190.8 million USD in 2016 to 1.25 billion in
2025, with the highest level of acceptance in customer ser-
vice and customer relationship management [7].

In addition, as the use of mobile phones (smartphones),
which have become an integral part of daily life, especially
for young people, has considerably increased, the investiga-
tion of AI adoption factors has become more imperative
than before, prompting businesses to foster consumer attrac-
tion at any time and place [8]. It is worth noting that since
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2010, communication carried out via smartphones and mes-
senger apps has offered online businesses significant oppor-
tunities to increase revenues and promote interaction with
customers [9].

In this framework, the investigation of the adoption
factors and use of AI agents as an alternative communica-
tion channel has been variously researched in healthcare
[10, 11], financial services [12, 13], social media [14], the
tourism industry [15, 16], customer service [3, 17–21],
mobile commerce [22], the business industry [23, 24], insur-
ance [25, 26], and education [27, 28].

The present research is an exploratory approach to the
factors motivating nonusers’ adoption of AI agents on
smartphones. More specifically, it is aimed at contributing
to understanding the factors affecting chatbot nonusers to
adopt the specific leading innovation technology. It is worth
noting that in popular online academic databases, such as
Science Direct, Emerald, Taylor and Francis, Elsevier,
Research Gate, Wiley, IEEE Explore, ACN Digital Libraries,
and Google Scholar, the factors affecting the adoption and
use of AI agents among nonusers were investigated only in
16 empirical surveys over the last 6 years. As mobile service
quality variables have been examined in a mobile context but
have not yet been tested in the context of chatbots, the pres-
ent research provides valuable information on the specific
topic and is the first to explore variables, such as information
quality, privacy concerns, interface, and equipment, in terms
of their effect on the preadopters’ intention to adopt and use
AI agents.

In detail, the present empirical research is organized as
follows: the first section discusses the increasing use of AI
agents and investigates the relevant factors affecting nonu-
sers’ behavioral intention to adopt chatbots, by employing
the UTAUT 2 theory developed by Venkatesh et al. [29],
in combination with variables of mobile service quality,
namely, information quality, interface, privacy concerns,
and equipment, accompanied with trust and mobility
variables to explore nonusers’ behavioral intention to adopt
chatbots. The second part includes a theoretical overview
of the extant literature, and the third part is a discussion of
the theoretical model followed by the formulation of the
relevant research hypotheses. The fourth and fifth parts
describe the research methodology and analysis, respec-
tively, whereas the sixth part includes a detailed discussion
of the outcomes. Finally, the last part includes a discussion
of the research conclusions as well as the theoretical and
practical implications, the potential limitations, and sugges-
tions for future research.

2. Theoretical Background

In recent years, there has been growing interest in text and
text-to-speech artificial intelligence (AI) agents to improve
customer service and offer benefits to modern businesses.
AI agents have been variously defined as follows: (a)
“software agents that facilitate automated conversation
through natural language processing” ([30], p.1); (b) “natural
language processing systems acting as a virtual conversational
agent mimicking human interactions” ([31], p.4).

They have been incorporated in business digital market-
ing strategies and perceived as an essential additional com-
munication and interaction channel [32], answering to
customer requests and questions on a 24-hour basis and,
thus, saving human resources and money [18]. Hlee et al.
[33] also hold that, in customer service, users’ behavior
towards adopting AI agents is significantly affected by both
emotional and functional interaction features.

Notably, in modern times, the significance of AI agents
has been enhanced by the easy and convenient use of smart-
phones for all online interactions and communication with
businesses [34] despite the privacy and security issues, which
have been generally raised, as various mobile apps request
disclosure of users’ personal data [35]. AI agents, used as
an innovative and effective communication channel in
online environments, have offered great benefits in various
fields. Melian-Gonzalez et al. [36] emphasized the signifi-
cance of AI agents in the tourism industry, whereas Fryer
et al. [27] and Quah and Chua [37] in education settings
and banking, respectively. In addition, the use of AI agents
was mostly highlighted in the healthcare industry [10, 38,
39], the social media [14], customer service [3, 18], and
online shopping using mobile phones [22].

The present research is aimed at contributing to the
ongoing research investigating the factors affecting the
behavioral intention to adopt and use AI agents in customer
service, which have already been researched in previous
studies focused on relevant AI agent areas and applications,
with special emphasis on chatbot use in the business indus-
try. In detail, customer service, a most common and popular
research topic [17, 18, 20, 40], was examined in qualitative
or quantitative surveys and, based on theoretical behavioral
models, was explored in terms of the factors driving users
and/or nonusers to interaction and customer service via AI
agents. In addition, the contribution and innovative approach
of the present research involves the integration and examina-
tion of factors related to mobile service quality. These factors,
namely, quality of information, privacy issues, interface, and
mobile network equipment, examined for the first time in
the chatbot intention literature, promote a deeper understand-
ing of mobile service quality variables, which, combined with
UTAUT 2 factors, as well as mobility and trust, will offer
scholars and practitioners a profound insight into further
research and improvement of mobile customer service.

3. Conceptual Model and Research Hypotheses

The proposed conceptual model (Figure 1), based on the
unified theory of acceptance and use of technology 2
(UTAUT 2) by Venkatesh et al. [29] and including addi-
tional variables, is aimed at investigating the factors affecting
behavioral intention towards chatbot adoption. In detail, it
comprises three groups of variables: (i) UTAUT 2 variables,
(ii) mobile service quality variables, and (iii) trust and
mobility variables.

The UTAUT 2 approach, which was preferred to other
behavioral models, is the newest, well-known, and widely
applied behavioral paradigm, based on theories, such as the
technology acceptance model (TAM), the theory of reasoned
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action (TRA), the theory of planned behavior (TPB), and the
diffusion of innovations (DOI) theory. According to
Diekmann and Theuvsen [41], UTAUT 2 is a model sug-
gested for technology nonusers. The specific model is suit-
able to investigate the factors motivating nonusers’ chatbot
adoption in mobile contexts as it is considered a better
explanatory intention model than other relative paradigms
by providing a more comprehensive approach to new tech-
nology acceptance [42].

The proposed model was also based on relevant research
carried out by Lu et al. [43] and Stiakakis et al. [44], which
focus on the quality of mobile contexts and the underlying
determinants, given that nowadays smartphones are used
as major and fundamental tools for online transactions.
Stiakakis et al. [44] discussed the impact of mobile-related
dimensions by grouping them into 3 major categories com-
prising mobile service (m-service) quality. In addition, the
determinants of the present research drew on Akter et al.
[45] and Ozer et al. [46], who discussed the factors affecting
service quality.

Finally, trust and mobility factors were also added to the
proposed conceptual model to offer a much more compre-
hensive approach to the examined topic. Similarly, various
other researchers, such as Oliveira’s et al. [47], have already
utilized the same approach to their empirical studies.

Figure 1 provides a detailed overview of all variables
examined in the proposed model.

3.1. UTAUT 2 Variables

3.1.1. Behavioral Intention. Intention to use has been found
to have a very significant effect on individuals’ attitudes
towards new technologies [29, 48, 49]. Behavioral intention
is defined as the “degree to which a person has formulated
conscious plans to perform or not perform some specified
future behavior” ([50], p. 214). Human behavior is affected
by individuals’ intention to develop a specific attitude [51].
Accordingly, the proposed conceptual model employed
behavioral intention based on Venkatesh et al. [29], who
describe it as “a person’s subjective probability that he/she
will adopt and use chatbots through his/her smartphone.”

3.1.2. Performance Expectancy. Performance expectancy is
“the degree to which using a technology will provide benefits
to consumers in performing certain activities” ([29], p.159).
In the literature of the behavioral intention to adopt and use
chatbots, the specific variable has a significant effect in com-
bination with other predictors of the UTAUT and UTAUT 2
theory. The positive effect of the variable on the intention to
use was demonstrated by a number of researchers, such as
Kuberkar and Singhal [52], Balakrishnan et al. [17], and
Melian-Gonzalez et al. [36]. Based on the assumption that
nonusers are expected to use chatbots when they are confi-
dent that they will have a positive effect, the following
hypothesis is formulated:
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Figure 1: Proposed conceptual model.
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H1: performance expectancy (PE) positively affects
behavioral intention to adopt chatbots.

3.1.3. Effort Expectancy. Effort expectancy is “the degree of
ease associated with consumers’ use of technology” ([29],
p. 159). Thus, if consumers consider a specific technology
easy to use, they perceive it as more useful and valuable
[53]. The specific variable, commonly examined in a large
number of studies investigating chatbots, was found to have
a positive effect on the intention to use [17, 52, 54]. The
effect of effort expectancy on performance expectancy was
also found in the social (s)-commerce and m-commerce lit-
erature [55–57]. Thus, the following hypotheses are made:

H2a: effort expectancy positively (EE) affects behavioral
intention to adopt chatbots.

H2b: effort expectancy positively (EE) affects Perfor-
mance expectancy (PE).

3.1.4. Social Influence. Social influence is the “degree to
which individuals perceive that important others believe
they should use a new system” ([49], p. 451). Familiar
groups, such as family and relatives, friends, colleagues,
and fellow students, who influence others to adopt a tech-
nology, play a major role in the intention to adopt a new
technology [58]. Overall, various studies have confirmed
the impact of the specific variable on the behavioral inten-
tion to use chatbots [59, 60]. Thus, the following hypothesis
is formulated:

H3: social influence positively (SI) affects behavioral
intention to adopt chatbots.

3.1.5. Facilitating Conditions. Facilitating conditions are
defined as the “degree to which an individual believes that an
organizational and technical infrastructure exists to support
use of the system” ([49], p. 453). This implies that when indi-
viduals are competent users of smartphones and applications,
they are capable of interacting with chatbots. Kuberkar and
Singhal [52] adopted UTAUT 2 and suggested that facilitating
conditions positively influence the intention of nonusers to use
chatbots. Thus, the following hypothesis was made:

H4: facilitating conditions (FC) positively affects behav-
ioral intention to adopt chatbots.

3.1.6. Hedonic Motivation. Hedonic motivation involves
individuals’ willingness to engage in a new technology that
is expected to induce pleasant experiences, as suggested by
Venkatesh et al. [29]. In the case of mobile contexts, the spe-
cific variable was found to determine customers’ decision to
use e-banking [61]. Research on the intention to use and
adopt chatbots demonstrated the value of hedonic motiva-
tion [36, 60, 62]. Thus, the relevant hypothesis is formulated
as follows:

H5: hedonic motivation (HM) positively affects behav-
ioral intention to adopt chatbots.

3.2. Mobile Service Quality Variables. Mobile service quality
has been variously investigated [43, 45, 63–65]. The present
research, which explores mobile service quality variables,
was based on Stiakakis and Georgiadis [64] and Lu et al.
[43], who distinguish three categories of mobile service

quality. Two of these categories, namely, interaction quality
and environment quality, were congruent with the present
research purpose, whereas the third category, outcome qual-
ity, was rejected as it addresses chatbot users. The variables
of the specific two categories, which were assumed to best
fit the purpose and type of the research carried out, gener-
ated meaningful and consistent results.

3.2.1. Information Quality. Interaction quality includes,
among others, the quality of information offered to con-
sumers by m-service providers [43]. E-commerce research
demonstrated the significance of information during inter-
action with companies on service websites [66, 67]. Accord-
ing to Stiakakis and Georgiadis [64], information quality in
mobile service environments, which is a sub-dimension of
interaction quality, implies accurate and up-to-date infor-
mation delivery to customers. In addition, the significance
of mobile service information was emphasized in other sur-
veys, such as Vlachos and Vrechopoulos [65], Tan and Chou
[68], and Chae et al. [69], who suggested that accurate and
up-to-date information provided by chatbots on smart-
phones positively affects intention to use. Therefore, it is
hypothesized that

H6: information quality (IQ) positively affects behavioral
intention to adopt chatbots.

3.2.2. Privacy Concerns. Privacy concerns have been defined
as the users’ anxiety of managing personal information
online [70]. In online contexts, in which users tend to
disclose personal information and data, privacy concerns
involve poor management or abuse of personal information
[71]. In the context of e-commerce and online customer
service, users share sensitive personal and financial data
when making purchases or searches [72]. Research on the
intention to use chatbots identified privacy concerns as
negatively affecting intention [73, 74]. In addition, privacy
concerns negatively affect user trust [26]. Thus, the following
hypotheses were made:

H7a: privacy concerns (PC) negatively affect behavioral
intention to adopt chatbots.

H7b: privacy concerns (PC) negatively affect trust (ΤR).

3.2.3. Interface. Context quality, a dimension which posi-
tively affects service quality, was widely researched in the
literature for both overall service quality [67, 75–77] and
mobile service quality [43, 69]. Tarasewich et al. [78] dem-
onstrated that smartphone design was critical to task com-
pletion. Interface is a context variable related to navigation,
aesthetics, design, music, and display of objects in mobile
devices [43, 64, 78]. Zhao et al. [79] highlighted the signifi-
cance of interface in understanding and evaluating overall
mobile quality service. Research demonstrated that interface
affects mobile user trust [80, 81], since well-designed inter-
faces allow for interactivity and easy navigation and promote
trust [81, 82], thus resulting in mobile chatbot adoption and
trust. Thus, the following hypotheses are formulated:

H8a: interface (INTF) positively affects behavioral inten-
tion to adopt chatbots.

H8b: interface (INTF) positively affects trust (TR).
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3.2.4. Equipment. Equipment involves two dimensions, wire-
less telecommunication delivered by service providers and
smartphones [43, 64], which contribute to the assessment
of mobile service quality. As users must have access to stable
mobile networks and stable connections, as well as to fast,
uninterrupted responses to requests [69], mobile telecom
service providers’ equipment and customers’ devices are
critical to enabling users to adopt and trust chatbots. Thus,
the following hypotheses are formulated:

H9a: equipment (EQP) positively affects behavioral
intention to adopt chatbots.

H9b: equipment (EQP) positively affects trust (TR).

3.3. Additional Variables

3.3.1. Trust. Trust involves being willing to have confidence
in others, in mediated or interactive processes [83], and
implies integrity, reliance, and beneficial influence. Trust
becomes more significant in settings of high uncertainty,
such as digital environments [84]. Corritore et al. [85]
suggested that the major determinants of trust in digital
environments are perceptions of reliability, ease of use, and
risk of interaction. There have also been several empirical
studies investigating the positive effect of trust on the behav-
ioral intention to use chatbots [26, 52]. The above consider-
ations contribute to the following hypothesis:

H10: trust (TR) positively affects behavioral intention to
adopt chatbots.

3.3.2. Mobility. A critical dimension of service quality on
mobile phones is mobility, namely, access to information,
communication, and services from any place using mobile
devices and wireless networks beyond the time limit [86,
87]. In the relevant literature, mobility was demonstrated
to affect intention to use. The impact of mobility has been
studied in the context of mobile payment services [88, 89]
and mobile shopping [88, 90]. More specifically, it was
argued that mobility affects customers’ behavioral intention
to use smartphones. Moreover, Almahri et al. [54] assumed
that there is a positive and significant effect of mobility on
the intention to use m-commerce. Thus, the following
hypothesis is made:

H11: mobility (MOB) positively affects the intention to
adopt chatbots.

4. Research Methodology

4.1. Variable Operationalization. Based on an extensive
review of the relevant literature, the research variables were
measured on a five-point Likert scale (Table 1). In detail, 4
items were used to measure interface and effort expectancy;
3 items for performance expectancy, social influence, facili-
tating conditions, behavioral intention, trust, mobility, infor-
mation quality, and privacy concerns; and 2 items for
equipment and hedonic motivation.

4.2. Data Collection and Sampling. Data collection was based
on an e-questionnaire to be answered via Google Forms
from September to October 2022. The e-questionnaire was
first drafted in English, and afterwards, it was translated into

Greek. It was also followed by a pilot study on a sample of 20
people to discover possible failures or inaccuracies and test
item and variable validity and reliability.

Data collection was based on convenience sampling and
focused on students (undergraduate, postgraduate, and doctoral
candidates) of 3 Greek public universities, who were chatbot
nonusers. University students, often used in primary research
sampling, enable making valuable findings [103–106]. Notably,
students have been widely used in research investigating the
intention to use chatbots [28] as they are representative for their
strong tendency to adopt new technologies [107]. Overall,
young people tend to use mobile phone applications and other
modern technologies more frequently to interact with busi-
nesses [108].

The research was organized by sending a hyperlink to
1,280 students on the university’s asynchronous e-class
student platform from September to October 2022. The
e-questionnaire was accompanied by a short text explaining
the purpose of the research. During the first month of the
research, 285 individuals answered the questionnaire, and
after a follow-up notification, the total number of responses
was 411. To test for nonresponse bias between the first and
second-round response groups, the Kolmogorov-Smirnov test
was applied. The sample distributions did not exhibit any sta-
tistical difference; thus, there was no nonresponse bias [57].
Therefore, the final sample of the present empirical study
includes 411 answers, accounting for 32.1% of the response
rate, which is acceptable [109].

As regards the participants’ demographic information,
Table 2 demonstrates that the majority of the respondents
are female (57.2%), whereas male respondents are 42.8%.
In terms of age, 45% of them are 18-21 years old, and
57.9% are aged 22-25.

4.3. Data Analysis. To investigate the conceptual research
model and its hypotheses (Figure 1), the structural equation
modeling (SEM) using maximum likelihood estimation was
carried out. SEM combines the attributes of a measurement
model and a structural model; thus, it is considered a proper
method for examining the underlying hypothesized struc-
tural relations between multiple independent and dependent
variables, using estimated regression parameters. It is pri-
marily applied when the scope of the study is the validation
of an established theory [110]. Its statistical objective is to
estimate model parameters that minimize the differences
between the observed sample covariance matrix and the
covariance matrix estimated after the revised theoretical
model is confirmed [111]. IBM SPSS Amos 24 version soft-
ware was used to apply SEM.

Regarding measurement, the model enables the evalua-
tion of the latent variables reflecting constructs of interest.
Remarkably, the dimensions for all twelve (12) constructs
were first measured via confirmatory factor analysis (CFA).
In addition, they were also measured for reliability and con-
vergent validity purposes. Based on the extant literature,
convergent validity uses two basic recommended standards,
among others, for evaluating the measuring model: (1) all
indicator factor loading values should be more than 0.4
[111]; (2) composite reliability (CR) should exceed 0.6
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Table 1: Operational definitions of research variables.

Research variables Operational definition Sources

Performance expectancy (PE)

PE1: by using chatbots, I will have more opportunities to find
solutions to issues I am interested in.

Venkatesh et al. [29]
PE2: using chatbots will make me more competent.

PE3: generally, I think that I will get benefits from chatbot use.

Effort expectancy (EE)

EE1: I believe learning how to use chatbots will be easy.

Venkatesh et al. [29]

EE2: I believe that chatbot use will be simple and easy to
understand.

EE3: I believe that it is easy for me to become skillful at using
chatbots.

EE4: generally, I expect that chatbots are easy to use.

Social influence (SI)

SI1: I believe that people who influence my behavior use chatbots.

Venkatesh et al. [29]
SI2: I believe that the people who are important to me use

chatbots.

SI3: I think that the people whose opinion I value use chatbots.

Facilitating conditions (FC)

FC1: I think my smartphone can be used for interaction with
chatbots.

Venkatesh et al. [29]
FC2: I believe I know how to interact with chatbots.

FC3: I think that I can interact with chatbots on my smartphone.

Hedonic motivation (HM)
HM1: I think using chatbots will be fun.

Venkatesh et al. [29]
HM2: I think using chatbots will be enjoyable.

Information quality (IQ)

IQ1: I believe that I will find chatbot information clear.
Chae [69]; Su et al. [91]; Cheng et al.

[4];
Lu et al. [43]; Stiakakis et al. [44]

IQ2: I believe that I will find chatbot information sufficient.

IQ3: I believe that chatbot information will help me with
decision-making.

Privacy concerns (PC)

PC1: I am worried that the information I will disclose to chatbots
may be used for a different (abusive) purpose.

Shaw et al. [92]; De Cosmo et al. [93];
Xu et al. [94]

PC2: I am worried that providers (companies) will use chatbot
information improperly.

PC3: I am worried about malware when I will disclose
information to chatbots.

Interface (INTF)

INTF1: I feel that chatbot interface will make a positive
impression on me.

Lu et al. [43]; Chae et al. [69]INTF2: I feel that chatbot interface will serve its purpose.

INTF3: I feel that chatbot interface will be aesthetically pleasant.

INTF4: I feel that chatbot graphical interface will be uniform.

Equipment (EQP)
EQP1: I believe that my mobile network offers stable connection.

Lu et al. [43]; Chae et al. [69]EQP2: I believe that my mobile network connectivity will be
stable.

Trust (TR)

TR1: I think chatbots will be reliable.
Ashforth [95]; Shaw [96]; Cheng and

Jiang [97]; Coopamootoo [73]
TR2: I think I will trust chatbot use.

TR3: Overall, I will trust chatbots.

Mobility (MOB)

MOB1: I believe I will be able to interact with chatbots from
anywhere.

Schierz et al. [88]; Leong et al. [98];
Ali and Arshad [99]; Mohammadi

[100];
Wilman and Sardjono [101]; Kim et al.

[90]

MOB2: I believe I will be able to interact with chatbots any time.

MOB3: I believe I will be able to interact with chatbot anyplace.
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[112], when the specific measurement scale is applied.
Finally, factor analysis was applied utilizing principal
component analysis (PCA) and orthogonal rotation (VARI-
MAX). The factor analysis was carried out to identify the
usual method bias and check whether data variance can be
principally related to a single factor [113].

Subsequently, when the constructs reached the prerequi-
site measurement standards, the relationships between the
constructs were calculated. This establishes the structural
model, which is applied to test the strength and direction
of the relationships among the theoretical constructs. To
estimate the overall goodness-of-fit model, a combination
of measures should be applied. In detail, the chi-square/df
ratio should be lower than 5 [114]; the goodness-of-fit index
(GFI), the comparative fit index (CFI), the normed fit index
(NFI), the incremental fit index (IFI), and the Tucker-Lewis
index (TLI) values should exceed 0.90 [115], and the root
mean square error of approximation (RMSEA) should be
lower than 0.08 [116].

5. Results

This section discusses the results of the SEM procedure used
to investigate the hypothesized variable relationships, thus
providing an examination of the measurement and struc-
tural models. The confirmatory factor analysis (CFA) model
involves 36 items that represent the 12 underlying constructs
(Table 3). More specifically, factor analysis that uses PCA
and VARIMAX was employed to examine the validity of
the variables to group measurement items into latent factors
and calculate factor loadings. To investigate the suitability of
the data for factor analysis, however, various measures were

applied as well. In detail, Bartlett’s tests of sphericity
(chi − square = 11151 364, p < 0 001) proved that the corre-
lation matrices had significant correlations among the vari-
ables. The Kaiser-Meyer-Olkin (KMO) result was -0.888,
and the measurement of sampling adequacy (MSA) ranged
from 0.723 to 0.949, indicating that both values were accept-
able. The MSA values were all higher than 0.50 [117]. The
results showed the suitability of factor analysis. The values
of all factor loading indicators ranged from 0.469 to 0.903
(Table 3), exceeding the threshold [117, 118], whereas com-
posite reliability (CR) also exceeded 0.6 [112], ranging from
0.672 to 0.930 (Table 3). Consequently, convergent validity
was satisfied. Moreover, to investigate the reliability of the
questionnaire items, Cronbach’s alpha test was used. The
results (Table 3), ranging from 0.731 to 0.954, exceeded the
threshold of 0.7 [117]. Finally, the twelve (12) latent factors
can interpret 81.780% of the variance of the measurement
items (Table 3).

As regards the structural model, the results (Table 4)
demonstrate a good model fit. The model’s overall
goodness-of-fit was assessed using a combination of mea-
sures. The data fit the model well, as suggested by these mea-
sures, the recommended values of which are shown in
Table 4. Thus, an adequately fitted model should have a
chi-square/df ratio less than 5 [114]; the comparative fit
index (CFI) and incremental fit index (IFI) values should
be greater than 0.90 [115], and a root mean square error of
approximation (RMSEA) should be less than 0.08 [116].
The structural model, illustrated in Figure 2, was suitable
(Table 4) as the basic model indicators are satisfactory
according to the recommended values in the literature.
Moreover, the strength and direction of the relationships
between the theoretical constructs of the structural model
were investigated. The full model results are demonstrated
in Table 5 and Figure 2, which demonstrate the path dia-
gram with the occurring standardized regression coefficients,
presenting the direction and magnitude of relationships
among variables. The structural model reveals that 10 out
of the 15 hypotheses were confirmed (Table 5), and five,
namely, effort expectancy, social influence, privacy concerns,
interface, and equipment (H2a, H3, H7a, H8a, and H9a)
were rejected. On the contrary, as anticipated, performance
expectancy has a positive impact on behavioral intention
(H1; β = 0 25, p < 0 001), and effort expectancy has a
positive impact on performance expectancy (H2b; β = 0 17,
p < 0 01). In addition, facilitating conditions and hedonic
motivation have a positive impact on behavioral intention
(H4; β = 0 19, p < 0 001 and H5; β = 0 32, p < 0 001,
respectively). Information quality has a positive impact on
behavioral intention (H6; β = 0 23, p < 0 1), and privacy

Table 1: Continued.

Research variables Operational definition Sources

Behavioral intention (BI)

BΙ1: I am going to use chatbots in the future.
Venkatesh et al. [29]; Davis [53];

Belanger and Carter [102]
BI2: I am confident that I will use chatbots in the future.

BI3: I will probably use chatbots in the future.

Table 2: Sample demographics.

Demographic information Respondents

Sex

Male 176

Female 235

University rank

Undergraduate students 256

MSc students 126

PhD students 29

Age

18-21 185

22-25 53

26-29 20

>30 153
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concerns have a negative impact on trust (H7b; β = −24,
p < 0 001). Moreover, interface has a strong positive
impact on trust (H8b; β = 0 60, p < 0 001), and equipment
has a positive impact on trust (H9b; β = 0 14, p < 0 01).
Finally, trust has a positive impact on behavioral intention
(H10; β = 0 20, p < 0 05), and mobility demonstrates to
have a positive impact on behavioral intention (H11; β =
0 19, p < 0 001). Overall, 49% of the variance in behavioral

Table 3: Factor loadings, convergent validity, and reliability.

Item Loading Mean SD CR Cronbach’s α

Performance expectancy (PE)

PE1 .682 3.22 .948

.786 .871PE2 .776 3.19 1.009

PE3 .767 2.99 .973

Effort expectancy (EE)

EE1 .469 3.96 .993

.872 .915
EE2 .893 3.88 1.082

EE3 .868 3.91 1.009

EE4 .891 3.90 1.069

Social influence (SI)

SI1 .892 2.75 1.157

.930 .954SI2 .914 2.68 1.195

SI3 .902 2.74 1.189

Facilitating conditions (FC)

FC1 .885 3.73 1.109

.891 .902FC2 .816 3.60 1.212

FC3 .865 3.79 1.167

Hedonic motivation (HM)
HM1 .653 3.15 .939

.672 .731
HM2 .768 3.07 .980

Mobility (MOB)

MOB1 .823 3.58 1.077

.861 .821MOB2 .801 3.87 1.073

MOB3 .839 3.81 1.080

Trust (TR)

TR1 .555 3.08 1.014

.735 .812TR2 .753 3.35 .984

TR3 .762 3.23 1.041

Equipment (EQ)
EQ1 .902 3.66 1.070

.862 .786
EQ2 .837 3.55 .990

Interface (INTF)

ΙΝΤF1 .494 3.49 .909

.768 .779
INTF2 .643 3.52 .903

INTF3 .815 3.53 .867

INTF4 .721 3.60 .887

Privacy concerns (PC)

PC1 .901 3.37 1.172

.927 .896PC2 .903 3.25 1.143

PC3 .895 3.14 1.186

Information quality (IQ)

IQ1 .723 3.61 .881

.782 .804IQ2 .776 3.29 .953

IQ3 .713 3.20 .989

Behavioral intention (BI)

BI1 .646 3.46 1.078

.762 .863BI2 .780 3.42 1.019

BI3 .725 3.57 .974

Total variance explained = 81 780%

Table 4: Evaluation of model goodness-of-fit.

Measures Recommended value Structural model

χ2/df ≤5.00 3.006

CFI ≥0.90 0.904

IFI ≥0.90 0.905

RMSEA ≤0.08 0.07
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Figure 2: Validated conceptual model.

Table 5: Structural equation model results and standardized coefficients.

Factor Performance expectancy Trust Behavioral intention

Effort expectancy 0.17∗∗ NS

Social influence NS

Facilitating conditions 0.19∗∗∗

Hedonic motivation 0.32∗∗∗

Mobility 0.19∗∗∗

Equipment 0.14∗∗ NS

Interface 0.60∗∗∗ NS

Privacy concerns -0.24∗∗∗ NS

Information quality .23

Performance expectancy 0.25∗∗∗

Trust 0.20∗

R2 2.9% 49% 48%
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intention is explained by all involved factors (R2 = 0 49,
Table 5).

6. Discussion

Data analysis demonstrated that most variables of the
UTAUT 2 theory were established, except for effort expec-
tancy and social influence, which proved to be nonstatisti-
cally significant for behavioral intention to adopt chatbots
(H2a and H3). In the extant literature, effort expectancy
was found not to affect the intention to use chatbots [14,
24, 119]. Students, as early adopters of new and AI technol-
ogies, find it easy to use chatbots, especially on smartphones.
However, despite its significance as regards new technology
acceptance, ease of use is not critical to developing attitudes
[120]. Effort expectancy involves specific learning curve
technologies, which do not include chatbots; their use is
not considered difficult, as it implies simply typing questions
on mobile applications [119]. However, effort expectancy is
found to have a positive effect on performance expectancy,
which, thus supports H2b hypothesis of the model.

Social influence did not affect the adoption of chatbots
(H3) in customer service, which was also demonstrated by
Balakrishnan et al. [17]. This finding is supported by the the-
ory of Gupta et al. [121], who argue that a powerful informa-
tion system (IS) is based on social influence rather than
cognitive response. The use of online chats is a daily routine
for most people who visit a website or social networking
platforms using a mobile application. This implies familiar-
ity and, thus, no impact on the intention to use chatbots.

Regarding the effect of performance expectancy on the
behavioral intention to use chatbots (H1), it was demon-
strated that it had a positive impact on the behavioral inten-
tion to adopt and use chatbots [17, 52, 54, 59, 60, 119]. AI
agents enable users to increase productivity, enjoy better
and more effective service delivery, and receive responses
to requests saving time and effort.

Facilitating conditions (smartphone device and knowing
how to use applications) positively affect the intention to use
chatbots (H4). The present research endorses this positive
relationship in line with similar research carried out on chat-
bots, such as Mogaji et al. [59], Kuberkar and Singhal [52],
Trapero et al. [60], Balakrishnan et al. [17], and Sitthipon
et al. [11]. Notably, Sitthipon et al. [11] highlighted that
facilitating factors have the highest predictive power in the
behavioral intention to use health chatbots.

In addition, hedonic motivation was found to have a pos-
itive impact on the intention to adopt chatbots (H5). When
users “talk” to chatbots, they tend to ask questions they would
not often ask a human personal assistant. Thus, for a pleasant
user experience, chatbots frequently include entertaining ele-
ments or games in their programming environments [122].
The specific assumption is also corroborated by De Cicco
et al. [123], Nyagadza et al. [13], Kasillingam [124], Selamat
and Windasari [24], and Melian-Gonzalez et al. [36].

Trust positively affects the intention to use chatbots
(H10). The specific hypothesis was substantiated in the pro-
posed research model and is congruent with similar research
carried out by Cardona et al. [26], Coopamooto et al. [73],

Kassilingam [124], Kuberkar and Singhal [52], Murtarelli
et al. [40], and Pillai and Sivathanu [125]. Trust is a key fac-
tor affecting the intention to use AI technologies, such as
chatbots [126].

As regards mobility, it was found that mobility positively
affects the behavioral intention to adopt chatbots, thus estab-
lishing hypothesis H11 of the proposed conceptual model.
Notably, in the digital environment, mobility is particularly
valued and is an integral component of chatbots. In several
studies, mobility is a variable with a positive effect on the behav-
ioral intention to adopt and use in m-commerce, on account of
the easy access to information and communication via wireless
networks, beyond time and place limits [98, 101, 127].

Finally, the impact of mobile-related variables on the
intention to use chatbots was also established. To our knowl-
edge, it is the first time the examined variables have been
investigated in mobile service contexts in the framework of
AI agents’ adoption intention.

In addition, concerns about the privacy of information
and personal data in online transactions have been variously
raised in the relevant literature [71]. Surprisingly, H7a
hypothesis about the negative effect of privacy issues was
not established in the survey, thus demonstrating that young
people are not concerned with privacy violation caused by
chatbot use. However, the research highlighted that the neg-
ative effect of privacy issues in terms of user trust was estab-
lished (H7b). As demonstrated, when potential users do not
trust this new technology, the intention to adopt is nega-
tively affected. The specific considerations are emphasized
in several surveys on chatbot use [20, 26, 73, 74, 93]. When
users are uncertain of information privacy in their interac-
tion with chatbots, there is no intention to adopt and use.

Notably, information quality integrated in mobile inter-
action quality involves offering accurate and correct infor-
mation to users [68]. Interaction quality also includes
information quality and implies the degree of effective com-
munication of m-service providers with customers to enable
problem-solving [63]. Information quality was found to
significantly affect customer satisfaction and loyalty to a
company [69], which was also established in the specific
research (H6).

In terms of equipment, namely, the devices used for
communication with AI agents and mobile network stability,
as well as in terms of response speed, the relevant research
demonstrated that these are significant components of
mobile service perceived quality [43, 64, 69, 77], which affect
trust [91]. Equipment was not found to positively affect the
intention to use chatbots (H9a). As telecommunication net-
work systems and bandwidth have considerably improved,
users do not assume that this is a problem. As they can
always have stable connections, fast speed, and network sta-
bility, chatbot adoption is not affected, unless it is examined
in terms of trust (H9b). When users trust new technology,
equipment has a positive effect on adoption.

With regard to interface and its effect on mobile com-
munication quality, it was demonstrated that smartphone
user interface (UI), good navigation, and unbroken display
affect perceived service quality and task completion as well
as user trust [43, 64, 78, 91]. In the present research,
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interface did not positively affect the intention to use, which
rejects hypothesis H8a. However, it affects intention indi-
rectly, when combined with trust, which, thus, confirms
hypothesis H8b. Nowadays, as interface quality is enhanced
and there are no significant differences among chatbot appli-
cations, users are more familiar with all interface types.
Moreover, chatbot developers follow high-quality UI stan-
dards to offer the best user experience.

6.1. Theoretical Implications. The present research contrib-
utes to the extant literature of investigating the behavioral
intention to adopt and use AI agents on smartphones. To
our knowledge, no previous research has integrated mobile
service quality variables in behavioral variables, as those sug-
gested by UTAUT 2, and examined them in terms of their
effect on the intention to adopt chatbots and trust. Despite
the fact that several model variables (mobility, trust, and
privacy concerns) were examined in the context of using
chatbots, no research has investigated the combination of
all the specific variables in mobile contexts. The positive
effect of effort expectancy on performance expectancy in
mobile chatbot contexts is a fundamental finding of the pres-
ent research.

In addition, a small number of studies have been con-
ducted only on nonusers of AI agents. The majority of studies
involve AI users or comparison of users and nonusers. Nota-
bly, it is the first time that relationships between mobile phone
service quality and intention to adopt have been investigated
and established in a sample of nonusers of chatbots. Thus,
the specific theoretical model can be employed to research
other topics, such as m-commerce and s-commerce.

6.2. Managerial and Practical Implications. The findings of
the present research corroborate the theoretical background
and provide valuable managerial insights into the relevance
of chatbots in the business industry. Businesses, realizing
the importance of fast and immediate service delivery, have
adopted chatbots as communication tools, which contribute
to enhancing customer satisfaction and loyalty and create a
competitive advantage to achieve a higher market share. By
understanding the advantages deriving from the adoption
and use of chatbots, enterprises are aimed at service quality.
The growing use of smartphones, especially among young
people, requires that marketing policies make efforts to
improve mobile features and information, such as interface
design and information quality. Information privacy and
perceived trust in interaction with chatbots are also signifi-
cant, as they promote intention to use, on which managers
should focus. As customers provide information to enter-
prises via conversational commerce, chatbots are used as tools
for gathering and using personal information to the benefit of
enterprises. The less effort users make to interact with chat-
bots, the higher the impact of perceived performance. Thus,
to motivate nonusers to communicate with companies and
achieve good service delivery via chatbots, managers should
seriously consider chatbot ease of use, possibly by improving
algorithms and quality of communication.

The increasing use of chatbots can help marketers design
and promote relevantmessages and deliverymethods onmobile

phones to enable offering customers a pleasant user experience
and satisfaction and stimulate the continuous use of this tech-
nology and the creation of added value for enterprises.

Overall, the results of the present research can contribute
to stimulating managers, marketers, and businesses to formu-
late mobile-related policies and strategies and provide valuable
guidelines about the strategy and policy design of modern
organizations based on the great potential of chatbots.

7. Limitations and Future Research

Despite the significant findings of the present research, there
are several limitations to be considered. First, as the study
was carried out in only 3 Greek universities, future research
could focus on comparing relevant findings from other
Greek or international universities and explore potential
similarities or differences. Further research could also be
conducted on a sample of different age groups to investigate
the impact of the examined factors. Second, the present
research used only a sample of nonusers of AI agents. Thus,
it would be interesting to carry out a comparative study on a
sample of both users and nonusers of chatbots. Additionally,
apart from mobility and trust, other variables, such as satis-
faction with using chatbots and recommendation, could be
considered in future research among chatbot users.

Finally, in the framework of the specific conceptual
model, further considerations should be made, such as other
facilitating factors for the intention to adopt and use chat-
bots in mobile contexts (anthropomorphic elements, per-
ceived intelligence, attitude, degree of innovation, and
problem-solving) as well as constraints to their behavioral
intention (technology anxiety, low information reliability,
complexity, and compatibility).

8. Conclusion

AI agents or chatbots are a promising leading innovation
technology applied in customer service, which has reshaped
communication and interaction in e-/m-commerce. Focus-
ing on smartphones and chatbot use quality, the present
research explored the motivating factors for nonusers to
adopt chatbots on their mobile phones. By using the
UTAUT 2 theory combined with variables of mobile service
quality and additional variables, such as trust, mobility, and
privacy concerns, the research attempted to investigate the
impact of these variables on behavioral intention to adopt
chatbots. The research outcomes demonstrate the impact
of performance, facilitating factors, hedonic motivation,
mobility, trust, equipment, interface, and information qual-
ity on the behavioral intention to adopt chatbots. Social
influence and effort expectancy were not found to influence
intention to use. Overall, the research contributes to provid-
ing valuable information to the relevant literature and gener-
ating significant advantages both for the academia and the
business industry.
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