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The continuous malicious attacks on Internet of Things devices pose a potential threat to the economic and private information
security of end-users, especially on the dominant Android devices. Combining static analysis methods with deep Learning is a
promising approach to defend against that. This kind of method has two limitations: the first is that the current single-permission
mechanism is not insufficient to regulate interapplication resource acquisition; another problem is that current work on feature
learning is dedicated to modifying a single network structure, which may result in a suboptimal solution. In this study, to solve the
abovementioned problems, we propose a novel malware detection framework MFEMDroid, which combines multitype features
analysis and ensemble modeling. The Provider feature, facilitating information requests between applications (apps) and serving as
an indispensable data storage method, plays a vital role in characterizing app behavior. Hence, we extract permissions and Provider
features to comprehensively characterize app behavior and probe potentially dangerous combinations between or within these
features. To address oversparse datasets and reduce feature learning overhead, we employ an auto-encoder for feature dimension-
ality reduction. Furthermore, we design an ensemble network based on SENet, ResNet, and the evolutionary convolutional neural
network Squeeze Excitation Residual Network (SEResNet) to explore the hidden associations between different types of features
from multiple perspectives. We performed extensive experiments to evaluate its method performance on real-world samples. The
evaluation results demonstrate that the proposed framework can detect malware with an accuracy of 95.38%, which is much better
than state-of-the-art solutions. These promising experimental results show that MFEMDroid is an effective approach to detect
Android malware.

attacks in the mobile market [5]. Malicious apps, especially
on Android, are the main threat to end-user security [6].
According to statistics, nearly 12,000 new malware are detected

1. Introduction

The diversified functions and services of Internet of Things

(IoT) devices have drastically altered our daily habits [1].
Internet of Everything has also raised IoT security issues,
particularly in the mobile market, where attackers are increas-
ingly drawn to the attraction of digital wallets and sensitive
user data [2]. The Android operating system (OS) is rapidly
gaining popularity in IoT devices, such as smartphones, smart
homes, car navigation systems, and smart watches [3, 4].
Android OS has gained 84.1% support from mobile phone
manufacturers and end-users since 2021 [3]. The open source
and sizable market of Android also appeal to the development
of Android malicious software. Android, as the main target
of malicious developers, undertakes approximately 98% of

every day [7]. Besides, the third-party app markets without
official trust guarantees allow users to download Android
apps, further complicating the scenario. Hence, the urgency
and importance of Android malware detection is unprecedented.

Previous detection approaches can be divided into dynamic
and static analysis [8]. Dynamic analysis records the interac-
tion with the system and network traffic consumption during
the app’s execution. Due to their reliance on the execution
environment, dynamic methods are time-consuming. With
the current exponential growth in the number of apps, static
analysis is more suitable due to its lower requirements on the
execution environment. Considering our aim is to detect
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malware rather than discover hidden taints, our proposed
approach relies on static analysis.

The existing detection methods mainly focus on the
static features extracted from the AndroidManifest.xml file,
especially on permission features, to analyze the capabilities
and behaviors of Android apps [9]. Ganesh et al. [10] studied
permission mode and detected Android malware based on a
convolutional neural network (CNN). The security of an
Android device depends heavily on its permission mecha-
nism. To access sensitive resources (e.g., get a photo album)
or perform system operations (e.g., invoke Bluetooth), the
application must obtain appropriate permissions from the
user. This access mechanism explains why permission-based
detection methods are so widespread. After an in-depth anal-
ysis of permission-based works, we find that existing efforts
fail to manage access to cross-application resource scenarios.
According to the permission mechanism, an App that requires
access to the contact information must declare the following
element: <uses-permission android: name = “android.permis-
sion. READ_CONTACTS”/>. However, unauthorized apps
can access the data if the following conditions are met. One
is that an undeclared app obtains the Provider’s relevant uni-
form resource identifier (URI) information from an authorized
app. The other is that the exported attribute of the correspond-
ing Provider is “True.” Successful unauthorized access under-
mines the permissions mechanism’s effectiveness.

In our study, to strengthen the regulation of interappli-
cation resource access scenarios, we specifically emphasize
Provider features rather than simply analyzing permissions.
The Provider manages data sharing and access across apps,
which is an indispensable data storage method. Further statis-
tical analysis of our dataset shows that the permission named
“android.permission. REQUEST INSTALL PACKAGES” and
the Provider feature with the name “android.support.v4.con-
tent.FileProvider” often co-occur in the malicious sample set.
This statistical data further confirms that it is worthwhile to
consider the combined analysis of permission and Provider to
reflect the sample characteristics.

It is vital to analyze the interdependences of the extracted
features, including permission and Provider features, to opti-
mize the classification performance. Feature learning [11]
allows a machine to automatically explore and learn appro-
priate feature transformations from raw data. In recent years,
deep Learning (DL) techniques for feature learning, such as
CNN, have achieved considerable success in object detection
[12, 13] and anomaly detection [14, 15]. Combining CNN
with static analysis has made excellent achievements in Android
malware detection tasks [16, 17]. Most earlier research focused
on modifying individual network architecture, such as skip
connection [18] and attention mechanism [19], to enhance
the model’s fitting learning capability. However, a single deep
neural network converges to a local minimum, potentially
yielding a suboptimal solution [20]. The ensemble methods
provide a new perspective to address the challenge. The con-
cept behind ensemble is to train multiple networks, which
is less explored in malware detection. Some works have

IET Information Security

demonstrated that using an ensemble of models provides
superior performance compared to a single model [21].

Based on the above observations, we propose a novel net-
work architecture that utilizes an ensemble of deep CNNs to
adaptively explore the intrinsic connection between the multi-
ple features from various perspectives. The base learners in our
ensemble network comprise ResNet, SENet, and the evolu-
tionary CNN algorithm Squeeze Excitation Residual network
(SEResNet). Each base learner has unique capabilities to mine
the intricate connections within the data. Our proposed net-
work combines SENet, ResNet, and SEResNet algorithms into
a fully connected neuron layer for the final classification of the
input data.

Based on the above works, we propose a novel malware
detection framework MFEMDroid. In the raw feature extrac-
tion stage, we first extract two types of features with natural
links (permission and Provider features). The auto-encoder
(AE) is then applied to reduce feature dimensionality, with
the purpose of reducing the overhead of feature learning and
avoiding over-sparse datasets. Finally, the proposed ensem-
ble network is applied to adaptively learn the proposed mul-
titype feature combination (permission and Provider) from
multiple perspectives to improve the malware detection per-
formance. To our knowledge, the existing malware detection
approaches pay less attention to the combination or internal
relationship between the permission and Provider features.
We have conducted extensive experiments to evaluate the
effectiveness of the proposed framework based on the col-
lected real-sample datasets and compared them with similar
frontier work. The promising experimental results verify that
our proposed framework is an effective solution to protect
end-users away from malware attacks. In brief, our paper
makes the following contributions:

(1) We propose a novel malware detection framework,
MFEMDroid. The framework leverages permission
and Provider features with rich semantics and a cus-
tomized ensemble network to enhance the effective-
ness of malware detection.

(2) We propose an ensemble network architecture that
uses multiple base models such as SENet, ResNet, and
evolutionary CNN SEResNet to adaptively explore the
intrinsic connections between multiple features (per-
missions and Providers) from various perspectives.

(3) We collected benign and malicious apps from Google
Play and Virus Share, respectively, to construct a time-
sensitive dataset. We conducted extensive experiments
to evaluate the performance of our proposed model.
The experimental results show that our proposed
model is superior to the state-of-art research.

The remainder of this paper is structured in the following
way: Section 2 introduces the related work in the field of
Android malware detection; Section 3 explains the overall
architecture of the proposed model; Section 4 describes the
experiment’s specific design, results, and evaluation in detail;
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TaBLE 1: Summary of proposed approaches with the relevant works.
Input data Classifier/algorithm

Paper Year

D S-S M-S I-ML I-DL E-ML E-DL
Kim et al. [22] 2018 i Vv
Bhat et al. [23] 2023 Vv v
Li et al. [24] 2022 Vv Vv
Ganesh et al. [10] 2017 \/ \/
Alslan et al. [25] 2019 Vv Vv
Alazab et al. [26] 2020 Vv Vv
Khariwal et al. [27] 2020 Vv v
Wang et al. [28] 2019 Vv Vv
Wu et al. [29] 2021 v Vv
Zhu et al. [30] 2023 Vv Vv
Bakhshinejad et al. [31] 2020 Vv Vv
Ficco et al. [32] 2021 Vv Vv
This paper \/ \/

Note: D: dynamic features; S-S: single static feature; M-S: multitypes of static features; I-ML: individual machine learning classifier; I-DL: individual deep
learning algorithm; E-ML: the ensemble of multiple machine learning classifiers; E-DL: the ensemble of multiple deep learning algorithms.

and finally, Section 5 summarizes the paper and proposes
possible future studies.

2. Related Work

Researchers have proposed various static and dynamic tools
to detect malware and designed many data-driven malware
detection methods based on DL. Among those existing efforts,
a few of them are reviewed below. The summary of our pro-
posed models with the related works is shown in Table 1.

2.1. Dynamic and Static Analysis Methods. Dynamic analysis
methods monitor and capture the runtime behavior of apps
to identify malicious patterns. For instance, Kim [22] pre-
sented an ML-based model to analyze the native API system
calls for malware detection. Bhat et al. [23] proposed a dynamic
analysis approach using an ensemble of multi-ML approaches
to identify malicious attacks. Li et al. [24] presented a novel
dynamic malware detection mechanism that extracts API
sequence intrinsic features as the input of CNN and Bi-LSTM.
Due to the widespread use of malicious samples with obfus-
cation techniques, dynamic analysis methods require more
expensive hardware resource matching. Besides, the number
of apps in the market is growing exponentially, which further
expands the requirements of dynamic detection approaches
for the execution environment. We aim to identify malware
accurately rather than tracking specific malicious behaviors.
Thus, the dynamic analysis method does not meet our
requirements of quickly identifying malware.

Unlike dynamic feature analysis, static analysis requires
less execution environment. Mainstream static analysis work
cannot be separated from permissions. For example, Ganesh
et al. [10] were dedicated to studying permission patterns
and utilized CNN to detect Android malware. Arslan et al.
[25] designed a permission-based malware detection mecha-
nism combining classical ML algorithms such as decision
tree (DT), logistic regression, and random forest (RF). The
existing static detection work is limited to a single feature

(mainly permission), which poses the reflected one-sided char-
acteristics of malicious samples and makes it hard to match the
update iteration speed of malicious samples. Therefore, some
scholars began to pay attention to the hidden patterns among
multiple types of features and have achieved some achieve-
ments. For instance, Alazab et al. [26] designed a novel mal-
ware detection framework, which combined the characteristics
of permission and API. The experiment results of the F1-score
on 27,891 real apps reached 94.3%. Khariwal et al. [27] ana-
lyzed the combination of static features permission and intent
based on classical ML methods such as SVM and RF.

As far as we know, it is still not found some scholars have
combined or analyzed permission and Provider. Considering
that both are related to controlling access to resources, we
filled out the mixed features of permission and Provider for
joint analysis. In addition, our proposed malware detection
method has good scalability and can be used to mine more
types of feature combinations in the future.

2.2. DL-Based Malware Detection. In recent years, DL tech-
nology combined with static or dynamic analysis has made
excellent achievements in malware detection. For example,
Ganesh et al. [10] proposed a malware detection model based
on classical LeNet and evaluated the model performance on
2,500 collected real Android apps (including 2,000 malicious
samples and 500 ones), with an accuracy of 93%. Wang et al.
[28] proposed a new CNN-based malware detection frame-
work. The static features are extracted and converted into a
2D matrix, which is then used as input for the CNN to detect
malware. Wu et al. [29] proposed an interpretable malware
detection method. The extracted permissions and API calls
are fed into the attention layer and multilayer perceptron for
malware detection. Zhu et al. [30] employed a customed
CNN multihead squeeze-and-excitation residual network
to learn the intrinsic correlation between multitype static
features. These efforts utilizing an individual network have
made significant strides in identifying and preventing
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FiGUre 1: The overall framework of MFEMDroid.

malware. However, it is important to note that a single deep
neural network may converge to a local minimum, resulting
in suboptimal results.

Ensemble modeling using multiparallel networks has
proven to be an effective way to solve the above issues. Bakh-
shinejad and Hamzeh [31] employed a new parallel architec-
ture of two CNN’s to automatically extract and learn n-gram
patterns. Ficco [32] proposed an ensemble detector to exploit
multitype features from multiple dimensions. Naeem et al.
[33] developed an ensemble of neural networks using stacked
generalization to learn basic local and global image features
for malware detection. Naeem et al. [34] employed a deep-
stacked ensemble network to learn the fuzed handcrafted
features for malware detection. Inspired by the above work,
we propose an ensemble model using multiple parallel CNNs
to adaptively mine the potential associations of multitype
features. Multiple parallel CNNs involve an evolutionary
CNN SEResNet and classical SENet and ResNet.

3. Proposed Model

Our proposed malware detection model mainly conducts
three parts, as shown in Figure 1. We will describe each
part in detail in the following sections.

3.1. Raw Feature Extraction. The quality of the extracted
features directly affects the performance of the malware
detection model. Therefore, in the feature extraction stage,
we are committed to mining the static features with strong
associations to provide high-quality input data for the train-
ing model. Static feature analysis work is inextricably linked
to AndroidManifest.xml, which is an indispensable configu-
ration file for each app, consisting of permissions, Providers,

and other features. To obtain the required static features, such
as permission and Provider, the open-source tool Androguard
[35] is selected to decompile AndroidManifest.xml and extract
in batches. The process of feature extraction and vector gener-
ation method is shown in Algorithm 1.

3.1.1. Permission Feature. There are countless outstanding
works on permission [8, 16], which is due to the inseparable
relationship between permission and Android security. The
permission mechanism serves as the primary protective bar-
rier for Android security, manages apps to access sensitive
resources (such as SMS), and performs system-level opera-
tions (such as camera) [36]. After Android 6.0 [37], permis-
sion features can be subdivided into normal, dangerous, and
signature levels based on protection level. The protection
level of permission is normal by default. It is automatically
authorized during app installation without any execution
operation instructions from the user. Signature-level permis-
sion will be automatically granted to access the specified
resource merely when it matches the app’s signature that
claims this permission. Permissions at the level of dangerous
are closely related to the user’s private information, which
requires attracting sufficient attention from end-users.
Dangerous-level permissions, such as READ-CONTACTS
and READ-SMS, respectively, manage the operations of
reading user contact and SMS messages, which involve per-
sonal privacy. During the development process, developers
need to uniformly define the fields starting with <uses-per-
mission> for all applied permissions in advance in the
AndroidManifest.xml file. For the irreplaceable position of
permission in Android security, we select the unique iden-
tifier tag “name” in <uses-permission> for analysis and
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Input:
X: Both malware and benign samples
Output:
PE: Permission feature set
PR: Provider feature set
FV: Feature vector
Function:

. For each apk file € X do

Decompile to obtain the AndroidManifest file;

. FV«g;
. BF<~PEUPR;
. For each apk € X do
index « 0, F;«< [0]0]...]|0]
10.  For VF € BF do
11. If f € apk do

1
2
3
4
5. End for
6
7
8
9

12. Fjlindex] « 1;
13. index « index + 1;
14. End for

15. FV« FVUF;

16. End for

17. Return FV

PR<«collect all Providers from the tag <Provider> line by line;
PE<collect all permissions from the tag <uses-permission> line by line;

ALGORITHM 1: Feature extraction and vector generation method.

generate a permission feature set based on Google’s official
documents for subsequent analysis.

3.1.2. Provider Feature. As one of the significant components
[36] of Android apps, the Provider is an indispensable data
storage method for sharing information between different
apps. Provider features are often applied to manage informa-
tion transmission between multi-apps, such as sharing con-
tact between different apps. Specifically, the Content Provider
serves a public URI as a unique mark to tag resources, and
then other apps access or even delete information through the
entrance. The default value of “android: exported” for Con-
tent Providers is set to “True” when the API Level is below 17.
This default configuration inadvertently provides a hidden
entry point for malicious attackers, putting end-users at risk
of arbitrary data access, SQL injection, and directory traversal
attacks. The Provider acts a fine complementary role in
resource control, especially in cross-application resource
access. Man-in-the-middle attack (MITM) refers to the inter-
ception or even malicious tampering of normal network com-
munication data without the awareness of both parties.
MITM is closely related to the Provider that manages the
communication between apps. Therefore, we extract and ana-
lyze Provider features. We draw support from statistical
methods to further estimate the rationality and effectiveness
of extracting Provider. We counted the Provider with the top
10 occurrence frequencies on our all-malicious apps. The
results show that half of the Providers were prefixed with

“com.mobile.Indiapp.” This prefix points to a resourceful
third-party app store, named 9apps, which has an average
daily circulation of more than 26 million. The 9apps is not
a malicious site. However, the website VirusTotal [38] was
applied to ergodic the domain of the store, and huge viruses
were found in the domain. Besides, malicious developers [39]
prefer to name components with similar confusing names to
trick end-users into installing or avoiding detection. For
instance, the high-frequency Provider named “com.qihoo.
util. CommonProvider” in our dataset misleads end-users
through the tag of “Qihoo” disguised as Qihoo 360" apps.
This instance further indicates that it is beneficial to identify
malware by analyzing Providers.

3.2. Feature Filtering and Selection. Given the huge number
of features extracted and the sparse dataset, we perform a
dimensionality reduction operation via AE to eliminate
redundant features and reduce the load on subsequent fea-
ture learning. As shown in Figure 2, AE consists of an
encoder and a decoder. The encoder is responsible for map-
ping the input data x into a hidden layer h. The decoder
maps the representation of the latent space back to the space
of the original data, reconstructing the input data as much as
possible. For the input x, the encoding and decoding process
is shown in Equations (1) and (2).

h(x) =f(Wx + b), (1)
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FIGURE 2: The architecture of an auto-encoder.
x=f'(W'h(x) +?), (2)

where f and f’ are sigmoid function, W and W’ denote the
weight of the encoder and decoder, respectively, b and b/
represent the bias of the encoder and decoder, respectively.
The loss function of the AE is shown in Equation (3).

1
L=-—
M

=

—

3 sdogt + (1. )log1 -5 (2

where M denotes the total number of samples input into the
AE method, and N means the feature dimension of each
sample. x;; means the jth component of the ith observation.

After the AE method, we reserve 147 permissions and
253 Providers. There is a unified naming rule for permission
features. Therefore, after the AE operation, we retained all
147 extracted permission features for further study. Due to
the lack of official naming rules, the dimensionality of the
Provider was reduced by more than 90%. Compared with the
Provider features before filtering, the filtered features based
on multiple evaluation indicators still have advantages.

To adapt the extracted features to the input of our ensem-
ble network, an adaptive vector dimension transformation
mechanism is designed. Specifically, the input dimension
(X,Y,1) is converted into (X, VY NY ), where X represents
the number of samples, and Y is the number of features cor-
responding to each sample. To ensure that /Y is an integer, a
common operation is to fill 0 columns at the end or reduce the
number of columns. Reducing the number of columns will
cause the loss and defect of the relationship of the original
features. Therefore, we adapt the dimensions by adding 0
columns.

3.3. Ensemble Multi-CNN Modeling and Classification. As
a feature extractor or classifier, CNN has made excellent
achievements in object detection [12, 13] and anomaly detec-
tion [14, 15]. Many excellent CNNs have been introduced
into malware detection models, including ResNet [40] and
SENet [41]. ResNet tackles deteriorated learning perfor-
mance by leveraging residual connectivity, enabling the net-
work to learn identity mappings. SENet is a milestone in the
field of CNN, which won the championship of the ILSVRC
classification competition in 2017. The Squeeze and Extraction
(SE) block in the SENet enables the network to have the
capability to adaptively calibrate features, that is, selectively
identify features with strong identifications and suppress
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features with weak discriminations. Recent CNN-based
methods relied on improving the internal architecture of
the network to efficiently detect malware. A single network
poses the potential risk of achieving suboptimal results.
Ensemble modeling, which uses multiple networks to learn
the hidden patterns from the raw input features, provides a
new solution to solve this issue. In this paper, inspired by the
success of ensemble modeling and CNN, we propose an
ensemble network utilizing multiple base models, including
SENet, ResNet, and evolutionary CNN SEResNet, to enhance
the overall accuracy rate. The structure of the ensemble
network is shown in Figure 3.

ResNet, as part of our ensemble network, has a residual
structure at its core. The residual structure ensures that the
performance of the deep network is not inferior to a rela-
tively shallow network, as shown in Equation (4).

H(X) = F(x.{W:}) + x, (4)

where F(x, {W,}) is residual mapping, F = W,o(Wx) and
o is ReLU, while W, and W, represent two weight layers,
respectively.

SENet is another important part of our ensemble network.
The SE block is an important part of SENet and consists of
two parts: Squeeze and Exception. As shown in Figure 3, the
F,, is responsible for transforming the input feature map X to
a squeezed feature vector U, following Equation (5). The
Squeeze block, depicted in Figure 3, transforms the input
feature using Convolution, Batch Normalization, and ReLU,
as described in Equation (6). The Squeeze block mainly uti-
lizes Global Average Pooling to generate channel-wise statis-
tics, capturing important information from each channel.
Another important component, the Excitation operation,
denoted in Equation (7), aims to further capture channel
correlation. By combining the Squeeze block and the Excita-
tion operation, the SE block in SENet adaptively calibrates
features and enhances discrimination. The final output result
is shown in Equation (8).

J

W:%Mzgﬁdﬁ (5)
26 = Fg(ue) = ; 2 ucl). (6)
S = Fex(z, W) = o(g(z.W)) = s(W25(W1z2)). ()
K= Fugeluc,sc) = s (8)

In Equation (5), “«” represents convolution, “Vz” denotes
the parameters of the cth filter, and V3 is a 1D convolutional
kernel. In Equation (7), 6 is ReLU, W, and W, represent the
weights of two fully connected layers. The F,_,. in Equation (8)
represents channel-wise multiplication.

By integrating the SE module and the residual connec-
tions, we design SEResNet, which aims to improve the detec-
tion of Android malware by effectively calibrating features
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FiGURe 3: The structure of our ensemble network.

and leveraging the learning performance of ResNet. We learn
permission and Provider features latent associations jointly
by three parallel base models (SENet, ResNet, and SEResNet)
and feed the learning results into a fully connected neuron
layer for final classification.

4. Experiment Evaluation

To estimate the effectiveness of MFEMDroid, we conduct
multigroup experiments on real-world samples. The effec-
tiveness of the AE module is verified in the first group exper-
iment using two types of features (namely, the raw Provider
and the filtered Provider). The second group experiment
evaluates the performance to characterize the malware with
semantically rich multitype features using three categories of
characteristics (i.e., Provider, permission, and combination
features). The final set of experiments verifies the perfor-
mance of the proposed network and compares it with the
traditional single network, confirming that our ensemble net-
work can fully exploit the potential associations among fea-
tures. The dataset utilized in these experiments is described in
Section 4.1.

4.1. Dataset Collection. To discover the hidden patterns of
malware [42], we analyze the behavior of malicious and
benign Android apps in the real world. Self-collection of
samples rather than obtaining samples from current main-
stream datasets (such as Drebin [43], DCL [44], etc.) mainly
takes into account the following common issues: first, the
raw sample is not published, which leads to the study scope
focusing only on the existing published features, and main-
stream dataset samples are generally outmoded. Therefore,

we obtained real-world apps from the official market Google
Play Store and the authoritative malicious sample-sharing
website VirusShare to form a preliminary sample set. Com-
pared with the third-party app market with uneven quality,
Google Play Store provides strict security verification for all
uploaded APKs [41]. Therefore, we merely consider samples
from the official market Google Play Store. For the samples
obtained from the Google Play Store, we selected VirusTool
(a detection website integrating more than 70 antivirus scan-
ners) [38] to traverse one by one, and finally, 8,981 samples
passed the detection successfully. Owing to some apps down-
loaded from VirusShare failing to decompile, our dataset
eventually consisted of 7,896 malicious samples and 8,981
benign ones. It is worth noting that the corresponding label
of malicious apps is “1”, and the value of ”0” represents the
benign samples.

4.2. Evaluation Criteria. In this section, we systematically intro-
duce the evaluation criteria used in comprehensive experiments
to evaluate the performance of the proposed Android malware
detection model. The common evaluation criteria, including
Accuracy, Precision, Recall, F1-score (F1), and Matthews cor-
relation coefficient (Mcc), are shown as follows:

TP +TN

A - , 9
CURAY = Tp L TN + FN + EP )

Precision — — (10)
reClSlOn—TP+FP,

TP
Recall = —— 1
T IPrTN (1)
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TaBLE 2: Results based on ensemble network and different providers.

Feature Accuracy (%) Precision (%)

Recall (%) F1-score (%) Mcc (%)

67.21
67.73

Provider 75.41
Provider(AE) 76.42

55.82
58.20

78.56
79.38

94.53
95.87

Bold values signify the best results.

F1 5% Precision X Recall (12)
-score = _—
Precision + Recall

TP x TN — FP x FN
/(TP + FN) X (TN + FP) x (TP + FP) x (TN + FN)

(13)

Mcc =

where TP is the number of malicious samples properly pre-
dicted, FP represents the number of benign apps incorrectly
predicted, TN represents the number of benign apps cor-
rectly predicted, and FN is the number of malicious samples
incorrectly predicted.

Fl-score is determined by both Accuracy and Recall;
hence, it can judge the performance of the model more sci-
entifically. Mcc comprehensively considers TP, TN, FN, and
FP, which are also relatively balanced indicators. To compre-
hensively evaluate the experimental results, the Auc is also
introduced, which represents the area under the ROC curve.

4.3. Performance Evaluation. In this section, we conducted
several groups of experiments under the same parameter
settings to evaluate the effectiveness of the malware detection
framework MFEMDroid. The relevant hyperparameters are
set as follows: Adam Optimizer uses the default, the activa-
tion function is ReLU, batch_size is 200, and the number of
iterations is 100. Our ensemble network uses Dropout to
prevent over-fitting, setting a value of 0.1. We strictly follow
the protocol of fivefold cross-validation in all experiments to
obtain stable and convincing experimental results.

The aim of the first group of experiments is to evaluate the
effectiveness of AE utilizing two different features (i.e., the raw
Provider and the filtered Provider). Through the AE mecha-
nism, 3,978 Providers are filtered into 253 features. We gen-
erate a feature set named Provider(AE) based on the reserved
features. Our proposed network was selected to conduct fea-
ture learning on Provider and Provider(AE), respectively, and
the relevant experimental results are presented in Table 2. We
notice that compared with the raw Provider, the experiment
based on the proposed Provider(AE) increases the Accuracy
by 1.01%, Precision by 0.52%, Recall by 1.34%, F1-score by
0.82%, and Mcc by 2.38%.

The experimental results presented in Table 2 show that
the Provider or Provider(AE)-based model performs medio-
crely on most indicators. The Provider generally serves
merely as an intermediary for the attack rather than being
directly involved in the potentially malicious activities of the
app. This is the main reason for the poor performance of
models based on single-Provider features. Poor precision
metric refers to the large number of benign apps that are
incorrectly classified as malware. This can be attributed to
the fact that some benign apps share similar Providers with
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FiGure 4: The ROC curves achieved by ensemble network on the
Permission, Provider(AE), and PEPR.

malicious apps, leading to misclassification. Therefore, we
consider the joint analysis of the Provider with the permis-
sion features that are directly involved in the interaction with
the malicious behavior.

To verify the characterization ability of features extracted
under the multitype feature idea, we compare each compo-
nent by ablation study. We use our proposed ensemble net-
work to learn the hybrid features PEPR (the combination
of Permission or Provider(AE)) and its single component
Permission or Provider(AE). To visually demonstrate the
performance-mentioned models, the average ROC curves
are shown in Figure 4. The area under the ROC curve is
positively correlated with the model performance. Figure 4
preliminarily presents the effectiveness of PEPR features for
improving malware detection performance. Meanwhile, we
found that the detection performance of a model based on
a single Provider was significantly weaker than that of a
model based on permissions or a combination of both.
This is because while both Providers and permissions are
relevant to information security, permission-based features
are often more informative and directly related to the
potential risks and malicious activity an app may exhibit
in a malware detection task. In Figure 4, the red curve
representing the PEPR-based model has a markedly larger
area under the curve than the blue curve referring to the
Permission-based model. This confirms that Providers can
be better combined with permissions for joint analysis.
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TasLE 3: Results of a single feature or hybrid feature based on our ensemble network.

Feature selection Accuracy (%) Precision (%) Recall (%) F1-score (%) Mcc (%)

Provider(AE) 76.42 67.73 95.87 79.38 58.20

Permission 93.66 95.15 90.87 92.97 87.28

PEPR 95.38 95.78 94.47 95.12 90.74

Bold values signify the best results.

TABLE 4: Results based on different networks or classifiers.

Network Accuracy (%) Precision (%) Recall (%) Fl-score (%) Mcc (%) Training time (min)
KNN 92.31 96.28 86.96 91.37 84.84 —
DT 93.05 93.61 91.40 92.49 86.05 —
SVM 92.20 93.27 89.84 91.51 84.37 —
ResNet 93.99 94.74 92.28 93.50 87.93 0.46
SENet 94.57 95.02 93.28 94.14 89.09 0.44
SEResNet 95.20 96.65 93.16 94.87 90.42 0.45
MFEMDroid 95.38 95.78 94.47 95.12 90.74 3.79

Bold values signify the best results.

Extensive qualitative experimental results are shown in
Table 3. From Table 3, we can notice that our hybrid feature,
PEPR, is more effective than the single feature. Compared
with the Provider(AE), our model MFEMDroid based on
PEPR has significantly improved the performance on most
evaluation indicators. In addition, compared with Permis-
sion, another momentous component of PEPR, our model
MFEMDroid increased the Accuracy by 1.72%, Precision by
0.63%, Recall by 3.60%, F1-score by 2.15%, and Mcc by 3.46%.
Therefore, these results show that MFEMDroid is effective in
malware detection and works as a multiperspective represen-
tation of samples by hybrid features. Furthermore, Table 3
confirms the effectiveness of permissions in detecting malware.

To verify that the use of ensemble modeling is necessary
for the detection performance improvement, we compare it
with the classical machine learning method and individual
DL algorithm. The proposed ensemble network’s effective-
ness is verified by feeding the same hybrid features, consist-
ing of permissions and Providers, to different networks. The
relevant parameters are set as follows: the value of k in the K-
nearest neighbor (KNN) is 2, and the kernel in the support
vector machine (SVM) is linear. The default values for the
sklearn libraries are used for the rest of the parameters in
KNN, DT, and SVM. Resnet, SENet, and SEResNet each
consist of two convolutional blocks. The convolutional layers
in blockl have 3 kernels of size 64 each, while block2 has 3
kernels of size 128 each. SENet and SEResNet both use a
reduction parameter of 16.

The results are shown in Table 4. The second and third
rows of Table 4 show the experimental results based on
KNN, DT, SVM, ResNet, SENet, and SEResNet, respectively.
The experimental results demonstrate that our ensemble net-
work characterizes malicious samples more accurately than
KNN, SVM, DT, ResNet, SENet, and SEResNet. The above
experiment results verified the efficacy of the ensemble model-
ing in enhancing the overall performance of the model. Addi-
tionally, we analyzed the training time for different algorithms

on our real-sample dataset. Table 4 illustrates that while our
ensemble network incurs greater time overhead than a single
model, it is still viable to sacrifice a certain amount of time
overhead to enhance detection performance.

4.4. Comparison to State-of-the-Arts. To further evaluate the
effectiveness and generality of the proposed model, we con-
ducted three groups of comparative experiments to verify the
detection capability of the proposed model. We compare
with the frontier representative research work based on
machine learning and the DL model, respectively. All com-
parative experiments are also conducted based on our col-
lected dataset, and the relevant parameter configuration is set
strictly according to the original author’s paper. The fivefold
cross-validation scheme is also applied to all experiments.
Table 5 shows extensive experiment results of our model
and a comparison with the state-of-the-art models.

Arslan et al. [25] proposed a malware detection model
KNN-P based on static feature Permission, which makes use
of the classical machine learning method KNN as a classifier
and achieves optimal performance under the condition of
k=2. The remaining KNN parameters utilize the default
values of the sklearn library. The experimental results are
shown in the first row of Table 5. It is worth mentioning
that the Accuracy, Recall, F1-score, and Mcc of MFEMDroid
are 5.26%, 5.58%, 2.85%, and 11.65% higher, respectively,
compared to the KNN-P model. It confirms that the pro-
posed malware detection model MFEMDroid performs bet-
ter than KNN-P, no matter both in terms of Accuracy,
Recall, F1-score, and Mcc. While our model’s precision met-
ric falls slightly short of that of KNN-P, the comprehensive
evaluation metrics of Mcc and Fl-score indicate significant
improvement.

Ganesh et al. [10] designed the model LeNet-P to research
the permission features based on the LeNet. The parameter in
LeNet is based on standard LeNet-5 architecture. Different
from the 138 permission features mentioned in the original
author’s paper, 147 permissions were extracted from the
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TasLe 5: Comparison with other detection models.

Model Accuracy (%) Precision (%) Recall (%) F1-score (%) Mcc (%)

KNN-P [25] 90.12 95.95 88.89 92.27 79.09

LeNet-P [10] 93.38 95.28 90.31 92.73 86.76

SigPID [45] 89.32 93.81 82.64 87.87 78.91

MFEMDroid 95.38 95.78 94.47 95.12 90.74

Bold values signify the best results.

reproduction experiment. The reason for choosing to extract
more permissions is that our samples are more novel. To
adapt the input dimension of LeNet, we fill in 0 columns and
convert the dimension to 13 X 13. The experimental results are
shown in Table 5. We can see that our model has achieved
significant performance improvement in the mainstream eval-
uation indicators. It is worth mentioning that, especially in the
comprehensive evaluation index Mcc, our improvement has
reached 3.98%.

Li et al. [45] presented a malicious software detection
system, SigPID, which calculates and filters important per-
mission features through multi-level pruning. First, the per-
missions are filtered with permission ranking with a negative
rate, and 78 permissions are retained. After the second
support-based permission ranking operation, 36 permissions
are reserved, and then the last association rule based on
Apriori [46] is performed to eliminate redundant permis-
sions. Finally, 35 permissions are retained and trained by
SVM. The relevant parameters in SVM use the default values
from the sklearn library. The relevant experimental results are
shown in the third row of Table 5. Compared with SigPID,
our proposed model MFEMDroid obtains superior perfor-
mance on the basis of five popular evaluation indicators.

The comparison work presented in Table 5 (i.e., KNN-P,
LeNet-P, and SigPID) is all related to permissions. The
results of these comparative experiments demonstrate that
permissions consistently play a crucial role in malware detec-
tion. Our proposed model achieves superior results by
emphasizing Provider features in addition to permissions,
which effectively compensates for the lack of supervision of
permissions for inter-application resource access scenarios.
Additionally, the improved performance of the proposed
model MFEMDroid can be attributed to our customized
network. Our ensemble network has the ability to explore
more internal corrections among multitype features from mul-
tiple perspectives. Considering the above comparative experi-
ments, the contribution of the proposed model MFEMDroid
based on hybrid feature PEPR and ensemble modeling in mal-
ware detection is further verified.

5. Conclusion

In this paper, we proposed a novel malware detection frame-
work MFEMDroid. The multitype feature extraction method
is one of its essential elements. We introduced a novel mal-
ware detection method by combining the permissions and
Providers with inherent relations to reflect the hidden pat-
terns of malware. To reduce the overhead of feature learning,
we employ an autoencoder for feature dimensionality

reduction. The ensemble modeling is another essential compo-
nent. We utilize an ensemble network based on SENet, ResNet,
and SEResNet to explore more internal relationships between
multitype features from different perspectives, thereby improv-
ing the model detection capability. In the experiment, the
Accuracy, Precision, Recall, F1-score, and Mcc of the model’s
detection results are 95.38%, 95.78%, 94.47%, 95.12%, and
90.74%, respectively. The results of comprehensive experi-
ments and analysis show that the MFEMDroid outperforms
the single feature type-based and individual network-based
detection models. Comparison with state-of-the-art malware
detection research works further verifies the effectiveness of
our framework in malware detection. In the future, we will
concentrate on the combinations of more static features to
obtain more efficient malware detection.
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