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Differential-linear (DL) cryptanalysis is an important cryptanalytic method in cryptography and has received extensive attention
from the cryptography community since its proposal by Langford and Hellman in 1994. At CT-RSA 2023, Bellini et al. introduced
continuous difference propagations of XOR, rotation, and modulo-addition operations and proposed a fully automatic method
using Mixed-Integer Linear Programing (MILP) and Mixed-Integer Quadratic Constraint Programing (MIQCP) techniques to
search for DL distinguishers of Addition-Rotation-XOR (ARX) ciphers. In this paper, we propose continuous difference propaga-
tion of AND operation and construct an MILP/MIQCP-based fully automatic model of searching for DL distinguishers of SIMON-
like ciphers. We apply the fully automatic model to all versions of SIMON and SIMECK. As a result, for SIMON, we find 13 and
14-round DL distinguishers of SIMON32, 15, 16, and 17-round DL distinguishers of SIMON48, 20-round DL distinguishers of
SIMON64, 25 and 26-round DL distinguishers of SIMON96, 31 and 32-round DL distinguishers of SIMON128. For SIMECK, we
find 14-round DL distinguishers of SIMECK32, 17 and 18-round DL distinguishers of SIMECK48, 22, 23, 24, and 25-round DL
distinguishers of SIMECK64. As far as we know, our results are currently the best.

1. Introduction

In 1994, Langford and Hellman [1] proposed differential-
linear (DL) cryptanalysis based on differential cryptanalysis
introduced by Biham and Shamir [2] and linear cryptanalysis
introduced by Matsui [3]. An entire cipher E can be decom-
posed as a cascade E¼ E2 ∘ E1, a differential distinguisher
and a linear distinguisher are applied to sub ciphers E1 and
E2, respectively. Assume that the differential Δin →

E1 Δm holds
with probability p, the linear approximation Γm →

E2 Γout is
satisfied with correlation q. Under the assumption that E1
and E2 are independent, the correlation of the DL distin-
guisher is pq2. Figure 1 shows the overview of the DL distin-
guisher. DL cryptanalysis has attracted a lot of researches
since its introduction.

In 2017, Blondeau et al. [4] developed a concise theory of
DL cryptanalysis and gave a close estimate of the bias under
the sole assumption that the two parts of the cipher are
independent. They also revisited the previous methods of
estimating DL bias proposed by Biham et al. [5].

At EUROCRYPT 2019, Bar-On et al. [6] took the effects of
dependency between the two sub ciphersE1 andE2 into account,
then proposed the differential-linear connectivity table (DLCT).
Here, the cipher E can be divided into three subciphers E1, Em,
and E2, namely, E¼ E2 ∘ Em ∘ E1, where the correlation r of Em
is experimentally evaluated. Thus, the correlation of the DL
distinguisher can be estimated as prq2. The overall framework
of the DL distinguisher is depicted in Figure 2.

At EUROCRYPT 2021, Liu et al. [7] generalized the tech-
nique proposed by Morawiecki et al. [8] and proposed a prac-
tical method for estimating the bias of (rotational) DL
distinguishers for Addition-Rotation-XOR (ARX) ciphers in
the special case where the output linear mask is a unit vector.
Subsequently, at CRYPTO 2022, Niu et al. [9] computed the
(rotational) DL correlation of modulo additions for arbitrary
output linear masks, based on which a technique for evaluating
the (rotational) DL correlation of ARX ciphers was derived.

At CRYPTO 2021, Liu et al. [10] re-investigated the basic
principles and methods of DL cryptanalysis from an algebraic
perspective and proposed the algebraic transitional forms
(ATF) technique to estimate the DL bias of non-ARX ciphers.
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Note that it does not require any assumptions in theory for
the estimation of bias from the algebraic perspective. For
more researches and applications of DL cryptanalysis,
see [11–14].

However, there is no effective method that can automat-
ically search for good DL distinguishers in the above
researches on DL cryptanalysis. At CT-RSA 2023, Bellini
et al. [15] presented a fully automatic method of searching
for DL distinguishers for ARX ciphers by using Mixed-
Integer Linear Programing (MILP) and Mixed-Integer Qua-
dratic Constraint Programing (MIQCP) techniques. They
improved the correlations of the best 9 and 10-round DL
distinguishers on Speck32/64. Also, it is the first time a DL
distinguisher reached 11 rounds for Speck32/64.

In this paper, we will explore how to fully automatically
search for DL distinguishers for SIMON-like ciphers by
using MILP and MIQCP techniques.

1.1. Related Works. There are various papers published on
the cryptanalysis of SIMON-like ciphers [16–24]. Especially,
there are many different techniques and automatic tools in
the literature for finding differential, linear distinguishers on
SIMON-like ciphers. In 2015, Sun et al. [18] constructed
mixed-integer programing models whose feasible region is
exactly the set of all valid differential characteristics of
SIMON. In 2015, Abed et al. [16] stated an algorithm for
the calculation of the differential probabilities but without
further explanation. Kölbl et al. [20] derived efficiently
computable and easily implementable expressions for the
exact differential and linear behavior of SIMON-like round
functions. Moreover, they used those expressions for a
computer-aided approach based on Boolean satisfiability
problem or satisfiability modulo theories (SAT/SMT) solvers
to find both optimal differential and linear characteristics for
SIMON. In 2021, Sun et al. [22] put forward a new encoding
method to convert Matsui’s bounding conditions into Boolean
formulas and integrated the bounding conditions into the SAT
method, which accelerated the search for differential and linear
characteristics for SIMON-like ciphers.

For finding DL distinguishers for SIMON-like ciphers, in
2018, Chen et al. [23] constructed a 13-round DL distin-
guisher with bias 2−30:36 and presented key recovery attacks
on 17-round and 18-round SIMON32, respectively. However,
Hu et al. [24] pointed there are some problems in the calcula-
tion process of this method. In 2022, Hu et al. [24] con-
structed 13-round DL distinguishers for SIMON32 and
SIMON48, respectively, and showed 16-round key recovery
attacks on SIMON32 and SIMON48, respectively.

Note that there are no relevant researches on searching
for DL distinguishers of SIMECK and larger instances of
SIMON (SIMON64, SIMON96, SIMON128), and there is
no effective method that can automatically search for good
DL distinguishers for SIMON-like ciphers. This paper will
intend to fill this vacancy.

1.2. Our Contribution. The new MILP/MIQCP model to find
DLdistinguishers for ARX cipherswas given byBellini et al. [15],
but the MILP/MIQCP techniques could not be applied to
SIMON-like ciphers. Inspired by this, we propose continuous
difference propagation of AND operation for the first time.
Therefore, we construct an MILP/MIQCP model to fully auto-
matically search for DL distinguishers for SIMON-like ciphers.
Recall that we have three parts in the DL distinguisher with
improved structure, including the differential part (top part),
the DL part (middle part), and the linear part (bottom part),
sowe need to consider themodels of these three parts, separately.

Firstly, according to efficient computation for the exact
differential behavior of SIMON-like round functions [20],
we construct the differential model of SIMON-like ciphers
by using MILP techniques. For the linear part, we consider
the AND operation in the round function as independent S-
boxes, then exploit the model-generating method for S-boxes
to complete the formation of the linear MILP model.

Secondly, we propose continuous difference propagation
of the AND operation, then model the DL part (middle part)
of SIMON-like ciphers. So, we obtain the MILP/MIQCP-
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FIGURE 1: A classical structure of DL distinguisher.
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FIGURE 2: An improved structure of DL distinguisher.
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based fully automatic model to search for DL distinguishers of
SIMON-like ciphers.

Finally, to illustrate the effectiveness of our fully auto-
matic model, we apply it to search for DL distinguishers of all
versions of SIMON and SIMECK and verify experimentally
the correlations of our DL distinguishers. To the best of our
knowledge, it is the first time that DL distinguishers of all
versions of SIMON and SIMECK have been found. Com-
pared to previous DL distinguishers, for SIMON32 and
SIMON48, our distinguishers have increased by 1 and 4
rounds, respectively. For SIMON64, SIMON96, SIMON128,
and all versions of SIMECK, it is the first time that the DL
distinguishers have been found. As far as we know, our DL
distinguishers are currently the best for SIMON and
SIMECK. Our results are given in Table 1.

1.3. Outline. The rest of this paper is organized as follows: In
Section 2, we introduce notations and preliminaries used in
this paper. In Section 3, we propose a fully automatic model to
find DL distinguishers for SIMON-like ciphers. In Section 4,
the fully automatic model is applied to all versions of SIMON
and SIMECK, and all improved results are experimentally
verified. We conclude this paper with some open problems
in Section 5.

2. Notations and Preliminaries

In this paper, we will use the following notations. Let x¼ x0;ð
…; xn−1Þ; y¼ y0;ð …; yn−1Þ 2Fn

2 , we denote by xi the i-th bit
of x. The bitwise XOR operation of x and y is denoted as
x ⊕ y. The bitwise AND operation of x and y is denoted as
x ⊙ y. x⋘ t denotes rotation of x by t bits to the left. B

denotes the set of real numbers between 1 and − 1, namely,
− 1≤B≤ 1. R denotes the real number domain. Xi

L and Xi
R

denote left half and right half of the i-th round input,
respectively.

MILP is a kind of programing problem of optimizing
(minimizing or maximizing) a linear objective function
f x1;ð x2;…; xnÞ. The objective function and constraints are
linear, and all or some of the decision variables xi; 1≤ i≤ n in
the problem are restricted to be integers. For example, an
MILP model is as follows, consisting of three parts: objective
function, constraints, and variables.

maximize

x1 þ x2 þ 2x3
subject to

x1 þ x2 ≥ 1

x1 þ 2x2 þ 3x3 ≤ 4

binary x1; x2; x3:

ð1Þ

MIQCP is a class of programing problems that optimize
an objective function (quadratic or linear) given a set of
quadratic constraints. The constraints can be inequalities
or equations. When we want to invoke the Gurobi optimizer
to solve a question, we need to translate the question into the
form of MILP/MIQP problem.

Lemma 1. [3] (Piling-up Lemma). Let Z0;…;Zm−1 be m inde-
pendent binary random variables with Pr Zi ¼½ 0� ¼ pi. Then
we have that

TABLE 1: The DL distinguishers for round-reduced SIMON and SIMECK.

Cipher Round Theoretical correlation Experimental correlation References

SIMON32 13 2−12 2−11:45 [24]
13 2−16:63 2−11:19 This work
14 2−18:63 2−14:83

a
This work

SIMON48 13 2−20 − [24]
15 2−20:19 2−16:41

a
This work

16 2−22:66 2−18:33
a

This work
17 2−24:66 2−20:39

a
This work

SIMON64 20 2−34:58 2−28:64
a

This work
SIMON96 25 2−46:66 2−42:46

a
This work

26 2−50:66 2−45:69
a

This work
SIMON128 31 2−62:70 2−58:78

a
This work

32 2−66:70 2−63:99
a

This work
SIMECK32 14 2−16:63 2−15:57

a
This work

SIMECK48 17 2−22:37 2−15:43
a

This work
18 2−24:75 2−17:88

a
This work

SIMECK64 22 2−32:90 2−24:59
a

This work
23 2−36:13 2−25:45

a
This work

24 2−38:13 2−27:17
a

This work
25 2−41:04 2−29:65

a
This work

Note: aDue to the complexity of the data, the experimental correlation refers to the segmented experimental validation of theoretical correlation. For more
details, see Section 4 and the Appendix.
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Pr Z0⊕ ⋅⋅⋅ ⊕Zm−1 ¼ 0½ � ¼ 1
2
þ 2m−1 ∏

m−1

i¼0
pi −

1
2

� �
; ð2Þ

or alternatively, 2Pr Z0⊕ ⋅⋅⋅ ⊕Zm−1 ¼½ 0�− 1¼∏m−1
i¼0 2pi −ð 1Þ:

Proposition 1. [7] Let a; b; a0, and b0 be n-bit strings with
Pr ai−t ≠ a0i½ � ¼ pi and Pr bi−t ≠ b0i½ � ¼ qi. Then

Pr a⊙ bð Þi−t ≠ a0 ⊙ b0ð Þi½ � ¼ 1
2

pi þ qi − piqið Þ: ð3Þ

According to Proposition 1, it’s easy to obtain Corollary 1.

Corollary 1. Let x; y; x0, and y0 2F2, if Pr x ≠ x0½ � ¼ p1;
Pr y ≠ y0½ � ¼ p2, then

Pr x ⊙ y ≠ x0 ⊙ y0½ � ¼ 1
2

p1 þ p2 − p1p2ð Þ: ð4Þ

2.1. Description of SIMON-Like Ciphers. SIMON is a family
of lightweight block ciphers designed by the US National
Security Agency. There are 10 versions of SIMON. The
SIMON block cipher with an n-bit word (a 2n-bit block) is
denoted as SIMON 2n, where n is required to be 16, 24, 32,
48, or 64. SIMON 2n with an m-word (mn-bit) key is
referred to as SIMON2n=mn, where m¼ 2; 3; 4. For
example, SIMON32/64 refers to the version of SIMON
acting on 32-bit plaintext blocks and using a 64-bit key.
All versions of SIMON use similar round functions. The
round function of SIMON is depicted in Figure 3.

Let the input of i-th round be Xi
L;ð Xi

RÞ, so the i-th round
function is described in the following:

Xiþ1
L ¼ Xi

R ⊕ F Xi
Lð Þ ⊕ Ki

Xiþ1
R ¼ Xi

L

(
; ð5Þ

where

F xð Þ ¼ x⋘ að Þ⊙ x⋘ bð Þð Þ ⊕ x⋘ cð Þ; a¼ 1;
b¼ 8; c¼ 2:

ð6Þ

The key scheduling of SIMON depends on the size of the
master key. For a detailed description of SIMON, please refer
to the study of Beaulieu et al. [25].

SIMECK is a new family of lightweight block ciphers that
combines the good design components from both SIMON
and SPECK. There are three versions of SIMECK, namely
SIMECK32/64, SIMECK48/96, and SIMECK64/128. The
round function of SIMECK is similar to SIMON, but the
rotation constants are different, namely, a¼ 0, b¼ 5, and
c¼ 1. For a detailed description of SIMECK, please refer to
the study of Yang et al. [26].

2.2. Continuous Difference Propagation. Coutinho et al. [27]
proposed a new technique called Continuous Diffusion Anal-
ysis (CDA), which allows them to generalize cryptographic
algorithms by transforming bits into probabilities or correla-
tions. They presented continuous generalizations of some
cryptographic operations (such as the XOR, additionmodulo,
S-box, etc.) and expressed bits as probabilities or correlations.
For example, for the XOR operation a¼ b1 ⊕ b2, where b1;
b2 2F2 are independent random variables. a is equal to 1
either when b1 ¼ 0 and b2 ¼ 1 or when b1 ¼ 1 and b2 ¼ 0. Let
Pr a¼½ 1� ¼ p3, Pr b1 ¼½ 1� ¼ p1, and Pr b2 ¼½ 1� ¼ p2. There-
fore, p3 ¼ 1−ð p1Þ× p2 þ p1 × 1−ð p2Þ. Expressing p1, p2, and
p3 as functions of their correlations ϵp1 , ϵp2 , ϵp3 2B¼ x2f
R : − 1≤ x≤ 1g, they defined the continuous generalization
of XOR operation as ϵp1 ⊕cϵp2 ¼ ϵp3 ¼ − ϵp1ϵp2 .

Inspired by Coutinho’s idea, Bellini et al. [15] constructed
continuous functions for the difference propagation of ARX
operations. For instance, assume a;ð bÞ and a0;ð b0Þ are two
pairs of inputs of ⊕ , Pr Δa¼½ 1� ¼ Pr a ⊕ a0 ¼½ 1� ¼ p,
Pr Δb¼½ 1� ¼ Pr b ⊕ b0 ¼½ 1� ¼ q. Therefore, Pr Δa ⊕ Δb¼½
1� ¼ p 1−ð qÞþ 1−ð pÞq. Expressing p, q as functions of their
correlations ϵp, ϵq, they defined the continuous difference
propagation for ⊕ as − ϵpϵq. Also, they defined more for-
mally continuous difference propagation in Definition 1.

Definition 1. [15] Let f x1;ð x2;…; xnÞ be a function with input
variables belonging to Fn

2 , and with output in Fm
2 , the con-

tinuous difference propagation of f , denoted as fCΔ α1;ð α2;
…; αnÞ, is a function that maps input variables from Bn to
Bm, and describes the correlation between an input differ-
ence for f and each bit of its output difference. The exact
form of the function fCΔ α1;ð α2;…; αnÞ will depend on the
specific properties of the function f .

According to this definition, they obtained some propo-
sitions describing continuous difference propagations for

Ki
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FIGURE 3: Round function of SIMON.
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ARX operations. The continuous difference propagations of
XOR, left and right rotation are as follows:

Proposition 2. [15] (Continuous difference propagation of
XOR). Let x; y2B, then the continuous difference propaga-
tion of XOR is given by x⊕CΔy¼ − xy.

Proposition 3. [15] (Continuous difference propagation of
Left and Right Rotation). Let x¼ x0;ð …; xn−1Þ 2Bn and
r 2Z such that 0≤ r≤ n− 1, then the continuous difference
propagation of the rotation to the left, and to the right, by r,
respectively, is given by the following:

x0;…; xn−1ð Þ⋘CΔ;r ¼ xr;…; xn−1ð Þ; x0;…; xr−1ð Þ; ð7Þ

x0;…; xn−1ð Þ⋙CΔ;r ¼ xn−r;…; xn−1ð Þ; x0;…; xn−1−rð Þ:
ð8Þ

3. Fully Automatic Model of Finding DL
Distinguishers with MILP/MIQCP

We use MILP/MIQCP techniques to model the entire DL
distinguishers. Recall that the DL distinguisher with
improved structure consists of three parts, namely, the dif-
ferential part (top part), the DL part (middle part), and the
linear part (bottom part). Therefore, we need to model these
three parts, respectively.

3.1. Differential MILP Model of SIMON-Like Ciphers. Kölbl
et al. [20] derived efficiently computable and easily imple-
mentable expressions for the exact differential of SIMON-
like round functions, see Theorem 1.

Theorem 1. [20] Let f xð Þ¼ x⋘ að Þ⊙ x⋘ bð Þ⊕ x⋘ cð Þ,
and α and β be an input and an output difference, where
gcd n;ð a− bÞ¼ 1, n even, and a>b. Then with

varibits¼ α⋘ að Þ ∨ α⋘ bð Þ; ð9Þ

and

doublebits¼ α⋘ bð Þ⊙ α⋘ að Þ ⊙ α⋘ 2a − bð Þð Þ;
ð10Þ

and

γ ¼ β ⊕ α⋘ cð Þ; ð11Þ

we have that the probability that difference α goes to difference
β is as follows:

Pr α→ βð Þ ¼

2−nþ1 ifα¼ 1 andwt γð Þ ≡ 0 mod 2

2−wt varibits ⊕ doublebitsð Þ ifα ≠ 1; γ ⊙ varibits ¼ 0 and γ⊕ð
γ ⋘ a − bð ÞÞð Þ⊙ doublebits¼ 0

0 else:

8>>>>><
>>>>>:

ð12Þ

According to Theorem 1, Kölbl et al. [20] used those expres-
sions for a computer-aided approach based on SAT/SMT sol-
vers. Instead, we construct the differential MILP model of
SIMON-like round function based on Theorem 1.

Differential Model (SIMON-Like Round Function). For
the n-bit SIMON-like round function, we denote α and β as
the input and output differences, respectively. Additionally,
three n-bit variables varibits, doublebits, and z are incorpo-
rated so that we can evaluate the differential probability. If α
is not an all-ones vector, the differential is valid if and only if
the values of α, β, varibits, doublebits, and z validate all the
constraints listed below:

0 ≤ i ≤ n − 1

−varibitsi þ α iþað Þmodn þ α iþbð Þmodn ≥ 0

varibitsi − α iþbð Þmodn ≥ 0

varibitsi − α iþað Þmodn≥

−doublebitsi − α iþað Þmodn ≥ 0

−doublebitsi þ α iþ2a−bð Þmodn ≥ 0

−doublebitsi þ α iþbð Þmodn ≥ 0

doublebitsi − α iþbð Þmodn þ α iþað Þmodn − α iþ2a−bð Þmodn ≥ −1

α iþcð Þmodn þ βi − zi ≥ 0

α iþcð Þmodn − βi þ zi ≥ 0

−α iþcð Þmodn þ βi þ zi ≥ 0

−α iþcð Þmodn − βi − zi ≥ −2

−zi þ varibitsi ≥ 0

zi − z iþa−bmodnð Þ − doublebitsi ≥ −1

−zi þ z iþa−bmodnð Þ − doublebitsi ≥ −1

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

:

ð13Þ

The weight of the possible differential is ∑n−1
i¼0 varibitsið

⊕ doublebitsiÞ.
3.2. Linear MILP Model of SIMON-Like Ciphers. Kölbl et al.
(cf. Theorem 5) [20] perfectly handled the dependency and
derived efficient computation for the exact linear behavior of
SIMON-like round functions. However, because of the diffi-
culty of encoding this model with Boolean equations, Sun
et al. [22] regarded the AND operations in the round func-
tion as independent S-boxes and exploited the model-
generating method for S-boxes to complete the linear SAT
model. Similarly, we regard the AND operations as indepen-
dent S-boxes. After computing its linear approximation table
(LAT), we obtain the linear MILP model.
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Linear Model (SIMON-Like Round Function). For the n-
bit SIMON-like round function, we denote the input and
output linear masks as α and β, respectively. Two auxiliary
n-bit variables γ0 and γ1 are employed to record the two
input masks of the AND operation. After one round of
encryption, we denote the right half of the output linear
mask as γ2. To estimate the linear correlation, we also import
an n-bit variable z. The correlation of the linear approxima-
tion is nonzero if the values of α, β, γ0, γ1, and γ2 validate all
the constraints listed in the following:

0 ≤ i ≤ n − 1

−γ0i þ zi ≥ 0

−γ1i þ zi ≥ 0

−βi þ zi ≥ 0

βi − zi ≥ 0

αi ⊕ β i−cð Þmodn ⊕ γ0i−að Þmodn ⊕ γ1i−bð Þmodn ¼ γ2i

8>>>>>>>><
>>>>>>>>:

;

ð14Þ

where MILP model of the equation αi ⊕ β i−cð Þmodn ⊕
γ0i−að Þmodn ⊕ γ1i−bð Þmodn ¼ γ2i 0≤ð i≤ n− 1Þ as follows:

0 ≤ i ≤ n − 1

αi − β i−cð Þmodn þ γ0i−að Þmodn − γ1i−bð Þmodn þ γ2i ≥ −2

αi þ β i−cð Þmodn − γ0i−að Þmodn − γ1i−bð Þmodn − γ2i ≥ −2

αi − β i−cð Þmodn − γ0i−að Þmodn þ γ1i−bð Þmodn − γ2i ≥ −2

αi þ β i−cð Þmodn þ γ0i−að Þmodn þ γ1i−bð Þmodn − γ2i ≥ 0

αi þ β i−cð Þmodn þ γ0i−að Þmodn − γ1i−bð Þmodn þ γ2i ≥ 0

αi þ β i−cð Þmodn − γ0i−að Þmodn þ γ1i−bð Þmodn þ γ2i ≥ 0

−αi þ β i−cð Þmodn þ γ0i−að Þmodn þ γ1i−bð Þmodn þ γ2i ≥ 0

αi − β i−cð Þmodn þ γ0i−að Þmodn þ γ1i−bð Þmodn þ γ2i ≥ 0

−αi þ β i−cð Þmodn þ γ0i−að Þmodn − γ1i−bð Þmodn − γ2i ≥ −2

−αi þ β i−cð Þmodn − γ0i−að Þmodn þ γ1i−bð Þmodn − γ2i ≥ −2

−αi − β i−cð Þmodn þ γ0i−að Þmodn þ γ1i−bð Þmodn − γ2i ≥ −2

−αi − β i−cð Þmodn − γ0i−að Þmodn − γ1i−bð Þmodn − γ2i ≥ −4

−αi − β i−cð Þmodn − γ0i−að Þmodn þ γ1i−bð Þmodn þ γ2i ≥ −2

−αi − β i−cð Þmodn þ γ0i−að Þmodn − γ1i−bð Þmodn þ γ2i ≥ −2

αi − β i−cð Þmodn − γ0i−að Þmodn − γ1i−bð Þmodn þ γ2i ≥ −2

−αi þ β i−cð Þmodn − γ0i−að Þmodn − γ1i−bð Þmodn þ γ2i ≥ −2:

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð15Þ

The value of ∑n−1
i¼0 zi equals the opposite number of the

binary logarithm of the absolute value of the correlation.

3.3. Middle Part Model of SIMON-Like Ciphers. Tomodel the
middle part of ARX ciphers, Bellini et al. [15] proposed the
continuous difference propagations of ARX operations
(see Section 2.2) andmodeled the continuous difference prop-
agation using the MILP/MIQCP syntax over B. Inspired by

this, to model the middle part of SIMON-like ciphers, we first
propose the continuous difference propagation of AND oper-
ation, then model the continuous difference propagation of
SIMON-like ciphers using the MILP/MIQCP syntax overB.

Proposition 4. (Continuous Difference Propagation of AND).
Let x; y2B, then the continuous difference propagation of
AND is given by x⊙CΔy¼ 1

4 xþð y− xy− 1Þ.

Proof 1. Suppose a; b; a0, and b0 2F2, Pr a ≠ a0ð Þ ¼ p, and
Pr b ≠ b0ð Þ¼ q. According to Corollary 1, if Pr a ≠ a0ð Þ¼ p
and Pr b ≠ b0ð Þ¼ q, we have Pr a⊙ b ≠ a0 ⊙ b0ð Þ ¼ 1

2 pþð
q− pqÞ. Replacing the probabilities with their expressions
involving their respective correlations x; y2B, we
havePr a⊙ b ≠ a0 ⊙ b0ð Þ¼ 1

8 xþð y− xyþ 3Þ, so x⊙CΔy¼
1
4 xþð y− xy− 1Þ. □

In the following, we regard a× b as the multiplication of
a and b in B. According to Proposition 4, we model con-
straints of AND operation using the MILP/MIQCP syntax
over B.

Constraints of AND Operation. For every AND operation
with input a2Bn and b2Bn and output c2Bn, we have n
constraints:

cj ¼
1
4

aj þ bj − aj × bj − 1
À Á

; ð16Þ

for 0≤ j≤ n− 1.
SIMON-like ciphers also include XOR operation and left

rotation operation. Bellini et al. [15] showed the constraints
of them.

Constraints of XOR Operation [15]. For every XOR oper-
ation with input a2Bn and b2Bn and output c2Bn, we
have n constraints:

cj ¼ −aj × bj; ð17Þ

for 0≤ j≤ n− 1.
Constraints of Left Rotation Operation [15]. For every left

rotation operation with input a2Bn and output c2Bn, we
have n constraints:

cj ¼ a jþrð Þ mod n; ð18Þ
for 0≤ j≤ n− 1, where r is left rotation constant.

Constraints of R-Round SIMON-Like Cipher. For all
rounds, we need 2n Rþð 1Þ variables belonging to B to rep-
resent the states of SIMON. The count of the number of
equations is as follows: nR equalities to model the XOR
operation. nR equalities to model the AND operation. Sum-
ming up, we have a total of 2nR constraints to model the
continuous difference propagation framework for SIMON-
like ciphers.
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Objective Function of the Middle Part Model. For the
objective function of the middle part, given the correlation
r, we need to minimize the function − log2 rj j. Beaulieu et al.
[25] found a linear function g rð Þ to approximate − log2 rj j
such that g rð Þ≤ − log2 rj j.

g rð Þ ¼

−19; 931:570r þ 29:897; 0 ≤ r ≤ 0:001

−584:962r þ 10:135; 0:001 ≤ r ≤ 0:004

−192:645r þ 8:506; 0:004 ≤ r ≤ 0:014

−50:626r þ 6:575; 0:014 ≤ r ≤ 0:053

−11:87r þ 4:483; 0:053 ≤ r ≤ 0:142

−8:613r þ 4:020; 0:142 ≤ r ≤ 0:246

−3:761r þ 2:825; 0:246 ≤ r ≤ 0:595

−1:444r þ 1:444; 0:595 ≤ r ≤ 0:998

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

:

ð19Þ

In addition, to connect the top part with the middle part,
we use the method in the study of Bellini et al. [15] to trans-
late the differential output bits into real numbers belonging
to B. Specifically, the value 1 in a specific position in the
output of the differential part indicates that there is a differ-
ence in that position, so the probability is 1:0, which results
in a correlation 1:0. In contrast, the value 0 means that there
is no difference in that position, so the probability is 0:0, and
the correlation is −1:0. In other words, the correlation in
that certain position with output bit 1 is 1:0, and the corre-
lation in that certain position with output bit 0 is −1:0.

Assume t0;ð …; tn−1Þ 2Fn
2 is the output difference of the

differential part, and minput
0 ;

�
…;minput

n−1 Þ 2Bn is the input

difference of the middle part. There are the constraints
minput

j ¼ 1:02B if tj ¼ 1, otherwise minput
j ¼ −1:02B. To

connect the middle part with the linear part, suppose l0;ð
…; ln−1Þ 2Fn

2 is the input mask of the linear part, and
moutput

0 ;
À

…;moutput
n−1 Þ 2Bn is the output of the middle part.

Since the correlation of the middle part r¼∏n−1
i¼0 lj ×minput

j

can not be 0, there is the constraint r>0:0.
Objective Function of the Entire Model. We denote x and y

as the exponents of the differential and linear parts, respectively.
By applying Lemma 1 (piling-up lemma), we need to minimize
the exponents of the three parts, namely, xþg rð Þþ 2y.

Thus, we construct the fully automatic model to find DL
distinguishers of SIMON-like ciphers. Note that as the num-
ber of rounds increases, it becomes increasingly difficult to
find a good DL trail for larger instances of SIMON-like
ciphers. Therefore, we apply one strategy to obtain good
DL distinguishers for larger instances of SIMON-like
ciphers.

One Strategy to Obtain Good DL Distinguishers. First, we
obtain the optimal differential trail for a certain number of
rounds by using the SAT method presented in the study of
Sun et al. [22]. Second, we extend the optimal differential
trail by a DL trail (the middle part) and a linear trail (the
bottom part) by using our fully automatic model.

4. Applications to SIMON-Like Ciphers

In this section, we apply the fully automatic model to search
for DL distinguishers for SIMON-like ciphers. For clarity and
convenience, if a DL distinguisher has the x-round top part,
the y-round middle part, and the z-round bottom part, we
say that the DL distinguisher uses configuration xþð yþ zÞ.
Our MILP/MIQCP models have been implemented using
MiniZinc and solved with Gurobi.

4.1. Applications to SIMON. We apply the fully automatic
model to all versions of SIMON. Our DL distinguishers are
shown in Table 2.

For SIMON32, we found two DL distinguishers for 13
and 14 rounds. To obtain the 13-round distinguisher, we try
all configurations regarding the number of rounds for the
top, middle, and bottom parts. In this case, for the 13-round
DL distinguisher, the best theoretical correlation is found by
using configuration 5;ð 5; 3Þ. For the 14-round DL distin-
guisher, in the same way, we try all configurations. In this
case, the best theoretical correlation is found by using con-
figuration 5;ð 5; 4Þ. The details of the two distinguishers are
covered in Tables 4 and 5.

For SIMON48, we found three DL distinguishers for 15, 16,
and 17 rounds. Similarly, we try all configurations regarding
the number of rounds for the top, middle, and bottom parts. In
these cases, the best theoretical correlation for the 15-roundDL
distinguisher is found by using configuration 7;ð 4; 4Þ, the best
theoretical correlation for the 16-round DL distinguisher is
found by using configuration 7;ð 5; 4Þ, and the best theoretical
correlation for the 17-roundDL distinguisher is found by using
configuration 7;ð 6; 4Þ. The details of these distinguishers can
be found in Tables 6–8.

For SIMON64, we obtain a DL distinguisher for 20
rounds by using the strategy in Section 3.3. Likewise, we
try all configurations regarding the number of rounds for
the top, middle, and bottom parts, and the DL distinguisher
by using configuration 7;ð 7; 6Þ is found. The details of the
distinguisher are shown in Table 9.

For SIMON96, we obtain two DL distinguishers for 25 and
26 rounds by using the strategy in Section 3.3. In the same way,
the 25-round DL distinguisher by using configuration 10;ð 6; 9Þ
and 26-round DL distinguishers by using configuration 11;ð 6;
9Þ are found. The details of the two distinguishers are provided
in Tables 10 and 11.

For SIMON128, we obtain two DL distinguishers for 31 and
32 rounds by using the strategy in Section 3.3. In the same way,
the 31-round DL distinguisher by using configuration 10;ð 9;
12Þ and the 32-round DL distinguishers by using configuration
11;ð 9; 12Þ are found. Please check Tables 12 and 13 for the
details of the two distinguishers.

4.2. Applications to SIMECK. In this section, we apply the
fully automatic model to search for DL distinguishers for
SIMECK. It is the first time that DL distinguishers for
SIMECK have been obtained. These DL distinguishers are
shown in Table 3.

For SIMECK32, we find a DL distinguisher for 14 rounds.
To obtain the 14-round distinguisher, we try all configurations
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regarding the number of rounds for the top, middle, and bottom
parts. In this case, the best theoretical correlation is found by
using configuration 5þð 5þ 4Þ. The details of the distinguisher
can be found in Table 14.

For SIMECK48, we find two DL distinguishers for 17
and 18 rounds. Similarly, we try all configurations regarding
the number of rounds for the top, middle, and bottom
parts. In these cases, the best theoretical correlation for
the 17-round DL distinguisher is found by using configura-
tion 6;ð 6; 5Þ, the best theoretical correlation for the 18-
round DL distinguishers by using configuration 6;ð 6; 6Þ is
found. The details of the two distinguishers are shown in
Tables 15 and 16.

For SIMECK64, we find four DL distinguishers for 22,
23, 24, and 25 rounds by using the strategy in Section 3.3.
The 22-round DL distinguisher by using configuration 7;ð 7;
8Þ, 23-round DL distinguishers by using configuration 7;ð 7;

9Þ, 24-round DL distinguishers by using configuration 7;ð 7;
10Þ, and 25-round DL distinguishers by using configuration
7;ð 7; 11Þ are found. The details of these distinguishers are in
Tables 17–20.

5. Conclusion and Open Problems

In this work, we consider how to construct the MILP/
MIQCP model to fully automatically search for DL distin-
guishers of SIMON-like ciphers. For the top part of the
model, we first construct the differential MILP model of
SIMON-like ciphers according to efficient computation for
the exact differential behavior of SIMON-like round func-
tions. For the middle part, we obtain continuous difference
propagation of AND operation, so we can model the middle
part of SIMON-like ciphers. For the bottom part, we con-
struct the linear MILP model of SIMON-like ciphers by

TABLE 3: The DL distinguishers of reduced-round SIMECK.

Cipher Round Configuration
Correlation

References
Theory Experiment a

SIMECK32 14 5þ 5þ 4 2−16:63 2−15:57 This work
SIMECK48 17 6þ 6þ 5 2−22:37 2−15:43 This work

18 6þ 6þ 6 2−24:75 2−17:88 This work
SIMECK64 22 7þ 7þ 8 2−32:90 2−24:59 This work

23 7þ 7þ 9 2−36:13 2−25:45 This work
24 7þ 7þ 10 2−38:13 2−27:17 This work
25 7þ 7þ 11 2−41:04 2−29:65 This work

Note: aSegmented experimental validation of theoretical correlation. Specifically, regrading the top and middle parts as a DL distinguisher, we obtain an
experimental DL correlation with 232 sample sizes and 100 random master keys. For the bottom linear part, we obtain an experimental linear correlation.
Finally, the experimental correlations are obtained based on piling-up lemma.

TABLE 2: The DL distinguishers of reduced-round SIMON.

Cipher Round Configuration
Correlation

References
Theory Experiment

SIMON32 13 — 2−12 2−11:45 [24]
13 5þ 5þ 3 2−16:63 2−11:19 a This work
14 5þ 5þ 4 2−18:63 2−14:83 b This work

SIMON48 13 - 2−20 — [24]
15 7þ 4þ 4 2−20:19 2−16:41 b This work
16 7þ 5þ 4 2−22:66 2−18:33 b This work
17 7þ 6þ 4 2−24:66 2−20:39 b This work

SIMON64 20 7þ 7þ 6 2−34:58 2−28:64 b This work
SIMON96 25 10þ 6þ 9 2−46:66 2−42:46 c This work

26 11þ 6þ 9 2−50:66 2−45:69 c This work
SIMON128 31 10þ 9þ 12 2−62:70 2−58:78 d This work

32 11þ 9þ 12 2−66:70 2−63:99 d This work

Note: aPractical correlation. The sample size for 13-round SIMON32 is 232, where we randomly chose 100 master keys. bSegmented experimental validation of
theoretical correlation. Specifically, regarding the top and middle parts as a DL distinguisher, we obtain an experimental DL correlation with 232 sample sizes
and 100 randommaster keys. For the bottom linear part, we obtain an experimental linear correlation. Finally, the experimental correlations are obtained based
on piling-up lemma. cSegmented experimental validation of theoretical correlation. Specifically, for the top, middle and bottom parts, we obtain an experi-
mental differential probability, an experimental DL correlation, and an experimental linear correlation, respectively. Finally, the experimental correlations are
obtained based on piling-up lemma. dSegmented experimental validation of theoretical correlation. Specifically, for the top and middle parts, we obtain an
experimental differential probability and an experimental DL correlation, respectively. Finally, the experimental correlations are obtained based on piling-up
lemma.
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regarding AND operation as independent S-boxes. After
that, we apply the MILP/MIQCP model to SIMON and
SIMECK. It is the first time that the DL distinguishers for
full versions of SIMON and SIMECK have been obtained. To
the best of our knowledge, our fully automatic model finds
the best DL distinguishers for SIMON and SIMECK at pres-
ent. We believe that the fully automatic model can be applied
to SPN ciphers. Of course, the primary problem to be solved
is how to characterize the continuous difference propagation
of S-boxes, which is also our future work.

Appendix

Details of the DL Distinguishers

In the Tables 4–20, the first column shows the number of
rounds. The second column shows the differential, DL, or
linear trails of the DL distinguishers presented in Section 4.
In the DL part, we have rows and subrows. Each row repre-
sents a state of the DL trail, and each subrow represents
correlation of every bit of that state.

TABLE 4: Thirteen-round DL distinguisher for SIMON32 with the theoretical correlation 2−16:63 and experimental correlation 2−11:19, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−8; 0:64 ¼ð 2−0:63Þ, and 2−4, respectively.

Differential part

0 00001000000000000010001000001000
1 00000010000000000000100000000000
2 00000000000000000000001000000000
3 00000010000000000000000000000000
4 00001000000000000000001000000000
5 00100010000000000000100000000000

DL part

−1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

6

1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

7

−0.5 −1.0 0.5 0.0 −0.5 −1.0 0.5 −1.0
0.0 −0.25 −1.0 −1.0 0.0 −0.25 1.0 0.0
1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0

8

−0.25 0.0 −0.2499 −0.75 0.25 0.0 0.0 −0.0625
−0.4687 −1.0 0.0 −0.0625 0.4687 0.0 0.0 −0.75
−0.5 −1.0 0.5 0.0 −0.5 −1.0 0.5 −1.0
0.0 −0.25 −1.0 −1.0 0.0 −0.25 1.0 0.0

9

−0.0459 −0.4687 −0.0546 0.0 0.0 −0.1556 0.0622 −0.6425
0.0 −0.0039 0.1556 0.0 0.0 −0.0468 0.1093 0.0

−0.25 0.0 −0.2499 −0.75 0.25 0.0 0.0 −0.0625
−0.4687 −1.0 0.0 −0.0625 0.4687 0.0 0.0 −0.75

10

−0.0050 0.0 0.0 −0.0029 −0.0039 0.0 0.0 −0.00006
0.0191 0.0 0.0 0.0007 −0.0134 0.0 0.0 −0.1509
−0.0458 −0.4687 −0.0546 0.0 0.0 −0.0156 0.0622 −0.6425

0.0 −0.0039 0.1556 0.0 0.0 −0.0468 0.1093 0.0

Linear part

00000000000000000000000100000000
11 00000001000000000000000001000001
12 00000000010000010000000000010000
13 00000000000100000000000001000101

Note: The experimental correlation is 2−11:19 under 232 sample sizes and 100 random keys.
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TABLE 5: Fourteen-round DL distinguisher for SIMON32 with theoretical correlation 2−18:63 and experimental correlation 2−14:83, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part are
2−8; 0:64 ¼ð 2−0:63Þ, and 2−5, respectively.

Differential part

0 00000000000010000000000000100010
1 00000000000000100000000000001000
2 00000000000000000000000000000010
3 00000000000000100000000000000000
4 00000000000010000000000000000010
5 00000000001000100000000000001000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0

6

−1.0 −1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0
1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0

7

0.0 −0.25 −1.0 −1.0 0.0 −0.25 1.0 0.0
−0.5 −1.0 0.5 0.0 −0.5 −1.0 0.5 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0
1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0

8

−0.4687 −1.0 0.0 −0.0625 0.4687 − 9:51× 2−9 0.0 −0.75
−0.25 0.0 −0.25 −0.75 0.25 0.0 0.0 −0.0625
0.0 −0.25 −1.0 −1.0 0.0 −0.25 1.0 0.0
−0.5 −1.0 0.5 0.0 −0.5 −1.0 0.5 −1.0

9

0.0 −0.0039 0.1556 − 2:38× 2−9 0.0 −0.0468 0.1093 0.0
−0.0458 −0.4687 −0.0546 0.0 − 4:15× 2−7 −0.0156 0.0622 −0.6425
−0.4687 −1.0 0.0 −0.0625 0.4687 − 9:51× 2−9 0.0 −0.75
−0.25 0.0 −0.25 −0.75 0.25 0.0 0.0 −0.0625

10

0.0191 − 7:37× 2−10 0.0 −0.0007 −0.0134 0.0 0.0 −0.1509
−0.0050 0.0 0.0 −0.0029 −0.0039 0.0 0.0 0.00006

0.0 −0.0039 0.1556 − 2:38× 2−9 0.0 −0.0468 0.1093 0.0
−0.0458 −0.4687 −0.05468 0.0 − 4:15× 2−7 −0.0156 0.0622 −0.6425

Linear part

00000000000000000000000000000001
11 00000000000000010100000000000000
12 01000000000000000001000000000001
13 00010000000000010000010000000000
14 00000100000000000001000100000001

Note: The experimental correlation of the first 10 (5þ 5) rounds is 2−5:49 under 223 sample sizes and 100 random keys, the experimental correlation of the 4
rounds at the bottom is 2−4:67 under 215 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−5:49 × 2−4:67ð Þ2 ¼
2−14:83.
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TABLE 6: Fifteen-round DL distinguisher for SIMON48 with theoretical correlation 2−20:19 and experimental correlation 2−16:41, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part are
2−14; 0:875 ¼ð 2−0:19Þ, and 2−3, respectively.

Differential part

0 100000000000000000000000001000100000000000000010
1 001000100000000000000000100000000000000000000000
2 000010000000000000000000001000100000000000000000
3 000000100000000000000000000010000000000000000000
4 000000000000000000000000000000100000000000000000
5 000000100000000000000000000000000000000000000000
6 000010000000000000000000000000100000000000000000
7 001000100000000000000000000010000000000000000000

DL part

−1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−0.5 −1.0 1.0 0.0 −0.5 −1.0 1.0 −1.0
−1.0 −1.0 −0.50 −1.0 −1.0 −1.0 −0.5 −1.0
0.0 −0.25 −1.0 −1.0 0.0 −0.25 1.0 0.0
1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 0.0 −1.0

10

−1.0 0.0 −0.1875 −0.75 1.0 0.0 −0.75 −1.0
−0.2499 −0.4687 −1.0 −0.9999 −0.25 −0.4687 0.0 −0.0625
−0.4687 −1.0 0.0 −0.0625 0.4687 0.0 0.0 −0.75
−0.5 −1.0 1.0 0.0 −0.5 −1.0 1.0 −1.0
−1.0 −1.0 −0.50 −1.0 −1.0 −1.0 −0.5 −1.0
0.0 −0.25 −1.0 −1.0 0.0 −0.25 1.0 0.0

11

−0.0292 −0.3270 −0.8750 0.0 −0.1171 −0.6425 0.1249 −0.1556
−0.5393 −0.9999 −0.0625 −0.1556 0.0 −0.0156 −0.0622 −0.6425

0.0 −0.0039 0.1478 0.0 0.0 −0.0468 0.7656 − 3:41× 2−12

−1.0 0.0 −0.1875 −0.75 1.0 0.0 −0.75 −1.0
−0.2499 −0.4687 −1.0 −0.9999 −0.25 −0.4687 0.0 −0.0625
−0.4687 −1.0 0.0 −0.0625 0.4687 0.0 0.0 −0.75

Linear part

001000000000000000000000100000000000000000000000
12 100000000000000000000000000000000000000000000000
13 000000000000000000000000100000000000000000000000
14 100000000000000000000000001000000000000000000000
15 001000000000000000000000100010000000000000000000

Note: The experimental correlation of the first 11 (7þ 4) rounds is 2−10:43 under 232 sample sizes and 100 random keys, the experimental correlation of the 4
rounds at the bottom is 2−2:99 under 215 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−10:43 × 2−2:99ð Þ2 ¼
2−16:41.
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TABLE 7: Sixteen-round DL distinguisher for SIMON48 with theoretical correlation 2−22:66 and experimental correlation 2−18:33, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part are
2−14; 0:63 ¼ð 2−0:66Þ, and 2−4, respectively.

Differential part

0 000001000000000000000000000100010001000000000000
1 000000010001000000000000000001000000000000000000
2 000000000100000000000000000000010001000000000000
3 000000000001000000000000000000000100000000000000
4 000000000000000000000000000000000001000000000000
5 000000000001000000000000000000000000000000000000
6 000000000100000000000000000000000001000000000000
7 000000010001000000000000000000000100000000000000

DL part
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 0.0 −1.0 1.0 0.0 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−1.0 0.0 −0.2500 1.0 0.0 −0.5 −1.0 1.0
0.0 −0.5 −1.0 1.0 −1.0 −1.0 −1.0 −0.5
−1.0 −1.0 −1.0 −0.5000 −1.0 0.0 −0.25 −1.0
−1.0 −1.0 −1.0 0.0 −1.0 1.0 0.0 −1.0
−1.0 −1.0 0.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 0.0

10

−0.0625 0.4688 0.0 0.0 −0.75 −1.0 0.0 −0.1875
−0.75 1.0 0.0 −0.7500 −1.0 −0.25 −0.4688 −1.0
−1.0 −0.2500 −0.4688 0.0 −0.0625 −0.4688 −1.0 0.0
−1.0 0.0 −0.2500 1.0 0.0 −0.5 −1.0 1.0
0.0 −0.5 −1.0 1.0 −1.0 −1.0 −1.0 −0.5
−1.0 −1.0 −1.0 −0.5000 −1.0 0.0 −0.25 −1.0

11

0.0 0.0 −0.0469 0.7656 0.0 −0.0293 −0.3270 −0.875
0.0 −0.1172 −0.6426 0.125 −0.1556 −0.5393 −1.0 −0.0625

−0.1556 0.0 −0.0156 −0.0623 −0.6426 0.0 −0.0039 0.1479
−0.0625 0.4688 0.0 0.0 −0.75 −1.0 0.0 −0.1875
−0.75 1.0 0.0 −0.75 −1.0 −0.25 −0.4688 −1.0
−1.0 −0.2500 −0.4688 0.0 −0.0625 −0.4688 −1.0 0.0

12

−0.0007 −0.1049 0.0 0.0 −0.0729 −0.4468 0.0 −0.0058
−0.1556 −0.0513 0.0 −0.1241 −0.6321 −0.0078 −0.0195 0.0
−0.0039 −0.0040 −0.0837 0.0 −0.00006 0.0179 0.0 0.0

0.0 0.0 −0.0469 0.7656 0.0 −0.0293 −0.3270 −0.875
0.0 −0.1172 −0.6426 0.125 −0.1556 −0.5393 −1.0 −0.0625

−0.1556 0.0 −0.0156 −0.0623 −0.6426 0.0 −0.0039 0.1479
Linear part

000000000000100000000000000000000000000000000000
13 000000000000000000000000000000000000100000000000
14 000000000000100000000000000000000000001000000000
15 000000000000001000000000000000000000100010000000
16 000000000000100010000000000000000000000000100000

Note: The experimental correlation of the first 12 (7þ 5) rounds is 2−10:97 under 232 sample sizes and 100 random keys, the experimental correlation of the 4
rounds at the bottom is 2−3:68 under 215 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−10:97 × 2−3:68ð Þ2 ¼
2−18:33.
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TABLE 8: Seventeen-round DL distinguisher for SIMON48 with theoretical correlation 2−24:66 and experimental correlation 2−20:39, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part are
2−14; 0:63 ¼ð 2−0:66Þ, and 2−5, respectively.

Differential part

0 000000100000000000000000000010001000100000000000
1 000000001000100000000000000000100000000000000000
2 000000000010000000000000000000001000100000000000
3 000000000000100000000000000000000010000000000000
4 000000000000000000000000000000000000100000000000
5 000000000000100000000000000000000000000000000000
6 000000000010000000000000000000000000100000000000
7 000000001000100000000000000000000010000000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

0.0 −1.0 −1.0 −1.0 0.0 −1.0 0.9999 0.0
−1.0 −1.0 −1.0 0.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−1.0 −1.0 0.0 −0.25 0.9999 0.0 −0.5 −1.0
1.0 0.0 −0.5 −1.0 1.0 −1.0 −1.0 −1.0
−0.5 −1.0 −1.0 −1.0 −0.5 −1.0 0.0 −0.25
0.0 −1.0 −1.0 −1.0 0.0 −1.0 0.9999 0.0
−1.0 −1.0 −1.0 0.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

0.0 −0.0625 0.4688 0.0 0.0 −0.75 −0.9999 2:73× 2−11

−0.1875 −0.75 0.9999 0.0 −0.75 −1.0 −0.25 −0.4688
−1.0 −1.0 −0.25 −0.4688 0.0 −0.0625 −0.4688 −1.0
−1.0 −1.0 0.0 −0.25 0.9999 0.0 −0.5 −1.0
1.0 0.0 −0.5 −1.0 1.0 −1.0 −1.0 −1.0
−0.5 −1.0 −1.0 −1.0 −0.5 −1.0 0.0 −0.25

11

0.1479 0.0 0.0 −0.0469 0.7656 0.0 −0.0293 −0.3270
−0.8750 0.0 −0.1172 −0.6426 0.1250 −0.1556 −0.5393 −1.0
−0.0625 −0.1556 0.0 −0.0156 −0.0623 −0.6426 0.0 −0.0039

0.0 −0.0625 0.4688 0.0 0.0 −0.75 −0.9999 2:72× 2−11

−0.1875 −0.75 0.9999 0.0 −0.75 −1.0 −0.2500 −0.4688
−1.0 −1.0 −0.2450 −0.4688 0.0 −0.0625 −0.4688 −1.0

12

0.0 −0.0007 −0.1049 6:82× 2−13 0.0 −0.0729 −0.4468 0.0
−0.0058 −0.1556 −0.0513 0.0 −0.1241 −0.6321 −0.0078 −0.0195
−0.0 −0.0039 −0.0040 −0.0837 0.0 −0.00006 0.0179 −0.0
0.1479 0.0 0.0 −0.0469 0.7656 0.0 −0.0293 −0.3270
−0.8750 0.0 −0.1172 −0.6426 0.1250 −0.1556 −0.5393 −1.0
−0.0625 −0.1556 0.0 −0.0156 −0.0623 −0.6426 0.0 −0.0039

13

0.0039 0.0 0.0 −0.0009 0.1032 0.0 −0.00004 −0.0130
−0.0130 − 4:19× 2−17 −0.0037 −0.1237 0.0004 −0.0008 0.0 −0.0010
−0.00006 −0.0033 0.0 − 2:38× 2−7 0.0003 0.0 0.0 − 7:15× 2−7

0.0 −0.0007 −0.1049 6:82× 2−13 0.0 −0.0729 −0.4468 0.0
−0.0058 −0.1556 −0.0513 0.0 −0.1241 −0.6321 −0.0078 −0.0195
−0.0 −0.0039 −0.0040 −0.0837 0.0 −0.00006 0.0179 −0.0
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TABLE 8: Continued.

Linear part

000000000000000000000000000000000000010000000000
14 000000000000010000000000000000000000000100000000
15 000000000000000100000000000000000000010001000000
16 000000000000010001000000000000000000000000010000
17 000000000000000000010000000000000000010001000100

Note: The experimental correlation of the first 13 (7þ 6) rounds is 2−10:99 under 232 sample sizes and 100 random keys, the experimental correlation of the 4
rounds at the bottom is 2−4:70 under 218 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−10:99 × 2−4:70ð Þ2 ¼
2−20:39.

TABLE 9: Twenty-round DL distinguisher for SIMON64 with theoretical correlation 2−34:58 and experimental correlation 2−28:64, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part are
2−14; 0:66 ¼ð 2−0:58Þ, and 2−10, respectively.

Differential part (optimal differential trail)

0 0000000000100000000000000000000000000000100010001000000000000000
7 0000000000001000100000000000000000000000000000100000000000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 −1.0 −0.0 −1.0 −1.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −1.0 −1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−0.5 −1.0 −0.0 −0.25 −1.0 −1.0 −0.0 −0.25
1.0 −0.0 −0.5 −1.0 1.0 −0.0 −0.5 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −0.5 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −0.0 −1.0 −1.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −1.0 −1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

−0.0 −0.0625 −0.4688 −1.0 −0.0 −0.0625 0.4688 −0.0
−0.0 −0.75 −1.0 −0.0 −0.25 −0.75 1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0
−0.75 −1.0 −0.25 −0.4688 −1.0 −1.0 −0.25 −0.4688
−0.5 −1.0 −0.0 −0.25 −1.0 −1.0 −0.0 −0.25
1.0 −0.0 −0.5 −1.0 1.0 −0.0 −0.5 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −0.5 −1.0 −1.0 −1.0
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TABLE 9: Continued.

11

−0.0623 −0.6426 −0.0 −0.0039 0.1556 −0.0 −0.0 −0.0469
0.875 −0.0 −0.0625 −0.4688 −0.7656 −0.0 −0.25 −1.0
0.875 −1.0 −0.4688 −0.6426 −1.0 −1.0 −0.4688 −0.6426
−0.125 −0.1556 −0.5393 −1.0 −0.0625 −0.1556 −0.0 −0.0156
−0.0 −0.0625 −0.4688 −1.0 −0.0 −0.0625 0.4688 −0.0
−0.0 −0.75 −1.0 −0.0 −0.25 −0.75 1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0
−0.75 −1.0 −0.25 −0.4688 −1.0 −1.0 −0.25 −0.4688

12

−0.0 −0.00006 0.0195 −0.0 −0.0 −0.0007 −0.1342 −0.0
−0.0 −0.1868 −0.4129 −0.0 −0.0313 −0.4688 −0.6426 −0.0

−0.2637 −0.2727 −0.6321 −1.0 −0.1868 −0.2727 −0.0513 −0.0445
−0.1241 −0.6321 −0.0078 −0.0195 −0.0 −0.0039 −0.0040 −0.0837
−0.0623 −0.6426 −0.0 −0.0039 0.1556 −0.0 −0.0 −0.0469
0.875 −0.0 −0.0625 −0.4688 −0.7656 −0.0 −0.25 −1.0
0.875 −1.0 −0.4688 −0.6426 −1.0 −1.0 −0.4688 −0.6426
−0.125 −0.1556 −0.5393 −1.0 −0.0625 −0.1556 −0.0 −0.0156

13

0.0003 −0.0 −0.0 − 7:15× 2−7 0.0054 −0.0 −0.0 −0.0022
0.1355 −0.0 −0.0008 −0.1133 −0.2144 −0.0 −0.0173 −0.09
0.1978 −0.6659 −0.0441 −0.0530 −0.0163 −0.0117 −0.0153 −0.1237
−0.0004 −0.0008 −0.0 −0.0010 −0.00006 −0.0033 −0.0 − 2:38× 2−7

−0.0 −0.00006 0.0195 −0.0 −0.0 −0.0007 −0.1342 −0.0
−0.0 −0.1868 −0.4129 −0.0 −0.0313 −0.4688 −0.6426 −0.0

−0.2637 −0.2727 −0.6321 −1.0 −0.1868 −0.2727 −0.0513 −0.0445
−0.1241 −0.6321 −0.0078 −0.0195 −0.0 −0.0039 −0.0040 −0.0837

14

−0.0 − 1:09× 2−11 −0.00002 −0.0 −0.0 − 4:01× 2−7 0.0046 −0.0
−0.0 −0.0088 −0.0257 −0.0 −0.00014 −0.0109 0.0352 −0.0

−0.0048 −0.0038 −0.0027 −0.0030 −0.0007 −0.0086 − 5:75× 2−6 − 8:48× 2−6

−0.0 −0.0002 − 1:21× 2−7 −0.00001 −0.0 − 2:33× 2−10 2:99× 2−7 −0.0
0.0003 −0.0 −0.0 − 7:15× 2−7 0.0054 −0.0 −0.0 −0.0022
0.1355 −0.0 −0.00080 −0.1133 −0.2144 −0.0 −0.0173 −0.0900
0.1978 −0.6659 −0.0441 −0.0530 −0.0163 −0.0117 −0.0153 −0.1237
−0.0004 −0.0008 −0.0 −0.0010 −0.00006 −0.0033 −0.0 − 2:38× 2−7

Linear part

0000000000000000000000000000000000000000000000000100000000000000
15 0000000000000000010000000000000000000000000000000001000000000000
16 0000000000000000000100000000000000000000000000000100010000000000
17 0000000000000000010001000000000000000000000000000000000100000000
18 0000000000000000000000010000000000000000000000000100010001000000
19 0000000000000000010001000100000000000000000000000001000000010000
20 0000000000000000000100000001000000000000000000000100000001000100

Note: The experimental correlation of the first 14 (7þ 7) rounds is 2−10:52 under 232 sample sizes and 100 random keys, the experimental correlation of the 6
rounds at the bottom is 2−9:06 under 225 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−10:52 × 2−9:06ð Þ2 ¼
2−28:64.
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TABLE 10: Twenty-five-round DL distinguisher for SIMON96 with theoretical correlation 2−46:66 and experimental correlation 2−42:46, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−26; 0:63 ¼ð 2−0:66Þ, and 2−10, respectively.

Differential part (optimal differential trail)

0
000000000000000000010001000100000000000000000000
000000000000000001000000010000000000000000000000

10
000000000000000000010001000100000000000000000000
000000000000000000000100000000000000000000000000

DL part
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

11

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −0.0 −1.0 −1.0 −1.0 −0.0
−1.0 1.0 −0.0 −0.0 −1.0 −1.0 −0.0 −1.0
−1.0 1.0 −0.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−1.0 −1.0 −1.0 −0.5 −1.0 −1.0 −1.0 −0.5
−1.0 −0.0 −0.25 −0.5 −1.0 −0.0 −0.25 1.0
−0.0 −0.0 −0.25 1.0 −0.0 −0.5 −1.0 −1.0
−0.0 −0.5 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −0.0 −1.0 −1.0 −1.0 −0.0
−1.0 1.0 −0.0 −0.0 −1.0 −1.0 −0.0 −1.0
−1.0 1.0 −0.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

13

−1.0 −0.25 −0.4688 −0.75 −1.0 −0.25 −0.4688 −0.0
−0.0625 −0.156 −0.4688 −0.0 −0.0625 0.4688 −0.0 −0.0
−0.0625 −0.4688 −0.0 −0.0 −0.75 −1.0 −0.0 −0.25
−0.75 −1.0 −0.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0 −0.75
−1.0 −1.0 −1.0 −0.5 −1.0 −1.0 −1.0 −0.5
−1.0 −0.0 −0.25 −0.5 −1.0 −0.0 −0.25 1.0
−0.0 −0.0 −0.25 1.0 −0.0 −0.5 −1.0 −1.0
−0.0 −0.5 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
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TABLE 10: Continued.

14

−0.1556 −0.3184 −0.6426 −0.0625 −0.1556 −0.0 −0.0156 −0.0208
−0.1440 −0.0 −0.0039 0.0623 −0.0 −0.0 −0.0039 0.1556
−0.0 −0.0 −0.0469 0.875 −0.0 −0.0625 −0.4688 −0.875
−0.0 −0.25 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −0.875 −1.0 −1.0 −1.0 −0.875
−1.0 −0.4688 −0.6426 −0.875 −1.0 −0.4688 −0.6426 −0.125
−1.0 −0.25 −0.4688 −0.75 −1.0 −0.25 −0.4688 −0.0

−0.0625 −0.1563 −0.4688 −0.0 −0.0625 0.4688 −0.0 −0.0
−0.0625 −0.4688 −0.0 −0.0 −0.75 −1.0 −0.0 −0.25
−0.75 −1.0 −0.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0 −0.75

15

−0.2423 −0.0064 −0.0195 −0.0 −0.0039 −0.0013 −0.0173 −0.0
−0.00006 0.0024 −0.0 −0.0 −0.00006 −0.0195 −0.0 −0.0
−0.0007 0.1342 −0.0 −0.0 −0.1868 −0.6426 −0.0 −0.0313
−0.46875 1.0 −0.0 −0.9375 −1.0 −1.0 −1.0 −0.9375
−1.0 −0.6426 −0.77 −0.9375 −1.0 −0.6426 −0.77 −0.2637

−0.2727 −0.4737 −0.77 −0.1868 −0.2727 −0.0513 −0.0445 −0.0704
−0.1556 −0.3184 −0.6426 −0.0625 −0.1556 −0.0 −0.0156 −0.0208
−0.1440 −0.0 −0.0039 0.0623 −0.0 −0.0 −0.0039 0.1556
−0.0 −0.0 −0.0469 0.875 −0.0 −0.0625 −0.4688 −0.875
−0.0 −0.25 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −0.875 −1.0 −1.0 −1.0 −0.875
−1.0 −0.4688 −0.6426 −0.875 −1.0 −0.4688 −0.6426 −0.125

16

−0.0008 −0.0 −0.0006 −0.00002 −0.0007 −0.0 − 2:38× 2−7 0.00001
−0.0 −0.0 − 5:96× 2−8 0.0003 −0.0 −0.0 − 7:15× 2−7 −0.0054
−0.0 −0.0 −0.0022 0.3232 −0.0 −0.00098 −0.1133 0.6225
−0.0 −0.0962 −0.8573 0.9688 −1.0 −0.77 −0.8573 −0.4060

−0.4024 −0.6114 −0.8573 −0.3336 −0.4024 −0.1227 −0.09 −0.1412
−0.3524 −0.0390 −0.0530 −0.0143 −0.0117 −0.0086 −0.0424 −0.0002
−0.2423 −0.0064 −0.0195 −0.0 −0.0039 −0.0013 −0.0173 −0.0
−0.00006 0.0024 −0.0 −0.0 −0.00006 −0.0195 −0.0 −0.0
−0.0007 0.1342 −0.0 −0.0 −0.1868 −0.6426 −0.0 −0.03125
−0.46875 1.0 −0.0 −0.9375 −1.0 −1.0 −1.0 −0.9375
−1.0 −0.6426 −0.77 −0.9375 −1.0 −0.6426 −0.77 −0.2637

−0.2727 −0.4737 −0.77 −0.1868 −0.2727 −0.0513 −0.0445 −0.0704
Linear part

000000000000000000000000001000100010000000000000
000000000000000000000000000000001000000000000000

17
000000000000000000000000000000001000000000000000
000000000000000000000000001000100000000000000000

18
000000000000000000000000001000100000000000000000
000000000000000000000000000010000000000000000000

19
000000000000000000000000000010000000000000000000
000000000000000000000000001000000000000000000000

20
000000000000000000000000001000000000000000000000
000000000000000000000000000000000000000000000000

21
000000000000000000000000000000000000000000000000
000000000000000000000000001000000000000000000000

22
000000000000000000000000001000000000000000000000
000000000000000000000000000100000000000000000000

23
000000000000000000000000000100000000000000000000
000000000000000000000000001000100000000000000000

24
000000000000000000000000001000100000000000000000
000000000000000000000000000000001000000000000000

25
000000000000000000000000000000001000000000000000
000000000000000000000000001000100010000000000000

Note: The experimental correlation of the first 10 rounds is 2−23:39 under 232 sample sizes and 100 random keys, the experimental correlation of the 6 rounds at
the DL part is 2−0:51 under 28 sample sizes and 100 random keys, the experimental correlation of the 9 rounds at the bottom is 2−9:28 under 228 sample sizes and
100 random keys. According to piling-up lemma, the experimental correlation is 2−23:39 × 2−0:51 × 2−9:28ð Þ2 ¼ 2−42:46.
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TABLE 11: Twenty-six-round DL distinguisher for SIMON96 with theoretical correlation 2−50:66 and experimental correlation 2−45:69, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−30; 0:63 ¼ð 2−0:66Þ, and 2−10, respectively.

Differential part (optimal differential trail)

0
000000010000000100000000000000000000000000000000
000001000100000001000000000000000000000000000000

11
000000000100010001000000000000000000000000000000
000000000001000000000000000000000000000000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−1.0 −0.0 −1.0 −1.0 −1.0 −0.0 −1.0 1.0
−0.0 −0.0 −1.0 −1.0 −0.0 −1.0 −1.0 1.0
−0.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

13

−0.25 −0.5 −1.0 −0.0 −0.25 1.0 −0.0 −0.0
−0.25 1.0 −0.0 −0.5 −1.0 −1.0 −0.0 −0.5
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −1.0 −1.0 −0.5 −1.0 −0.0
−1.0 −0.0 −1.0 −1.0 −1.0 −0.0 −1.0 1.0
−0.0 −0.0 −1.0 −1.0 −0.0 −1.0 −1.0 1.0
−0.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

14

−0.4688 −0.0 −0.0625 0.4688 −0.0 −0.0 −0.0625 −0.4688
−0.0 −0.0 −0.75 −1.0 −0.0 −0.25 −0.75 −1.0
−0.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.75 −1.0 −1.0 −1.0 −0.75 −1.0 −0.25

−0.4688 −0.75 −1.0 −0.25 −0.4688 −0.0 −0.0625 −0.1563
−0.25 −0.5 −1.0 −0.0 −0.25 1.0 −0.0 −0.0
−0.25 1.0 −0.0 −0.5 −1.0 −1.0 −0.0 −0.5
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TABLE 11: Continued.

−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −1.0 −1.0 −0.5 −1.0 −0.0

15

−0.0039 0.0623 −0.0 −0.0 −0.0039 0.1556 −0.0 −0.0
−0.0468 0.875 −0.0 −0.0625 −0.4688 −0.875 −0.0 −0.25
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.875 −1.0 −1.0 −1.0 −0.875 −1.0 −0.4688

−0.6426 −0.875 −1.0 −0.4688 −0.6426 −0.125 −0.1556 −0.3184
−0.6426 −0.0625 −0.1556 −0.0 −0.0156 −0.0208 −0.1440 −0.0
−0.4688 −0.0 −0.0625 0.4688 −0.0 −0.0 −0.0625 −0.4688
−0.0 −0.0 −0.75 −1.0 −0.0 −0.25 −0.75 −1.0
−0.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.75 −1.0 −1.0 −1.0 −0.75 −1.0 −0.25

−0.4688 −0.75 −1.0 −0.25 −0.4688 −0.0 −0.0625 −0.1563

16

−0.0 −0.0 −0.00006 −0.0195 −0.0 −0.0 −0.0007 0.1342
−0.0 −0.0 −0.1868 −0.6426 −0.0 −0.0313 −0.4688 1.0
−0.0 −0.9375 −1.0 −1.0 −1.0 −0.9375 −1.0 −0.6426
−0.77 −0.9375 −1.0 −0.6426 −0.77 −0.2637 −0.2727 −0.4737
−0.77 −0.1868 −0.2727 −0.0513 −0.0445 −0.0704 −0.2423 −0.0064
−0.0195 −0.0 −0.0039 −0.0013 −0.0173 −0.0 −0.00006 0.0024
−0.0039 0.0623 −0.0 −0.0 −0.0039 0.1556 −0.0 −0.0
−0.0469 0.875 −0.0 −0.0625 −0.4688 −0.875 −0.0 −0.25
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.875 −1.0 −1.0 −1.0 −0.875 −1.0 −0.4688

−0.6426 −0.875 −1.0 −0.4688 −0.6426 −0.125 −0.1556 −0.3184
−0.6426 −0.0625 −0.1556 −0.0 −0.0156 −0.0208 −0.1440 −0.0

17

− 5:96× 2−8 0.0003 −0.0 −0.0 − 7:15× 2−7 −0.0054 −0.0 −0.0
−0.0022 0.3232 −0.0 −0.00098 −0.1133 0.6225 −0.0 −0.0962
−0.8573 0.9688 −1.0 −0.77 −0.8573 −0.4060 −0.4024 −0.6114
−0.8573 −0.3336 −0.4024 −0.1227 −0.09 −0.1412 −0.3524 −0.039
−0.0530 −0.0143 −0.0117 −0.0086 −0.0424 −0.0002 −0.0008 −0.0
−0.0006 −0.00002 −0.0007 −0.0 − 2:38× 2−7 0.00001 −0.0 −0.0
−0.0 −0.0 −0.00006 −0.0195 −0.0 −0.0 −0.0007 0.1342
−0.0 −0.0 −0.1868 −0.6426 −0.0 −0.0313 −0.4688 1.0
−0.0 −0.9375 −1.0 −1.0 −1.0 −0.9375 −1.0 −0.6426
−0.77 −0.9375 −1.0 −0.6426 −0.77 −0.2637 −0.2727 −0.4737
−0.77 −0.1868 −0.2727 −0.0513 −0.0445 −0.0704 −0.2423 −0.0064
−0.0195 −0.0 −0.0039 −0.0013 −0.0173 −0.0 −0.00006 0.0024

Linear Part

000000000000000010001000100000000000000000000000
000000000000000000000010000000000000000000000000

18
000000000000000000000010000000000000000000000000
000000000000000010001000000000000000000000000000

19
000000000000000010001000000000000000000000000000
000000000000000000100000000000000000000000000000

20
000000000000000000100000000000000000000000000000
000000000000000010000000000000000000000000000000

21
000000000000000010000000000000000000000000000000
000000000000000000000000000000000000000000000000
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TABLE 11: Continued.

22
000000000000000000000000000000000000000000000000
000000000000000010000000000000000000000000000000

23
000000000000000010000000000000000000000000000000
000000000000000000100000000000000000000000000000

24
000000000000000000100000000000000000000000000000
000000000000000010001000000000000000000000000000

25
000000000000000010001000000000000000000000000000
000000000000000000000010000000000000000000000000

26
000000000000000000000010000000000000000000000000
000000000000000010001000100000000000000000000000

Note: The experimental correlation of the first 11 rounds is 2−26:60 under 232 sample sizes and 100 random keys, the experimental correlation of the 6 rounds at
the DL part is 2−0:49 under 28 sample sizes and 100 random keys, the experimental correlation of the 9 rounds at the bottom is 2−9:30 under 228 sample sizes and
100 random keys. According to piling-up lemma, the experimental correlation is 2−26:60 × 2−0:49 × 2−9:30ð Þ2 ¼ 2−45:69.

TABLE 12: Thirty-one-round DL distinguisher for SIMON128 with theoretical correlation 2−62:70 and experimental correlation 2−58:78, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−26; 0:61 ¼ð 2−0:70Þ, and 2−18, respectively.

Differential part (optimal differential trail)

0
0000000000000000000000000000000000000000100010001000000000000000
0000000000000000000000000000000000000010000000100000000000000000

10
0000000000000000000000000000000000000000100010001000000000000000
0000000000000000000000000000000000000000001000000000000000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

11

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.0 −1.0 −1.0 −1.0 −0.0 −1.0 1.0 −0.0
−0.0 −1.0 −1.0 −0.0 −1.0 −1.0 1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
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TABLE 12: Continued.

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.5 −1.0 −1.0 −1.0 −0.5 −1.0 −0.0 −0.25
−0.5 −1.0 −0.0 −0.25 1.0 −0.0 −0.0 −0.25
1.0 −0.0 −0.5 −1.0 −1.0 −0.0 −0.5 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.0 −1.0 −1.0 −1.0 −0.0 −1.0 1.0 −0.0
−0.0 −1.0 −1.0 −0.0 −1.0 −1.0 1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

13

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.75 −1.0 −1.0 −1.0 −0.75 −1.0 −0.25 −0.4688
−0.75 −1.0 −0.25 −0.4688 −0.0 −0.0625 −0.1563 −0.4688
−0.0 −0.0625 0.4688 −0.0 −0.0 −0.0625 −0.4688 −0.0
−0.0 −0.75 −1.0 −0.0 −0.25 −0.75 −1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.5 −1.0 −1.0 −1.0 −0.5 −1.0 −0.0 −0.25
−0.5 −1.0 −0.0 −0.25 1.0 −0.0 −0.0 −0.25
1.0 −0.0 −0.5 −1.0 −1.0 −0.0 −0.5 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

14

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.875 −1.0 −1.0 −1.0 −0.875 −1.0 −0.4688 −0.6426
−0.875 −1.0 −0.4688 −0.6426 −0.125 −0.1556 −0.3184 −0.6426
−0.0625 −0.1556 −0.0 −0.0156 −0.0208 −0.1440 −0.0 −0.0039
0.0623 −0.0 −0.0 −0.0039 0.1556 −0.0 −0.0 −0.0469
0.875 −0.0, −0.0625 −0.4688 −0.875 −0.0 −0.25 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0, −1.0 −1.0 −1.0
−0.75 −1.0 −1.0 −1.0 −0.75 −1.0 −0.25 −0.4688
−0.75 −1.0 −0.25 −0.4688 −0.0 −0.0625 −0.1563 −0.4688
−0.0 −0.0625 0.4688 −0.0 −0.0 −0.0625 −0.4688 −0.0
−0.0 −0.75 −1.0 −0.0 −0.25 −0.75 −1.0 −0.0
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TABLE 12: Continued.

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

15

−0.9375 −1.0 −1.0 −1.0 −0.9375 −1.0 −0.6426 −0.77
−0.9375 −1.0 −0.6426 −0.77 −0.2637 −0.2727 −0.4737 −0.77
−0.1868 −0.2727 −0.0513 −0.0445 −0.0704 −0.2423 −0.0064 −0.0195
−0.0 −0.0039 −0.0013 −0.0173 −0.0 −0.00006 0.0024 −0.0
−0.0 −0.00006 −0.0195 −0.0 −0.0 −0.0007 0.1342 −0.0
−0.0 −0.1868 −0.6426 −0.0 −0.03125 −0.4688 1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.875 −1.0 −1.0 −1.0 −0.875 −1.0 −0.4688 −0.6426
−0.875 −1.0 −0.4688 −0.6426 −0.125 −0.1556 −0.3184 −0.6426
−0.0625 −0.1556 −0.0 −0.0156 −0.0208 −0.1440 −0.0 −0.0039
0.0623 −0.0 −0.0 −0.0039 0.1556 −0.0 −0.0 −0.0469
0.875 −0.0 −0.0625 −0.46875 −0.875 −0.0 −0.25 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

16

−0.9688 −1.0 −0.77 −0.8573 −0.4060 −0.4024 −0.6114 −0.8573
−0.3336 −0.4024 −0.1227 −0.09 −0.1412 −0.3524 −0.0390 −0.0530
−0.0143 −0.0117 −0.0086 −0.0424 −0.0002 −0.0008 −0.0 −0.0006
−0.00002 −0.0007 −0.0 − 2:38× 2−7 0.00001 −0.0 −0.0 − 5:96× 2−8

0.0003 −0.0 −0.0 − 7:15× 2−7 −0.0054 −0.0 −0.0 −0.0022
0.3336 −0.0 −0.00098 −0.1133 0.6426 −0.0 −0.125 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

−0.9688 −1.0 −1.0 −1.0 −0.9688 −1.0 −0.77 −0.8573
−0.9375 −1.0 −1.0 −1.0 −0.9375 −1.0 −0.6426 −0.77
−0.9375 −1.0 −0.6426 −0.77 −0.2637 −0.2727 −0.4737 −0.77
−0.1868 −0.2727 −0.0513 −0.0445 −0.0704 −0.2423 −0.0064 −0.0195
−0.0 −0.0039 −0.0013 −0.017 −0.0 −0.00006 0.0024 −0.0
−0.0 −0.00006 −0.0195 −0.0 −0.0 −0.0007 0.1342 −0.0
−0.0 −0.1868 −0.6426 −0.0 −0.0313 −0.4688 1.0 −0.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

17

−0.4813 −0.5320 −0.2116 −0.1542 −0.2293 −0.4671 −0.1034 −0.1088
−0.0409 −0.0255 −0.0249 −0.0807 −0.0035 −0.0038 −0.0018 −0.0023
−0.0004 −0.0029 − 3:33× 2−6 − 8:47× 2−6 −0.0 −0.00003 − 3:32× 2−8 − 3:28× 2−6

−0.0 − 2:33× 2−10 4:17× 2−9 −0.0 −0.0 − 9:09× 2−13 − 1:85× 2−7 −0.0
−0.0 − 1:09× 2−11 −0.00002 −0.0 −0.0 − 4:01× 2−7 −0.0126 −0.0
−0.0 −0.0106 0.2298 −0.0 −0.0020 −0.2637 −1.0 −0.0

−0.9844 −1.0 −1.0 −1.0 −0.9844 −1.0 −0.8573 −0.9142
−0.9844 −1.0 −0.8573 −0.9142 −0.5413 −0.5320 −0.7248 −0.9142
−0.9688 −1.0 −0.77 −0.8573 −0.4060 −0.4024 −0.6114 −0.8573
−0.3336 −0.4024 −0.1227 −0.09 −0.1412 −0.3524 −0.0390 −0.0530
−0.0143 −0.0117 −0.0086 −0.0424 −0.00025 −0.0008 −0.0 −0.0006
−0.00002 −0.0007 −0.0 − 2:38× 2−7 0.00001 −0.0 −0.0 − 5:96× 2−8

0.0003 −0.0 −0.0 − 7:15× 2−7 −0.0054 −0.0 −0.0 −0.0022
0.3336 −0.0 −0.0010 −0.1133 0.6426 −0.0 −0.125 −1.0
1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

−0.9688 −1.0 −1.0 −1.0 −0.9688 −1.0 −0.77 −0.8573

18
−0.0817 −0.0479 −0.0522 −0.1330 −0.0155 −0.0121 −0.0069 −0.0057
−0.0021 −0.0083 −0.0001 −0.00008 −0.00006 −0.0002 − 3:98× 2−6 −0.00003

22 IET Information Security
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− 1:19× 2−8 − 2:48× 2−8 −0.0 − 4:03× 2−7 − 2:07× 2−12 − 6:24× 2−10 −0.0 − 3:65× 2−14

2:15× 2−14 −0.0 −0.0 − 5:42× 2−20 5:85× 2−13 −0.0 −0.0 − 1:63× 2−19

1:99× 2−9 −0.0 −0.0 − 7:17× 2−14 −0.00001 −0.0 −0.0 − 5:79× 2−6

−0.0384 −0.0 − 9:54× 2−7 −0.0150 0.4028 −0.0 −0.0571 −0.9496
0.9922 −1.0 −0.9142 −0.9496 −0.6607 −0.6503 −0.8125 −0.9496
−0.6151 −0.6503 −0.3138 −0.2366 −0.3306 −0.5783 −0.1957 −0.1873
−0.4813 −0.5320 −0.2116 −0.1542 −0.2293 −0.4671 −0.1034 −0.1088
−0.0409 −0.0255 −0.0249 −0.0807 −0.0035 −0.0038 −0.0018 −0.0023
−0.0004 −0.0029 − 3:33× 2−6 − 8:47× 2−6 −0.0 −0.00003 − 3:32× 2−8 − 3:28× 2−6

−0.0 − 2:33× 2−10 4:17× 2−9 −0.0 −0.0 − 9:09× 2−13 − 1:85× 2−7 −0.0
−0.0 − 1:09× 2−11 −0.00002 −0.0 −0.0 − 4:01× 2−7 −0.0126 −0.0
−0.0 −0.0106 0.2298 −0.0 −0.0020 −0.2637 −1.0 −0.0

−0.9844 −1.0 −1.0 −1.0 −0.9844 −1.0 −0.8573 −0.9142
−0.9844 −1.0 −0.8573 −0.9142 −0.5413 −0.5320 −0.7248 −0.9142

19

−0.0066 −0.0188 −0.0009 −0.0005 −0.0004 −0.0007 −0.00005 −0.0002
− 1:19× 2−6 − 5:42× 2−7 − 3:94× 2−7 − 4:08× 2−6 − 3:46× 2−9 − 3:63× 2−8 − 5:32× 2−12 − 1:42× 2−11

−0.0 − 2:94× 2−10 − 1:72× 2−18 − 1:32× 2−15 −0.0 − 3:47× 2−19 1:79× 2−22 −0.0
−0.0 − 3:16× 2−30 − 6:10× 2−22 −0.0 −0.0 − 3:70× 2−32 9:18× 2−17 −0.0
−0.0 − 1:96× 2−25 − 1:12× 2−10 −0.0 −0.0 − 5:81× 2−13 −0.0001 −0.0
−0.0 −0.00007 −0.0450 −0.0 −0.00004 −0.1092 0.8765 −0.0

−0.7267 −0.7499 −0.4231 −0.3339 −0.4391 −0.6791 −0.3073 −0.2850
−0.1379 −0.0814 −0.0922 −0.1992 −0.0424 −0.0301 −0.0177 −0.0119
−0.0817 −0.0479 −0.0522 −0.1330 −0.0155 −0.0121 −0.0069 −0.0057
−0.0021 −0.0083 −0.0001 −0.00008 −0.00006 −0.0002 − 3:98× 2−6 −0.00003

− 3:46× 2−9 − 1:19× 2−8 − 2:48× 2−8 −0.0 − 4:03× 2−7 − 2:0654× 2−12 − 6:24× 2−10 − 0:0; − 3:65× 2−14

2:15× 2−14 −0.0 −0.0 − 5:42× 2−20 5:85× 2−13 −0.0 −0.0 − 1:63× 2−19

1:99× 2−9 −0.0 −0.0 − 7:17× 2−14 −0.00001 −0.0 −0.0 − 5:79× 2−6

−0.0384 −0.0 − 9:54× 2−7 −0.0150 0.4028 −0.0 −0.0571 −0.9496
0.9922 −1.0 −0.9142 −0.9496 −0.6607 −0.6503 −0.8125 −0.9496
−0.6151 −0.6503 −0.3138 −0.2366 −0.3306 −0.5783 −0.1957 −0.1873

Linear part

0000000000000000000000000000000000000000000000000000010000000000
0000000000000000000000000000000000000000000000010001000000000000

20
0000000000000000000000000000000000000000000000010001000000000000
0000000000000000000000000000000000000000000000000100000000000000

21
0000000000000000000000000000000000000000000000000100000000000000
0000000000000000000000000000000000000000000000010000000000000000

22
0000000000000000000000000000000000000000000000010000000000000000
0000000000000000000000000000000000000000000000000000000000000000

23
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000000000000000000000010000000000000000

24
0000000000000000000000000000000000000000000000010000000000000000
0000000000000000000000000000000000000000000000000100000000000000

25
0000000000000000000000000000000000000000000000000100000000000000
0000000000000000000000000000000000000000000000010001000000000000

26
0000000000000000000000000000000000000000000000010001000000000000
0000000000000000000000000000000000000000000000000000010000000000

27
0000000000000000000000000000000000000000000000000000010000000000
0000000000000000000000000000000000000000000000010001000100000000

28
0000000000000000000000000000000000000000000000010001000100000000
0000000000000000000000000000000000000000000000000100000001000000
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TABLE 12: Continued.

29
0000000000000000000000000000000000000000000000000100000001000000
0000000000000000000000000000000000000000000000010000000100010000

30
0000000000000000000000000000000000000000000000010000000100010000
0000000000000000000000000000000000000000000000000000000000000100

31
0000000000000000000000000000000000000000000000000000000000000100
0000010000000000000000000000000000000000000000010000000100010001

Note: The experimental correlation of the first 10 rounds is 2−22:47 under 232 sample sizes and 100 random keys, and the experimental correlation of the 9
rounds at the DL part is 2−0:31 under 28 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−22:47 × 2−0:31 ×
2−18ð Þ2 ¼ 2−58:78.

TABLE 13: Thirty-two-round DL distinguisher for SIMON128 with theoretical correlation 2−66:70 and experimental correlation 2−63:99, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−30; 0:61 ¼ð 2−0:70Þ, and 2−18, respectively.

Differential part (optimal differential trail)

0
0000000000000000000001000000010000000000000000000000000000000000
0000000000000000000100010000000100000000000000000000000000000000

11
0000000000000000000000010001000100000000000000000000000000000000
0000000000000000000000000100000000000000000000000000000000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0
−1.0 −1.0 −1.0 −0.0 −1.0 1.0 −0.0 −0.0
−1.0 −1.0 −0.0 −1.0 −1.0 1.0 −0.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
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13

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.5
−1.0 −1.0 −1.0 −0.5 −1.0 −0.0 −0.25 −0.5
−1.0 −0.0 −0.25 1.0 −0.0 −0.0 −0.25 1.0
−0.0 −0.5 −1.0 −1.0 −0.0 −0.5 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0
−1.0 −1.0 −1.0 −0.0 −1.0 1.0 −0.0 −0.0
−1.0 −1.0 −0.0 −1.0 −1.0 1.0 −0.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

14

−1.0 −1.0 −1.0 −0.75 −1.0 −0.25 −0.4688 −0.75
−1.0 −0.25 −0.4688 −0.0 −0.0625 −0.1563 −0.4688 −0.0

−0.0625 0.4688 −0.0 −0.0 −0.0625 −0.4688 −0.0 −0.0
−0.75 −1.0 −0.0 −0.25 −0.75 −1.0 −0.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.75
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.5
−1.0 −1.0 −1.0 −0.5 −1.0 −0.0 −0.25 −0.5
−1.0 −0.0 −0.25 1.0 −0.0 −0.0 −0.25 1.0
−0.0 −0.5 −1.0 −1.0 −0.0 −0.5 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

15

−1.0 −0.4688 −0.6426 −0.125 −0.1556 −0.3184 −0.6426 −0.0625
−0.1556 −0.0 −0.0156 −0.0208 −0.1440 −0.0 −0.0039 0.0623
−0.0 −0.0 −0.0039 0.1556 −0.0 −0.0 −0.0469 0.875
−0.0 −0.0625 −0.4688 −0.875 −0.0 −0.25 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875
−1.0 −1.0 −1.0 −0.875 −1.0 −0.4688 −0.6426 −0.875
−1.0 −1.0 −1.0 −0.75 −1.0 −0.25 −0.4688 −0.75
−1.0 −0.25 −0.4688 −0.0 −0.0625 −0.15625 −0.4688 −0.0

−0.0625 0.4688 −0.0 −0.0 −0.0625 −0.4688 −0.0 −0.0
−0.75 −1.0 −0.0 −0.25 −0.75 −1.0 −0.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.75

16

−0.2727 −0.0513 −0.0445 −0.0704 −0.2423 −0.0064 −0.0195 −0.0
−0.0039 −0.0013 −0.0173 −0.0 −0.00006 0.0024 −0.0 −0.0
−0.0000 −0.0195 −0.0 −0.0 −0.0007 0.1342 −0.0 −0.0
−0.1868 −0.6426 −0.0 −0.03125 −0.4688 1.0 −0.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.9375
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−1.0 −1.0 −1.0 −0.9375 −1.0 −0.6426 −0.77 −0.9375
−1.0 −0.6426 −0.77 −0.2637 −0.2727 −0.4737 −0.77 −0.1868
−1.0 −0.4688 −0.6426 −0.125 −0.1556 −0.3184 −0.6426 −0.0625

−0.1556 −0.0 −0.0156 −0.0208 −0.1440 −0.0 −0.0039 0.0623
−0.0 −0.0 −0.0039 0.1556 −0.0 −0.0 −0.0469 0.875
−0.0 −0.0625 −0.4688 −0.875 −0.0 −0.25 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875
−1.0 −1.0 −1.0 −0.875 −1.0 −0.4688 −0.6426 −0.875

17

−0.0117 −0.0086 −0.0424 −0.0002 −0.0008 −0.0 −0.0006 −0.00002
−0.0007 −0.0 − 2:38× 2−7 0.00001 −0.0 −0.0 − 5:96× 2−8 0.0003
−0.0 −0.0 − 7:15× 2−7 −0.0054 −0.0 −0.0 −0.0022 0.3336
−0.0 −0.00098 −0.1133 0.6426 −0.0 −0.125 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.9688
−1.0 −1.0 −1.0 −0.9688 −1.0 −0.77 −0.8573 −0.9688
−1.0 −0.77 −0.8573 −0.4060 −0.4024 −0.6114 −0.8573 −0.3336

−0.4024 −0.1227 −0.09 −0.1412 −0.3524 −0.0390 −0.0530 −0.0143
−0.2727 −0.0513 −0.0445 −0.0704 −0.2423 −0.0064 −0.0195 −0.0
−0.0039 −0.0013 −0.0173 −0.0 −0.0000 0.0024 −0.0 −0.0
−0.00006 −0.0195 −0.0 −0.0 −0.0007 0.1342 −0.0 −0.0
−0.1868 −0.6426 −0.0 −0.0313 −0.4688 1.0 −0.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.9375
−1.0 −1.0 −1.0 −0.9375 −1.0 −0.6426 −0.77 −0.9375
−1.0 −0.6426 −0.77 −0.2637 −0.2727 −0.4737 −0.77 −0.1868

18

−0.0029 − 3:33× 2−6 − 8:47× 2−6 −0.0 −0.00003 − 3:32× 2−8 − 3:28× 2−6 −0.0
− 2:3283× 2−10 4:17× 2−9 −0.0 −0.0 − 9:09× 2−13 − 1:85× 2−7 −0.0 −0.0
− 1:09× 2−11 −0.00002 −0.0 −0.0 − 4:01× 2−7 −0.0126 −0.0 −0.0
−0.0106 0.2298 −0.0 −0.0020 −0.2637 −1.0 −0.0 −0.9844
−1.0 −1.0 −1.0 −0.9844 −1.0 −0.8573 −0.9142 −0.9844
−1.0 −0.8573 −0.9142 −0.5413 −0.5320 −0.7248 −0.9142 −0.4813

−0.5320 −0.2116 −0.1542 −0.2293 −0.4671 −0.1034 −0.1088 −0.0409
−0.0255 −0.0249 −0.0807 −0.0035 −0.0038 −0.0018 −0.0023 −0.0004
−0.0117 −0.0086 −0.0424 −0.0002 −0.0008 −0.0 −0.0006 −0.00002
−0.0007 −0.0 − 2:38× 2−7 0.00001 −0.0 −0.0 − 5:96× 2−8 0.0003
−0.0 −0.0 − 7:15× 2−7 −0.0054 −0.0 −0.0 −0.0022 0.3336
−0.0 −0.0010 −0.1133 0.6426 −0.0 −0.125 −1.0 1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.96875
−1.0 −1.0 −1.0 −0.9688 −1.0 −0.77 −0.8573 −0.9688
−1.0 −0.77 −0.8573 −0.4060 −0.4024 −0.6114 −0.8573 −0.3336

−0.4024 −0.1227 −0.08997 −0.1412 −0.3524 −0.0390 −0.0530 −0.0143

19

− 2:48× 2−8 −0.0 − 4:03× 2−7 − 2:07× 2−12 − 6:24× 2−10 −0.0 − 3:65× 2−14 2:15× 2−14

−0.0 −0.0 − 5:42× 2−20 5:85× 2−13 −0.0 −0.0 − 1:63× 2−19 1:99× 2−9

−0.0 −0.0 − 7:17× 2−14 −0.00001 −0.0 −0.0 − 5:79× 2−6 −0.0384
−0.0 − 9:54× 2−7 −0.0150 0.4028 −0.0 −0.0571 −0.9496 0.9922
−1.0 −0.9142 −0.9496 −0.6607 −0.6503 −0.8125 −0.9496 −0.6151

−0.6503 −0.3138 −0.2366 −0.3306 −0.5783 −0.1957 −0.1873 −0.0817
−0.0479 −0.0522 −0.1330 −0.0155 −0.0121 −0.0069 −0.0057 −0.0021
−0.0083 −0.0001 −0.00008 −0.00006 −0.0002 − 3:98× 2−6 −0.00003 − 1:19× 2−8

−0.0029 − 3:33× 2−6 − 8:47× 2−6 −0.0 −0.00003 − 3:32× 2−8 − 3:28× 2−6 −0.0
− 2:33× 2−10 4:17× 2−9 −0.0 −0.0 − 9:09× 2−13 − 1:85× 2−7 −0.0 −0.0
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− 1:09× 2−11 −0.00002 −0.0 −0.0 − 4:01× 2−7 −0.0126 −0.0 −0.0
−0.0106 0.2298 −0.0 −0.0020 −0.2637 −1.0 −0.0 −0.9844
−1.0 −1.0 −1.0 −0.9844 −1.0 −0.8573 −0.9142 −0.9844
−1.0 −0.8573 −0.9142 −0.5413 −0.5320 −0.7248 −0.9142 −0.4813

−0.5320 −0.2116 −0.1542 −0.2293 −0.4671 −0.1034 −0.1088 −0.0409
−0.0255 −0.0249 −0.0807 −0.0035 −0.0038 −0.0018 −0.0023 −0.0004

20

− 2:94× 2−10 − 1:72× 2−18 − 1:32× 2−15 −0.0 − 3:47× 2−19 1:79× 2−22 −0.0 −0.0
− 3:16× 2−30 − 6:10× 2−22 −0.0 −0.0 − 3:70× 2−32 9:18× 2−17 −0.0 −0.0
− 1:96× 2−25 − 1:12× 2−10 −0.0 −0.0 − 5:81× 2−13 −0.0001 −0.0 −0.0
−0.00007 −0.0450 −0.0 −0.00004 −0.1092 0.8765 −0.0 −0.7267
−0.7499 −0.4231 −0.3339 −0.4391 −0.6791 −0.3073 −0.2850 −0.1379
−0.0814 −0.0922 −0.1992 −0.0424 −0.0301 −0.0177 −0.0119 −0.0066
−0.0188 −0.0009 −0.0005 −0.0004 −0.0007 −0.00005 −0.0002 − 1:19× 2−6

− 5:42× 2−7 − 3:94× 2−7 − 4:08× 2−6 − 3:46× 2−9 − 3:63× 2−8 − 5:32× 2−12 − 1:42× 2−11 −0.0
− 2:48× 2−8 −0.0 − 4:03× 2−7 − 2:07× 2−12 − 6:24× 2−10 −0.0 − 3:65× 2−14 − 2:15× 2−14

−0.0 −0.0 − 5:42× 2−20 5:85× 2−13 −0.0 −0.0 − 1:63× 2−19 1:99× 2−9

−0.0 −0.0 − 7:17× 2−14 −0.00001 −0.0 −0.0 − 5:79× 2−6 −0.0384
−0.0 − 9:54× 2−7 −0.0150 0.4028 −0.0 −0.0571 −0.9496 0.9922
−1.0 −0.9142 −0.9496 −0.6607 −0.6503 −0.8125 −0.9496 −0.6151

−0.6503 −0.3138 −0.2366 −0.3306 −0.5783 −0.1957 −0.1873 −0.0817
−0.0479 −0.0522 −0.1330 −0.0155 −0.0121 −0.0069 −0.0057 −0.0021
−0.0083 −0.0001 −0.00008 −0.00006 −0.0002 − 3:98× 2−6 −0.00003 − 1:19× 2−8

Linear part

0000000000000000000000000000000000001000000000000000000000000000
0000000000000000000000000000001000100000000000000000000000000000

21
0000000000000000000000000000001000100000000000000000000000000000
0000000000000000000000000000000010000000000000000000000000000000

22
0000000000000000000000000000000010000000000000000000000000000000
0000000000000000000000000000001000000000000000000000000000000000

23
0000000000000000000000000000001000000000000000000000000000000000
0000000000000000000000000000000000000000000000000000000000000000

24
0000000000000000000000000000000000000000000000000000000000000000
0000000000000000000000000000001000000000000000000000000000000000

25
0000000000000000000000000000001000000000000000000000000000000000
0000000000000000000000000000000010000000000000000000000000000000

26
0000000000000000000000000000000010000000000000000000000000000000
0000000000000000000000000000001000100000000000000000000000000000

27
0000000000000000000000000000001000100000000000000000000000000000
0000000000000000000000000000000000001000000000000000000000000000

28
0000000000000000000000000000000000001000000000000000000000000000
0000000000000000000000000000001000100010000000000000000000000000

29
0000000000000000000000000000001000100010000000000000000000000000
0000000000000000000000000000000010000000100000000000000000000000

30
00000000000000000000000000000000100000001000000000000000000000000
0000000000000000000000000000001000000010001000000000000000000000

31
0000000000000000000000000000001000000010001000000000000000000000
0000000000000000000000000000000000000000000010000000000000000000

32
0000000000000000000000000000000000000000000010000000000000000000
0000000000000000000000000000001000000010001000100000000000000000

Note: The experimental correlation of the first 11 rounds is 2−27:68 under 232 sample sizes and 100 random keys, and the experimental correlation of the 9
rounds at the DL part is 2−0:31 under 28 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−27:68 × 2−0:31 ×
2−18ð Þ2 ¼ 2−63:99.
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TABLE 14: Fourteen-round DL distinguisher for SIMECK32 with theoretical correlation 2−16:63 and experimental correlation 2−15:57, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part is
2−10; 0:64 ¼ð 2−0:63Þ, and 2−3, respectively.

Differential part

0 00100000000000000111010000000000
1 00010100000000000010000000000000
2 00001000000000000001010000000000
3 00000100000000000000100000000000
4 00000000000000000000010000000000
5 000001000000000000000000000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

6

0.0 −1.0 −1.0 −1.0 1.0 0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

7

−0.25 −1.0 −1.0 0.9999 0.0 0.50 −1.0 −1.0
−1.0 −1.0 −0.9999 −0.50 −1.0 −1.0 −1.0 0.0
0.0 −1.0 −1.0 −1.0 1.0 0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

0.0 −1.0 0.9999 0.0 −0.2450 0.0 −0.75 −1.0
−1.0 −0.9999 −0.2450 −0.4688 −1.0 −1.0 0.0 −0.0625
−0.25 −1.0 −1.0 0.9999 0.0 0.50 −1.0 −1.0
−1.0 −1.0 −0.9999 −0.50 −1.0 −1.0 −1.0 0.0

9

−0.0625 0.8750 0.0 0.1250 0.0 0.1172 −0.6426 −1.0
−0.9999 −0.1250 −0.1556 −0.1836 −1.0 0.0 −0.0156 0.0

0.0 −1.0 0.9999 0.0 −0.2450 0.0 −0.75 −1.0
−1.0 −0.9999 −0.2450 −0.4688 −1.0 −1.0 0.0 −0.0625

10

0.0 0.0 −0.0625 0.0 0.0082 0.0 −0.3645 −1.0
−0.0625 −0.0445 −0.0133 −0.1474 0.0 −0.0039 0.0 −0.0010
−0.0625 0.8750 0.0 0.1250 0.0 0.1172 −0.6426 −1.0
−0.9999 −0.1250 −0.1556 −0.1836 −1.0 0.0 −0.0156 0.0

Linear part

00000001000000000000001000000000
11 00000010000000000000000000000000
12 00000000000000000000001000000000
13 00000010000000000000000100000000
14 00000001000000000000001010001000

Note: The experimental correlation of the first 10 (5þ 5) rounds is 2−9:57 under 232 sample sizes and 100 random keys, and the experimental correlation of the 4
rounds at the bottom is 2−3 under 215 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−9:57 × 2−3ð Þ2 ¼
2−15:57.

28 IET Information Security



TABLE 15: Seventeen-round DL distinguisher for SIMECK48 with theoretical correlation 2−22:37 and experimental correlation 2−15:43, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−12; 0:77 ¼ð 2−0:37Þ, and 2−5, respectively.

Differential part

0 000000000000100000000000000000000001010000000000
1 000000000000010000000000000000000000100000000000
2 000000000000000000000000000000000000010000000000
3 000000000000010000000000000000000000000000000000
4 000000000000100000000000000000000000010000000000
5 000000000001010000000000000000000000100000000000
6 000000000010000000000000000000000001010000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

7

−1.0 −1.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 1.0 0.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−0.5 −1.0 −1.0 −1.0 0.0 −0.25 − 9:09× 2−13 −1.0
0.0 0.0 −0.5 − 9:09× 2−13 1.0 0.0 −0.9999 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 1.0 0.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−0.4688 −0.50 −1.0 0.0 −0.0625 0.0 −0.25 0.0
0.0 0.25 0.0 −0.50 − 5:46× 2−12 0.50 −0.9999 −1.0
−1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0 −0.25
−0.5 −1.0 −1.0 −1.0 0.0 −0.25 − 9:09× 2−13 −1.0
0.0 0.0 −0.5 − 9:09× 2−13 1.0 0.0 −0.9999 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

−0.0918 −0.4688 0.0 −0.0156 0.0 −0.0156 0.0 − 1:21× 2−13

0.0 0.0 −0.1250 2:39× 2−12 −0.25 − 2:04× 2−11 −0.8750 −1.0
−1.0 −1.0 −0.4688 −0.6426 −0.75 −1.0 −0.1250 −0.1556

−0.4688 −0.50 −1.0 0.0 −0.0625 0.0 −0.25 0.0
0.0 0.25 0.0 −0.50 5:46× 2−12 0.50 −0.9999 −1.0
−1.0 −1.0 −1.0 −0.750 −1.0 −1.0 −1.0 −0.25

11

−0.0609 6:90× 2−13 −0.0039 3:11× 2−13 −0.00024 0.0 0.0 0.0
1:33× 2−13 0.0146 0.0 −0.0625 0.0 0.1606 −0.77 −0.8750

−1.0 −0.2637 −0.2727 −0.2522 −0.6426 −0.0625 −0.0445 −0.0066
−0.0918 −0.4688 0.0 −0.0156 0.0 −0.0156 0.0 − 1:21× 2−13

0.0 0.0 −0.1250 2:39× 2−12 −0.25 − 2:04× 2−11 −0.8750 −1.0
−1.0 −1.0 −0.4688 −0.6426 −0.75 −1.0 −0.1250 −0.1556

12

0.0 −0.0005 0.0 − 9:54× 10−7 0.0 0.0 0.0 0.0
0.0 0.0 −0.0037 0.0 0.0127 − 2:34× 10−11 −0.4242 −0.77

−0.1401 −0.09 −0.0379 −0.1371 −0.0193 −0.0119 −0.0002 −0.0024
−0.0609 6:90× 10−13 −0.0039 3:11× 10−13 −0.0002 0.0 0.0 0.0

1:33× 10−13 0.0146 0.0 −0.0625 0.0 0.1606 −0.77 −0.8750
−1.0 −0.2637 −0.2727 −0.2522 −0.6426 −0.0625 −0.0445 −0.0066
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TABLE 15: Continued.

Linear part

000000000000000100000000000000000000000000000000
13 000000000000000000000000000000000000000100000000
14 000000000000000100000000000000000000000010000000
15 000000000000000010000000000000000000000101000000
16 000000000000000101000000000000000000000000100000
17 000000000000000000100000000000000000000101010000

Note: The experimental correlation of the first 12 (6þ 6) rounds is 2−6:13 under 232 sample sizes and 100 random keys, and the experimental correlation of the 5
rounds at the bottom is 2−4:65 under 218 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−6:13 × 2−4:65ð Þ2 ¼
2−15:43.

TABLE 16: Eighteen-round DL distinguisher for SIMECK48 with theoretical correlation 2−24:75 and experimental correlation 2−17:88, where the
theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part are
2−12; 0:59 ¼ð 2−0:75Þ, and 2−6, respectively.

Differential part

0 000000000000000000001000000000000000000000010100
1 000000000000000000000100000000000000000000001000
2 000000000000000000000000000000000000000000000100
3 000000000000000000000100000000000000000000000000
4 000000000000000000001000000000000000000000000100
5 000000000000000000010100000000000000000000001000
6 000000000000000000100000000000000000000000010100

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0

7

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 1.0 0.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.5 −1.0 −1.0 −1.0 0.0 −0.25 0.0 −1.0
0.0 0.0 −0.5 0.0 1.0 0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 0.0 −1.0 −1.0
−1.0 1.0 0.0 1.0 −1.0 1.0 −1.0 −1.0

9

−1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0 −0.25
−0.4688 −0.5 −1.0 0.0 −0.0625 0.0 −0.25 0.0

0.0 0.25 0.0 −0.5 0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−0.5 −1.0 −1.0 −1.0 0.0 −0.25 0.0 −1.0
0.0 0.0 −0.5 0.0 1.0 0.0 −1.0 −1.0

10

−1.0 −1.0 −0.4688 −0.6426 −0.75 −1.0 −0.1250 −0.1556
−0.0918 −0.4688 0.0 −0.0156 0.0 −0.0156 0.0 0.0

0.0 0.0 −0.1250 0.0 −0.25 0.0 −0.875 −1.0
−1.0 −1.0 −1.0 −0.75 −1.0 −1.0 −1.0 −0.25
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TABLE 16: Continued.

−0.4688 −0.5 −1.0 0.0 −0.0625 0.0 −0.25 0.0
0.0 0.25 0.0 −0.5 0.0 0.5 −1.0 −1.0

11

−1.0 −0.2637 −0.2727 −0.2522 −0.6426 −0.0625 −0.0445 −0.0066
−0.0609 0.0 −0.0039 0.0 −0.0002 0.0 0.0 0.0

0.0 0.0146 0.0 −0.0625 0.0 0.1606 −0.77 −0.875
−1.0 −1.0 −0.4688 −0.6426 −0.75 −1.0 −0.1250 −0.1556

−0.0918 −0.4688 0.0 −0.0156 0.0 −0.0156 0.0 0.0
0.0 0.0 −0.1250 0.0 −0.25 0.0 −0.875 −1.0

12

−0.1401 −0.09 −0.0379 −0.1371 −0.0192 −0.0119 −0.0002 −0.0024
0.0 −0.0005 0.0 − 9:54× 10−7 0.0 0.0 1:51× 2−13 0.0
0.0 0.0 −0.0037 0.0 0.0127 0.0 −0.4242 −0.77
−1.0 −0.2637 −0.2727 −0.2522 −0.6426 −0.0625 −0.0445 −0.0066

−0.0609 0.0 −0.0039 0.0 −0.0002 0.0 0.0 0.0
0.0 0.0146 0.0 −0.0625 0.0 0.1606 −0.77 −0.875

Linear part

000000000000000000000001000000000000000000000010
13 000000000000000000000010000000000000000000000000
14 000000000000000000000000000000000000000000000010
15 000000000000000000000010000000000000000000000001
16 000000000000000000000001100000000000000000000010
17 100000000000000000000010010000000000000000000000
18 010000000000000000000000101000000000000000000010

Note: The experimental correlation of the first 12 (6þ 6) rounds is 2−6:54 under 232 sample sizes and 100 random keys, and the experimental correlation of the 6
rounds at the bottom is 2−5:67 under 218 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−6:54 × 2−5:67ð Þ2 ¼
2−17:88.

TABLE 17: Twenty-two-round DL distinguisher for SIMECK64 with theoretical correlation 2−32:90 and experimental correlation 2−24:59, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−14; 0:53 ¼ð 2−0:44Þ, and 2−9, respectively.

Differential part (optimal differential trail)

0 0000000000000000001000000000000000000000000000000101010000000000
7 0000000000000000000101000000000000000000000000000000100000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
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TABLE 17: Continued.

−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

11

−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125
−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875
−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.0313 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77
−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125

−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875

13

−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0005 −0.0 −0.0010 −0.0 0.1211 −1.0 −0.9688
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.019 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.0313 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77

14

−0.0240 −0.0193 −0.0016 −0.0036 −0.0002 −0.0005 −0.000001 −0.000008
−0.0 − 3:41× 2−7 −0.0 − 1:09× 2−10 −0.0 −0.0 −0.0 −0.0
−0.0 −0.0 −0.000003 −0.0 0.0017 −0.0 −0.8573 −0.9142

−0.5413 −0.5320 −0.4311 −0.5320 −0.1955 −0.1542 −0.0660 −0.1048
−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0005 −0.0 −0.00097 −0.0 0.1211 −1.0 −0.9688
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

Linear part

0000000000000000000000000100000000000000000000000000001010000000
15 0000000000000000000000101000000000000000000000000000000100000000
16 0000000000000000000000010000000000000000000000000000001000000000
17 0000000000000000000000100000000000000000000000000000000000000000
18 0000000000000000000000000000000000000000000000000000001000000000
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TABLE 17: Continued.

19 0000000000000000000000100000000000000000000000000000000100000000
20 0000000000000000000000010000000000000000000000000000001010000000
21 0000000000000000000000101000000000000000000000000000000001000000
22 0000000000000000000000000100000000000000000000000000001010100000

Note: The experimental correlation of the first 14 (7þ 7) rounds is 2−8:03 under 232 sample sizes and 100 random keys, and the experimental correlation of the 8
rounds at the bottom is 2−8:28 under 225 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−8:03 × 2−8:28ð Þ2 ¼
2−24:59.

TABLE 18: Twenty-three-round DL distinguisher for SIMECK64 with theoretical correlation 2−36:13 and experimental correlation 2−25:45,
where the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear
part are 2−14; 0:91 ¼ð 2−0:13Þ, and 2−11, respectively.

Differential part (optimal differential trail)

0 0000000000000000001000000000000000000000000000000101010000000000
7 0000000000000000000101000000000000000000000000000000100000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

11
−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125

−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
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TABLE 18: Continued.

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875
−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.0313 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77
−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125

−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875

13

−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.00075 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0005 −0.0 −0.00098 −0.0 0.1211 −1.0 −0.9688
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.0313 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77

14

−0.0240 −0.0193 −0.0016 −0.0036 −0.0002 −0.0005 −0.000001 −0.000008
−0.0 − 3:41× 2−7 −0.0 − 1:09× 2−10 −0.0 −0.0 −0.0 −0.0
−0.0 −0.0 −0.000003 −0.0 0.0017 −0.0 −0.8573 −0.9142

−0.5413 −0.5320 −0.4311 −0.5320 −0.1955 −0.1542 −0.0660 −0.1048
−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0005 −0.0 −0.00098 −0.0 0.1211 −1.0 −0.96875
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

Linear part

0000000000000000000000010000000000000000000000000000000000000000
15 0000000000000000000000000000000000000000000000000000000100000000
16 0000000000000000000000010000000000000000000000000000000010000000
17 0000000000000000000000001000000000000000000000000000000101000000
18 0000000000000000000000010100000000000000000000000000000000100000
19 0000000000000000000000000010000000000000000000000000000101010000
20 0000000000000000000000010101000000000000000000000000000010000000
21 0000000000000000000000001000000000000000000000000000000100010000
22 0000000000000000000000010001000000000000000000000000000000000000
23 0000000000000000000000000000000000000000000000000000000100010000

Note: The experimental correlation of the first 14 (7þ 7) rounds is 2−6:77 under 232 sample sizes and 100 random keys, and the experimental correlation of the 9
rounds at the bottom is 2−9:34 under 228 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−6:77 × 2−9:34ð Þ2 ¼
2−25:45.
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TABLE 19: Twenty-four-round DL distinguisher for SIMECK64 with theoretical correlation 2−38:13 and experimental correlation 2−27:17, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−14; 0:91 ¼ð 2−0:13Þ, and 2−12, respectively.

Differential part (optimal differential trail)

0 0000000000000000001000000000000000000000000000000101010000000000
7 0000000000000000000101000000000000000000000000000000100000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

11

−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125
−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875
−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.03125 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77
−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125

−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
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TABLE 19: Continued.

−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875

13

−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0004 −0.0 −0.00098 −0.0 0.1211 −1.0 −0.9688
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.0313 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77

14

−0.0240 −0.0193 −0.0016 −0.0036 −0.0002 −0.0005 −0.000001 −0.000008
−0.0 − 3:41× 2−7 −0.0 − 1:09× 2−10 −0.0 −0.0 −0.0 −0.0
−0.0 −0.0 −0.000003 −0.0 0.0017 −0.0 −0.8573 −0.9142

−0.5413 −0.5320 −0.4311 −0.5320 −0.1955 −0.1542 −0.0660 −0.1048
−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0005 −0.0 −0.00098 −0.0 0.1211 −1.0 −0.9688
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

Linear part

0000000000000000000000010000000000000000000000000000001000000000
15 0000000000000000000000100000000000000000000000000000000000000000
16 0000000000000000000000100000000000000000000000000000001000000000
17 0000000000000000000000100000000000000000000000000000000100000000
18 0000000000000000000000010000000000000000000000000000001010000000
19 0000000000000000000000101000000000000000000000000000000001000000
20 0000000000000000000000000100000000000000000000000000001010100000
21 0000000000000000000000101010000000000000000000000000000100000000
22 0000000000000000000000010000000000000000000000000000001000100000
23 0000000000000000000000100010000000000000000000000000000000000000
24 0000000000000000000000000000000000000000000000000000001000100000

Note: The experimental correlation of the first 14 (7þ 7) rounds is 2−7:05 under 232 sample sizes and 100 random keys, and the experimental correlation of the
10 rounds at the bottom is 2−10:06 under 228 sample sizes and 100 random keys. According to piling-up lemma, the experimental correlation is 2−7:05 ×
2−10:06ð Þ2 ¼ 2−27:17.

TABLE 20: Twenty-five-round DL distinguisher for SIMECK64 with theoretical correlation 2−41:04 and experimental correlation 2−29:65, where
the theoretical probability of the differential part, the theoretical correlation of the DL part, and the theoretical correlation of the linear part
are 2−14; 0:486 ¼ð 2−1:04Þ, and 2−13, respectively.

Differential part (optimal differential trail)

0 0000000000000000001000000000000000000000000000000101010000000000
7 0000000000000000000101000000000000000000000000000000100000000000

DL part

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

8

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
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TABLE 20: Continued.

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 1.0 −1.0 1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

9

−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.0 −1.0
−0.0 −1.0 1.0 −0.0 −1.0 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

10

−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0
−1.0 −0.5 −1.0 −0.5 −1.0 −0.0 −0.25 −0.0
−0.25 1.0 −0.0 0.5 −0.0 0.5 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

11

−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125
−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875
−1.0 −1.0 −1.0 −1.0 −0.75 −1.0 −0.75 −1.0
−0.25 −0.4688 −0.25 −0.4688 −0.0 −0.0625 −0.0 −0.0625
−0.0 −0.0 −0.25 −0.0 0.25 −0.0 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0

12

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.03125 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77
−1.0 −0.875 −1.0 −0.4688 −0.6426 −0.4688 −0.6426 −0.125

−0.1556 −0.0459 −0.1556 −0.0 −0.0156 −0.0 −0.0039 −0.0
−0.0 0.125 −0.0 −0.0625 −0.0 0.25 −1.0 −1.0
−1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −1.0 −0.875

13

−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0004 −0.0 −0.00098 −0.0 0.1211 −1.0 −0.9688
−1.0 −0.77 −0.8573 −0.77 −0.8573 −0.4060 −0.4024 −0.2864

−0.6426 −0.77 −0.2637 −0.2727 −0.1510 −0.2727 −0.0385 −0.0445
−0.0033 −0.0192 −0.0 −0.0018 −0.0 −0.00006 −0.0 −0.0
−0.0 −0.0 −0.0078 −0.0 −0.03125 −0.0 −1.0 −1.0
−1.0 −1.0 −0.9375 −1.0 −0.9375 −1.0 −0.6426 −0.77

14

−0.0240 −0.0193 −0.0016 −0.0036 −0.0002 −0.0005 −0.000001 −0.000008
−0.0 − 3:41× 2−7 −0.0 − 1:09× 2−10 −0.0 −0.0 −0.0 −0.0
−0.0 −0.0 −0.000003 −0.0 0.0017 −0.0 −0.8573 −0.9142

−0.5413 −0.5320 −0.4311 −0.5320 −0.1955 −0.1542 −0.0660 −0.1048
−0.4024 −0.1060 −0.09 −0.0226 −0.0514 −0.0057 −0.0074 −0.0001
−0.0007 −0.0 −0.00007 −0.0 − 2:38× 2−7 −0.0 −0.0 −0.0
−0.0 0.0005 −0.0 −0.00098 −0.0 0.1211 −1.0 −0.96875
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