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Because of the open property of information sharing in integrated sensing and communication, it is inevitable to face security
problems such as user information being tampered, eavesdropped, and copied. Radio frequency (RF) individual identification
technology is an important means to solve its security problems at present. Whether using machine learning methods or current
deep learning-based target fingerprint identification, its performance is based on how well the radio frequency features (RFF) are
extracted. Since the received signal is affected by various factors, we believe that we should first find the intrinsic features that can
describe the properties of the target, which is the key to enhance the RF fingerprint recognition. In this paper, we try to analyze the
intrinsic characteristics of the components that influenced the signal by the transmitting source and derive a mathematical formula
to describe the RF characteristics. We propose a method using dynamic wavelet transform and wavelet spectrum (DWTWS) to
enhance RFF features. The performance of the proposed method was evaluated by experimental data. Using a support vector
machine classifier, the recognition accuracy is 99.6% for 10 individuals at a signal-to-noise ratio (SNR) of 10 dB. In comparison
with the dual-tree complex wavelet transform (DT-CWT) feature extraction method and the wavelet scattering transform method,
the DWTWS method has increased the interclass distance of different individuals and enhanced the recognition accuracy. The

DWTWS method is superior at low SNR, with performance improvements of 53.1% and 10.7% at 0 dB.

1. Introduction

With the continuous development of wireless communica-
tion, the next generation of wireless communication systems
is expected to achieve radar and communication spectrum
sharing, which is called integrated sensing and communica-
tion (ISAC). The radar and communication equipment share
hardware and spectrum resources in the system [1-4]. Inevi-
tably, there are physical layer security issues, such as the
deliberate forgery of user-specific information in the Internet
of Vehicles, the easy interception of integrated waveforms by
eavesdroppers, and interference between secondary and pri-
mary link users when communication and sensing coexist
under ISAC. Radio frequency (RF) individual identification
technology is currently an important means to address its
security issues. RF individual identification technology
extracts the inherent characteristics of different chips from

the RF signals emitted by transmitting devices [5, 6], thereby
obtaining the unique characteristics of each wireless transmit-
ting device to distinguish the identity of wireless communica-
tion devices.

The typical RF individual identification process primarily
involves receiving data, extracting RF fingerprints, and design-
ing the classifier. Among these, extracting radio frequency fea-
tures (RFF) is the critical step, and its quality determines the
upper limit of machine learning performance [7]. The charac-
teristics used for RFF identification may be transient during
data switching or signal start and end [8] or steady state char-
acteristics during normal operation of the radiation source
[9, 10]. Current search methods to extract RFF characteristics
are divided into model-based, empirical, and data-based meth-
ods. The empirical method is the most common one in current
applications, which selects physically meaningful or statistically
significant parameters as RFF features. These features mainly
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include parametric statistical features in the time domain
[11-15], parametric statistical features in the frequency domain
[16], higher order statistical features [17], and other transfor-
mation characteristics. Transformation features such as wavelet
[18], Hilbert-Huang’s parameter transformation characteris-
tics [19], and parameter decomposition characteristics in
empirical mode [20, 21] are more applied. Other features,
such as constellation trajectory mapping features [22, 23], frac-
tal dimensional features [24, 25], and multidimensional inte-
grated features, have also been studied more [26-28]. For data-
based intelligent processing methods, deep models are used for
automatic feature extraction and individual classification and
recognition [29-34]. However, the models used are becoming
increasingly complex and require very large data samples to
train, which are not suitable for application to micromodels or
microsystems.

All these methods are valid in physical layer security ver-
ification. However, different methods require certain applica-
tion conditions; some require a high signal-to-noise ratio
(SNR) [12, 35], some require good channel quality [36],
some completely offline [18, 37], and some use different types
of devices [5], and some require large amounts of training
data [38, 39].

Amongst these feature extraction algorithms, wavelet pro-
cessing has good applications in feature extraction, including
image processing, spoken word processing, structural damage
detection [40], and computer classification and recognition
[41] due to its multiple-resolution features and good signal
analysis algorithmic capabilities. Almashagbeh and Klein
et al. [36] used dual-tree complex wavelet transform (DT-
CWT) on transient signals from Bluetooth devices, extracting
features and statistics of wavelet domain signals to create
robust fingerprint features with a recognition accuracy of
88% and 80%, respectively. Hou et al. [42] used dynamic
wavelet transform to classify the signal for detecting ultra-
sonic periodontal depth detection using 2D FFT data map-
ping of wavelet coefficients as tilt indices to achieve detection
of periodontal depth with 60% agreement with manual detec-
tion for comparison error at 1.5 mm. Choe et al. [43] used the
Daubechies-4 wavelet transform combined with an artificial
neural network to propose a robust and adaptive device iden-
tification system. Li et al. [44] and Zhang et al. [45] also
utilized multiscale methods for feature extraction in point
cloud segmentation. Ashush et al. [46] used wavelet scattering
transform (WST), and CWT approaches to extract RF fea-
tures and used an unsupervised clustering method to charac-
terize and detect drone swarms.

This article analyses the mechanism of generation of the
radiation source based on the idea of multiscale transforma-
tion in the wavelet transformation and proposes an individual
recognition method based on dynamic small wave transfor-
mation and wavelet spectrum (DWTWS). Dynamic wavelet
transform and its 2D spectrum decompose transient and
steady-state data into different frequency ranges. The ampli-
tude and phase components introduced by “intrinsic defor-
mation” or “extrinsic factors” are separated into different sub-
bands to isolate the RF fingerprint features from the signal
[47, 48]. A radial basis function-based support vector
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machine (SVM) classifier was used. This algorithm can
improve security performance without increasing hardware
costs. And the processing performance remains good at lower
SNR. In terms of complexity, with a CPU main frequency of
1.60 GHz and a memory capacity of 8G Byte, quasi-real-time
processing can be achieved, ensuring the application of the
algorithm in engineering practice. We used a radial base func-
tion SVM classifier to verify the extraction features. In system
security certification applications, the algorithm improves
recognition performance without increasing hardware costs,
and especially at lower SNR, it can still maintain good perfor-
mance. In terms of complexity, in the CPU’s main frequency
is 1.60 GHz, and the storage capacity is 8G Byte; it can realize
the real-time processing and ensure the application of the
algorithm in engineering practice.
The main contributions of this paper are as follows:

(1) Modeling and analyzing the nonlinear fingerprint
features of the signals from the RF signal generation
mechanism analyzed the factors affecting individual
characteristics and gave the formula that affects the
characteristics.

(2) In this article, we propose a new method DWTWS to
extract the characteristics of individual signals. This
method can effectively extract the amplitude changes
and phase change information in the signal and build
a distinctive feature space with obvious differences.
Discusses the performance of DWTWS on nonlinear
fingerprint characteristics.

(3) The proposed features can be used as a preprocessing
step of some existing networks, which are used for
target individual recognition, signal classification,
and image segmentation. Performance improvement
was verified by experiments.

(4) We experimented with the characteristic formulas
proposed in this article under different SNRs. Com-
pared with traditional methods, the methods of this
article can get better.

2. Mechanism of RF Feature Generation

The proposed feature extraction algorithm for the dynamic
wavelet transform and wavelet spectrum (DWTWS) includes
three parts—REF feature generation mechanism, signal fea-
ture extraction, and signal classifier. In Section 2, we first
introduce the RF feature generation mechanism and describe
the impact of the three main nonlinear components in RF
signal generation—equivalent filters, oscillators, and ampli-
fiers. We derive the representation of DWTWS features. And
we obtained a representation of the inherent attribute fea-
tures of the individual. We then provide a flowchart for
DWTWS processing in Section 3. A and designs a 24D fea-
ture of DWTWS, forming feature vectors to represent indi-
viduals. We also give a graph of the characteristics of
different individuals. In Section 4, individual recognition
experiments based on DWTWS 24D features are described,
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and the experimental performance under different condi-
tions is provided.

2.1. Model of Signal Generation. The digital modulated signal
is modeled as Equation (1).

Sm(t) = Zxkg(t - kTs - T) ej<"’ct+90)
) (1)

= 1/}/[(t’)ej(mcH'go)7

m(t) = X xeg(t — kT, — 7)., (2)
k

where S, (#) is the modulated signal, and m(t) is the modu-
lated signal, x; is the information sequence, g(t) is the
impulse response of the shaped filter with pulse width T,
@, is the carrier angular frequency, 0, is the initial phase, and
7 is the time delay.

The major active components through which the modu-
lated signal passes from generating the information sequence,
modulating the signal generation, and then transmitting it
from the antenna include mixers, RF filters, and amplifiers.
The nonideal characteristics of these active devices affect the
RF signal and produce a slight deviation from the ideal per-
formance. These stable, recurring characteristics form the
inherent RFF characteristics of the device.

2.2. Factors Affecting Signal Fingerprinting. The modulated
signal has to pass through an RF filter after changing to
intermediate frequency (IF) by the mixer. Its major role is
to allow the eligible signal to pass and suppress the undesired
frequency signal. The filter needs to be consistent with the
frequency and bandwidth of the RF signal to achieve the
above functional. Also, the subtle features of the filter impact

the passing RF signal, including filter amplitude skew or
ripple in the frequency response and changes in group delay.
Equation (3) gives its time domain representation.

Sm(t) = [m(t)e > +0)] x ho (). (3)

where hy(t) is the impulse response of the ideal filter with flat
amplitude and continuous phase in the pass-band. h(¢)
denotes the filter impulse response with subtle features,
and the filter distortion consists mainly of amplitude distor-
tion and phase distortion, which represents in the frequency
domain as Equation (4) [22, 49].

H(f) = Hy())A(f)e), (4)
A(f) = ay + a,c0s (27, ), (5)
9(f) = 21byf + bysin (216,f), (6)

where a, and b are the linear gain, a,, and b, are the gain of
amplitude and phase fluctuations, a, and f, are fluctuating
period. In practical applications, a,, and 5, may be consist of
multiple components. Here, we use first-order coefficients
and ignore higher order coefficients. Since it is smaller and
produces a smaller effect.

The amplitude A(f) distortion adds a pair of derivative
waveforms to the filter. The phase ¢( f) distortion affects the
amplitude and time delay of the filter and introduces a com-
plex set of derivative waveforms. The effect of filter aberra-
tions is similar to the summation of multiple path delays,
which can be illustrate in Equation (7) [22].

h(t) = Jo(by)ho(t + bo) + J1 (by) o (t + by + n/B,,) — ho(t + by — n/B,,)

L Jo(bu)ho(t + by +n/By) +J1(by)
2 \ hy(t+bo+n/By+n/B,) = hy(t + by +n/By —n/B,) (7)
a, Jo(bn)ho(t + by — n/By)+

+

where J;(+) denotes the zero-order Bessel function and J; (-)
denotes the first-order Bessel function.

From the above formula, it can be seen that the influence
of the nonideal characteristics of the filter in signal genera-
tion can be reflected in the high-order terms of the amplitude
and phase of the output signal.

Wavelet transform can decompose signals into different
frequency bands for analysis, analyze the instantaneous char-
acteristics of signals, and have multiresolution characteristics
for different frequencies. It can effectively extract unique
information in special frequency bands of signals. At the
same time, wavelet transform also has high time and fre-
quency resolution, high computational efficiency, and is

2 (]l(b,,)ho(t—i— by —n/By + n/Bq,) - ho(t—|— by —n/B, — n/Bw)>’

suitable for real-time signal processing. So, we choose wave-
let transform for extracting RF fingerprint features.

The nonideal properties of the filter, acting on the RF
signal, are depicted as shown in Equation (3), and its wavelet
transform is represented in Equation (8).

Wi(a, b) = <m(t)el@t0ten(0) i o (£), y,(t = b)>.
(8)
The 2D Fourier transform is a transformation of the

wavelet coefficients from the spatial domain to the frequency
domain, reflecting the details and variations in the wavelet



coefficients. The detailed part is usually shown in the high-
frequency component. There are also peaks reflected in the
2D Fourier transform for the components of regularity in the
wavelet coefficients. The Fourier transform of the wavelet
coefficients from the signal going through the distortion filter
is expressed in Equation (9).

FT{W/(a.b)}
Va g o(f) g=mfo(af ~.)?
= V2 M (0~ w0 ) Ho( f)A( e e 4
)
When the scale of wavelet coefficients is taken a; such
that afy =f,, the value of wavelet coefficients is maximum
and contains the information of the k th mode. When the

analysis is performed in the complex frequency domain, the
amplitude and phase spectra for a,f, =f. are as follows:

FT{Wf(!Zk, b)}

= V5 g0 M (f — )| Ho ) IACS)| x oM D

Q‘

[Wao D] =5 M(F - RIE(AIACL (D)
Pae o () = or(f) + @a(f) + @(f) + 6. (12)
|A(f)| = ao + az—” (e2madi 4 g=2mefi) (13)

@a(f) = To(b,) + iji(bn)(ej(izﬂﬁnf)
+ (=1)ie2ehf)),

The oscillator is a nonlinear system with feedback, and its
main index is frequency stability. The main impact of its
nonideality on the generated RF signal is shown in the small
phase jitter on the carrier frequency [22, 50, 51], which is
expressed as () here. RF signal of modulated signal with
oscillator phase jitter is expressed as follows:

Sm(t) _ m<t)ej(mct+90+tﬂo(t)), (15)

where ¢ (t) = (1—co)@o(t —1) +¢yN(t), N(t) is Gaussian
white noise, and ¢, varies with individual differences.

Bringing the RF signal obtained from Equation (15) into
the equation of wavelet transform to obtain the representa-
tion of its wavelet coefficients in Equation (16).

Wo(a, b) = <m(t)el@t+0te0t) yr (t — b)>, (16)

1 Janfe(t-b) _=b?

f”e e . (17)
b

V/u(t - b) =
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The wavelet coefficients are in complex form. It contains
the information of the kth mode. We can obtain their largest
value when the scale of the wavelet coefficients is a;, such
that ayf, =f.. Equation (18) gives its representation in the
form of amplitude and phases. W(ay, b) represents its
amplitude and ¢, (b) represents its phase.

Walas. b) = [Wo(ay,b) | (18
aK
Wolae )] =5 Saglo - kT =0 (19)

po(b) = arg(Wo(ar, b)) = 2zaifib +w(b) + 6, (20)

Phase features y(b) can be found in the phase of wavelet
coefficients, reflecting the effects generated by the nonlinear
oscillator.

The RF signal passes through an amplifier to amplify the
voltage/power of the signal before it enters the antenna. The
amplifier is compressed in the saturation region to produce an
amplitude modulation to amplitude modulation (AM—AM)
effect; that is, the amplitude will produce compression; ampli-
tude modulation to phase modulation (AM-PM) effects
occur in the unsaturated region, i.e., phase changes are pro-
duced [49, 22]. We can express the effect of the amplifier on
the signal in terms of the Taylor series, see Equation (21). It
can be seen that the amplitude variation of the second term is
excessive to the signal, producing an additional phase.

S(t) = Ay [m(1)e@ct+0)]
(21)

K
+ X gt [m(6) PEm(t)e 00,
k=2

where 4, and 4,,_; are the coefficients of the Taylor series.
Ak decreases as k increases. Its value becomes small when k
is above the 2nd order, usually 1, =1, 4; <0. When 4, is a
real number, it causes the amplitude compression of the
signal S;,(t), resulting in the AM—AM effect. When it is a
complex number, it causes the phase distortion of the signal
Sm(t), ie., the AM-PM effect.

The wavelet transform of the distorted signal caused by
the nonideal characteristics of the amplifier is described in
Equation (22).

Wy(a,b) = \/Ta/ll %xkg(b — kT, — 7)e"bem"fulaffe)”

a N
+ —\é_ Zzﬁzk—1|zkxkg(b — kT, — )P+
n=

X ej(znﬁb+€0)e_”sz(“f_fc>2 .

(22)

When aif, =f., the largest value of the wavelet transform
coefficients is obtained and it is given by Equation (23).
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FiGUure 1: Overall architecture for signal collection, analysis signal generation, fingerprint extraction, and classification.
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a. N
+g Y. Aok |Zkxig (b = kT = 7) [+
n=2
x b0 gy ~fo)?
(23)
a
[W 4 (ay, b)|= gﬂl Zk:xkg(b - kT, — 1)
@ N 2k+1
+ 5 S s [Sxglb kT, )|
n=2 k
(24)
@a(b) =2xf.b + 6. (25)
3. Approach

3.1. Overall Architecture. All results presented in Section 4
are generated by the overall demonstration process shown in
Figure 1. The main hardware and software processes are
given in Figure 1. It mainly includes three parts: signal acqui-
sition and generation, training stage, and recognition stage.
The data collection process involves two types: (1) simula-
tion generation and (2) free-space signal collection using
multiple USRP N210s from Ettus Research as the transmitter
sources and one USRP N210 as the receiver. Saves the signal
from the transmitter source as text files, each containing
millions of lines of data. The collected signal data (a series
of complex samples) are passed to postprocessing, which is
done in a MATLAB 2018b environment.

The first type of data are used for verification of the
feature extraction and classification, and the second is con-
ducted for the performance comparison test.

The training phase includes preprocessing of signal
detection, feature extraction, parameter enhancement, and

classifier design. The processing of each part in the recogni-
tion and training stages is similar. The implementation and
functions of the individual processes in Figure 1 are dis-
cussed in the following sections.

3.2. Preprocessing for Feature Extraction. Good classification
performance relies on the uniqueness, robustness, and
repeatability of the features. Otherwise, it cannot be achieved
if the underlying features vary greatly during the signal pro-
cessing interval. In real engineering applications, the receiver
and transmitter can be in different places and distances dur-
ing two receptions. The emitting antennas may have dissim-
ilar efficiencies and gains at different times. The amplitude of
the same individual varies considerably. To avoid the effects
caused by these factors, the received signal must be prepro-
cessed to reduce the adverse effects of external interference.
Besides, the different magnitudes of different features have
different ranges of values. It may cause an extensive range of
gradients in the network, and there may be a gradient explo-
sion and gradient disappearance, resulting in network insta-
bility. Normalization of the feature data is also required.

Preprocessing includes signal detection, power normali-
zation, and correction of signal frequency deviation. Signal
detection is to determine the starting point of the RF signal.
We use a double sliding window approach to detect the
location of the signal appearance, using a change point detec-
tion algorithm to find abrupt changes in the signal and deter-
mine the location of the signal, avoiding the noisy part of the
original signal from corrupting our RF signature. Power nor-
malization is performed by dividing the processed data by
the largest module. The frequency bias is measured by Chirp
Z-transform and corrected.

3.3. Feature Extraction. To ensure that the selected feature set
has the desired fingerprint properties while reducing noise
interference, it should have the following characteristics:

(1) Reduced size to reduce processing and storage
requirements.
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FIGURE 2: Amplitude spectrum (after shifting) and phase spectrum of signals. (a) Amplitude spectrum (after shifting) and phase spectrum of
ideal signal. (b) Amplitude spectrum (after shifting) and phase spectrum of signal through the combined distortion of the three nonlinear

devices.

(2) Intradevice repeatability.
(3) Interdevice uniqueness.

Based on the analysis in Section 2, the preprocessed data
were divided into multiple time segments. A wavelet trans-
form was performed for each segment using a complex Morlet
wavelet (cmor1-0.1) as wavelet bases. The dynamic transfor-
mation coefficients of the wavelets are projected on the time-
scale axis, a 2D projection, in slices of thickness H, that is 0.25.
The 2D projection is subjected to a 2D Fourier transform to
get its amplitude and phase spectrum.

From the above analysis, it can be seen that the influence
of the civic characteristics of the filter, oscillator, and ampli-
fier on the RF-modulated signal is mainly reflected in the
amplitude and phase of the signal. Those wavelet coefficients
and the wavelet spectrum are used as the 4D basic features
for classification and recognition.

The problem of I/Q modulation imbalance for quadra-
ture modulation, described in the literature [22], can be
represented in the amplitude and phase distortion of the
signal, which does not require special processing. Such an
impact on the amplitude and phase spectra is specified in
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Figure 2. The upper two figures in Figure 2 give the amplitude
spectrum and phase spectrum of the ideal signal. Figure 2
shows the amplitude spectrum (after shifting) and phase spec-
trum of the distorted signal with parameters {0.01, 1, 0.0415,
0, 0.0228, 4;4, 1, —0.16 —j* 0.02, 0.02 +j* 0.01}.

Compared to the amplitude and phase spectra of the
ideal signal, the nonideal signal has an elevated noise floor
in the signal amplitude spectrum, a large burr in the phase
spectrum at the sign jump point, and a phase jitter during the
sign duration. The larger the parameters, the more signifi-
cant the perturbation to the carrier frequency.

As a multiresolution analysis method, wavelet transform
can characterize the local features of signals in both time and
frequency domains [52]. It is an efficient method of extract-
ing critical information on dynamic signals and is a pivotal
technique for automatic signal classification applications.

Wavelet transform has multiresolution characteristics.
The dynamic wavelet transform uses the relevant character-
istics of time series. This correlation characteristic can be
expressed through the 2D Fourier transform. The projection
of different frequency slices can show different detailed fea-
tures and periodic components in the wavelet coefficients.
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It can be used as a feature quantity together with the dynamic
wavelet coefficients to distinguish different individual signals.

Figure 3 shows the 2D projection of the dynamic wavelet
coefficients and the slice of its 2D Fourier transform at a
specific frequency of the signal after these three nonlinear
devices. Figure 3(a) shows the 2D projection of the dynamic
wavelet coefficients of the signal after it passes through the
three nonlinear models with parameter 0.02. It should be
noted here that the horizontal axis of the wavelet coefficients
is the pseudo-time domain coordinates. In order to corre-
spond with the time domain waveform, we use time’ here.
The upper half of the two plots in Figure 3(b) shows the
0.95-1.15ms portion of the time domain signal waveform.
The left panel is a zoomed-in view of the red box in Figure 3
(a), and the right panel is a zoomed-in view of the 2D pro-
jection of the wavelet coefficients of the signal through the
filter model with parameter 0.005. Comparing the wavelet
coefficients with different parameters, they are more repre-
sentative of the different detailed features during the symbol
duration. Figure 3(c) shows the slices of the 2D Fourier
transform of the wavelet coefficients at 1.125 MHz (corre-
sponding to a scale of 30 for the wavelet coefficients) after
two parametric models as follows:

- parameters for the left panel: {cy, ay, a,,, by, b,,, @3 B>
Ao» 43, 453 =1{0.02, 1, 0.0415, 0, 0.0228, 3; 3, 1, —0.16
—j*0.02, 0.02 +j* 0.01}

- parameters for the right panel: {¢y, a9, a,,, by, b,,, @,;; B>
Jdo» A3, A5} =1{0.005, 1, —0.0218, 0, —7e-4, 4, 4,1, —0.24
—j* 0.03, 0.03 +j* 0.01}.

Directly using the magnitude and phase of wavelet coef-
ficients and those of their 2D spectrum as features for classi-
fication can be prohibitive in terms of data storage and
computational processing time. By reducing the dimension-
ality of the feature space used for device classification, the
computational burden can be reduced. This approach has
been used in some literatures, for example [35, 36], where
the statistical properties inherent in the underlying signal
features can be used for device classification. The statistics
include mean (u,, 1D feature), variance (62, 2D attribute),
skewness (y,, 3D characteristic), and kurtosis (k,, 4D fea-
ture), which are outlined in Equations (26)—(29).

1 M
e =3p 2 (K0 26)
1 M
= X0 -l @)
1 N
Vx = N kgl[ (k) - /’lx]3’ (28)
1 N
o= 2 ()~ ()

where N, denotes the number of data sample points. x(k)
denotes the magnitude and phase of the wavelet coefficients

and those of their 2D spectra, respectively. The flow of fin-
gerprint feature extraction is shown in Figure 4.

The preprocessed data are read and parsed, including
signal detection, data segmentation, data normalization,
and frequency correction. The wavelet transform and the
Fourier transform are calculated using Equations (10)—(25)
to get two types of basic features, whose statistical classifica-
tion features are calculated using Equations (26)—(29). The
resulting fingerprint features (feature vector) for each burst
consist of 24D features (2 types of datax2 types of
features X 4 statistical features). The fingerprint features
from device ¢ can be given by Equation (30).

Ftird = [/’twd (a) s Hwd (¢) s HFwd (tl) s HFwd ((p) s
ai}d(a), Uid(gb), Uzzrwd(a)v Gzzrwd(¢),
Ywd(@)s Ywd(®), Vrwi(), Trwa(#),

)

( (30)
Kwd(a>”<wd(¢ s KFwd(a)7KFwd(¢ ]7

where c=1, 2,..., 10 is the number of classes of the device.
u.(+) is the mean of statistical features (1D feature). 62(-) is
the variance of statistical features, the 2D attribute of statis-
tical features. y.(-) is the skewness, the 3D characteristic
of statistical features. x.(-) is the kurtosis (the 4D feature)
of statistical features. The subscript wd denotes the feature of
the wavelet transform, while Fwd denotes the feature of the
2D Fourier transform. a is the feature of the obtained signal
amplitude, and ¢ is the feature of the obtained signal phase.

Combining these is represented as follows:

Uwa(a) refers to the statistical average characteristics of
the amplitude after wavelet transform.

Kwd(@) and Kkpyq(@) refers to the kurtosis of the phase
after wavelet transform and 2D Fourier transform.

Other variables have similar meanings. It is reasonable to
compare the behavior of different devices using a given tech-
nique and a given token. In this case, cross-device differences
indicate potential discriminability, and larger differences
correspond to increased category divisibility using classifier
processing.

3.4. Classifier Design. In this article, we use a one-to-many
SVM classifier, which has many unique advantages in small
sample resolution, nonlinear and high-dimensional pattern
recognition, and use the Gaussian radial basis function as the
kernel function, which significantly improves the SVM clas-
sifier’s performance. The kernel function converts the vector
transformation into the inner product operation between
vectors and maps the original feature vectors to the high-
dimensional feature space. Ultimately, the linear distinction
between multiclass individuals is reached.

Experiments were conducted on 10 (c=10) different
devices, with 1,000 gusts of data per device. A total of 24D
feature vectors, the statistics of the magnitude and phases of
wavelet coefficients and those of their 2D spectrum, are used
as inputs to the SVM classifier. The 1,000 fingerprint vectors
for each apparatus form a composite fingerprint matrix,
whose size is 24,000.
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FIGURE 3: 2D projections of the dynamic wavelet coefficients of the signal passing through two different sets of parametric models and the slices of
their 2D Fourier transform at a specific frequency. (a) 2D projection of the dynamic wavelet coefficients of the distorted signal. (b) The left panel is a
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(c) Slices of the 2D Fourier transform of the wavelet coefficients at a frequency of 1.125 MHz of the signal through different parametric models.
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As seen in Figure 5, Di (i=1,..., k) is the ith block of the
input data. Monte Carlo and k-fold cross-validation meth-
odologies were used for individual identification tests. The
Monte Carlo method ensures statistical significance, and the
k-fold cross-validation method was used to generalize pre-
dictive errors to independent datasets. Empirically consider a
total of NMC times (NMC =50) independent Monte Carlo
noise realizations. Based on experience, k was selected for 5
and 10. When the experimental k was 5, the recognition
accuracy was 0.01% lower than that of 10, and the recogni-
tion time was 5% shorter. In this article, the experiments
were used to verify the effectiveness of features, k was
selected as 5, while considering the engineering applications
in microsystems. The 1,000 pulses from each device were
divided into five equal subsets (200 each), of which four
subsets (800 fingerprints) were used for training and the
remaining “reserved” subset (200 fingerprints) was used for
classification. Similar to the literature [41], Figure 5 shows a
detailed process for k-fold cross-validation. Note that the
fold iteration accumulator in Figure 5 is cleared prior to
the beginning of each iteration.

Training fingerprints used for SVM and posttraining
decision limits are calculated from the ML distribution.
The subsequent comparison of the performance of various
methods in the paper is the accuracy comparison of classifi-
cation recognition with the same confidence interval. The
confidence interval (CI) is chosen as CI=95% [41] and is
computed as Equation (31).

Cl=+1.96 (31)

where p is the correct ratio computed by dividing the number
of correct classifications by N,, the number of tests. All
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Ficure 5: Classification process of K-fold cross-validation.

results for subsequent experiments in the article were gener-
ated using 1,000 bursts per device and performed Monte
Carlo iterations of the 50 (NMC =50) SVM process. Thus,
there is a total of 50,000 (Np=1,000><50) independent
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classification decisions per device, i.e., the percentage of each
row of the SVM classification confusion matrix is based on
50,000 trials.

4. Experiments

4.1. Device Classification Based on Dynamic Wavelet
Transform. The data collection process involves two types:
simulation generation and free-space signal collection using
multiple USRP N210s. The collection data were acquired
using USRP N210s as transmitting and receiving devices.
The modulation style is binary phase shift keying, with a
symbol rate of 120-kiloBaud.

The first type of data is simulated and generated through
the addition of different parameters to the acquired data.
First, the USRP is used as the transmitter to acquire RF
data and generate zero IF IQ data. Second, different oscilla-
tor, filter, and amplifier parameter models are synthesized
with the acquired I/Q data. Different individuals’ RF data are
generated. The three sets of test parameters are selected as
follows:

- {co» ag> ay, by, by, ay; Py Ao A3, 453 =1{0.01, 1, 0.0415,
0, 0.0228, 4; 4, 1, —0.16 —j* 0.02, 0.02 +;* 0.01};

- {cg> ag, ay, by, b,y ays Py Ags A3, Ast=1{0.02, 1, 0.0228,
0, 0.0007, 4; 4, 1, —0.24 —j* 0.03, 0.03 +;* 0.01};

- {co» ag> ay, by, by, ays Py Ao A3, 451 =1{0.05, 1, 0.0622,
0, —0.007, 4; 4, 1, —0.08 —j* 0.06, 0.03 +j* 0.03}.

The second type of data was collected in a controlled
outdoor environment, and the entire collection period lasted
over 1 week. The data was collected using 11 USRP N210s of
the same model, 10 as emitting sources and 1 as receiving
device, to generate data for 10 individuals.

The RF frequency is 1 GHz, the sampling rate (represent-
ing by F,) is 2.4 Mega samples per second, and the sampling
interval (representing by T) is reciprocal of the sampling
rate, i.e. T, =1/F; ~416.67 nanoseconds. The RF signal is
down-converted to zero IF to get I/Q data, which is done in
the flowing processing. The typical SNR of the acquired sig-
nal is 30 decibels (dB). Each burst contains 200 symbols of
the same preamble and 4,800 loading symbols.

The original sample data contains 1,000 bursts, and the
data samples of each individual generated after passing three
sets of parameters still contain 1,000 bursts. Of these, 800
burst samples were used for training, and the remaining 200
were used for testing. The three individual data were pre-
processed using the method of Section 3.2, the characteristic
data were obtained as the process of Figure 4 in Section 3.3,
and classification tests are performed using the SVM classi-
fier in Section 3.4. The three groups of individuals generated
by the simulation were identified with an accuracy rate of
99.9% at an SNR of 30 dB. Figure 6 gives a 2D scatter plot of
the mean wavelet coefficient phase versus the mean spectral
amplitude of the wavelet coefficient spectral.

The following is an individual identification test of data
collected by 10 USRP transmitter devices to verify the recog-
nition performance of the DWTWS algorithm under
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FIGURE 6: 2D scatter plot of the mean of wavelet coefficient phase
versus the kurtosis of wavelet spectrum with different parameters at
30dB SNR.

different SNRs. For the 10 individual data collected, the
Monte Carlo method was used to add noise to achieve the
SNR required for analysis. Noise data is generated by using
Matlab software to first obtain a Gaussian distribution of
random complexes and then filtered by a digital filter with
the same bandwidth as the signal. The noise data are then
appropriately scaled and superimposed onto different indi-
vidual data, resulting in different noise-added samples with
different SNRs.

As with the simulation data, 1,000 burst sample data
were used for each type of individual. Of these, 800 burst
samples were used for training, and the remaining 200 were
used for testing. The correct classification and identification
rate for 10 types of devices is 99.8% when the SNR of the data
is 30 dB. Figure 7 gives a confusion matrix for the recognition
of 10 device classifications, recall rate (the table on the right
side of the confusion matrix), and precision (the table at the
bottom of the confusion matrix chart) table of 10 devices
identified at 30 dB SNR. It shows the sensitivity to changes
in different individuals, where categories 4 and 10, as well as
categories 6 and 8, are less distinguished and prone to con-
fusion. Use the column and row summaries to display preci-
sion and recall rates for each class. The table at the bottom of
the confusion matrix table shows the precision values. The
table on the right side shows the recall values.

We can realize that these characteristics are not the same
for different individuals, as shown in Figure 8. It gives a 2D
scatter plot of 10 individuals of the mean phase of the wavelet
coefficient versus the mean spectral amplitude. Some indivi-
duals have large intervals in characteristics, and some gaps
are small, which are related to the performance differences of
devices in equipment manufacturing.

The identification model trained from the original acqui-
sition data and the sample data under different SNRs are
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FIGURE 8: 2D scatter plot of the mean of wavelet coefficient phase vs. the kurtosis of wavelet spectrum of 10 individuals. The left image shows

10 dB, while the right shows 0dB.

selected for the identification experiments. They are carried
out on the SNR from 0 to 30 dB, the commonly used envi-
ronment in communication. We use the DWTWS algorithm
and the DT-CWT algorithm in [36] and the WST algorithm
in the literature [10] for experimental comparison. The DT-
CWT algorithm is a typical application of wavelet transform
in extracting signal fingerprint features. The literature [10]
used CWT, DWT, and wavelet time scattering transform
(WST) for feature extraction, respectively, with the best per-
formance of the WST algorithm. This paper conducted a

comparison test using 672D features obtained after WST
decomposition and SVM classifier.

Table 1 gives the recognition accuracy of the three algo-
rithms at 0-30dB SNR. Figure 9 shows the comparison
curves of the three algorithms. When SNR is greater than
20dB, the performance of the three algorithms does not
differ much, and the correct recognition rates are 99.92%,
98.50%, and 95.40%, respectively. The DWTWS algorithm
shows better performance at a low SNR of 0—15dB. It can be
found that the DWTWS algorithm is less affected when the
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TaBLE 1: Recognition accuracy (%) of three algorithms.
SNR (dB) DWTWS algorithm in DT—CWT algorithm in WsT algorithm in the
this paper (%) the literature [36] (%) literature [10] (%)
30 99.93 99.60 97.30
25 99.92 99.30 96.40
20 99.92 98.50 95.40
15 99.80 93.90 94.50
10 99.60 83.00 92.50
5 99.30 59.00 90.50
0 96.40 33.30 85.70
-5 88.30 15.71 73.80
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FIGURE 9: Recognition accuracy curves of three algorithms at
—5-30dB SNR.

SNR is reduced. For example, when the SNR is 10 dB, the
recognition accuracy of the DWTWS algorithm remains at
99.60%, that of the DT-CWT algorithm drops to 83.00%, and
that of the WST algorithm is 90.5%. When the SNR is 0 dB,
the recognition accuracy of the DWTWS algorithm is 96.4%,
that of the DT-CWT algorithm drops to 33.3%, and that of
the WST algorithm is 85.7%. The recognition accuracy of the
DWTWS algorithm is 53.1% and 10.7% higher than those
two, respectively.

It can be seen from the test results that with the reduction
of the SNR, the reduction in DWTWS and WST algorithms
is not significant. The sensitivity of the features proposed in
this article to noise is not significant. The SNR has less influ-
ence on the DWTWS feature, which has great value for
applications under a low SNR environment. The test results
also verified the correctness of the analysis in Section 2. This
is because the subtle change information of the phase and
amplitude better reflects the specific information of the RF
circuit.

4.2. Expanded Individual Size Test. In order to verify the gen-
eralization performance of the DWTWS algorithm, another
eight USRP individuals were collected under the same

conditions. Tests were performed to obtain the recognition
accuracy under the conditions of —5—30dB SNR when the
total number of RF individuals was increased to 18.

After training using the new data, the DWTWS feature
extraction algorithm can still achieve recognition accuracy of
95.3% at an SNR of 10 dB and 89.3% at 0 dB. The DT-CWT
method in the literature [36] has a recognition accuracy of
70.8% at an SNR of 10 dB, which rapidly decreases to 23.9%
at 0 dB. The WST method in the literature [10] has a recog-
nition accuracy of 89.4% at 10 dB SNR and 81.7% at 0dB, as
shown in Figure 10. Figure 11 gives the 2D plot of wavelet
coefficients phase and wavelet spectral kurtosis plot of the
DWTWS algorithm of 18 individuals at 10 dB SNR. It can be
seen that as the number of categories increases, the accuracy
of recognition will decrease. However, the interclass distance
between different individuals is still large. Thus, the gener-
alizability of the DWTWS feature extraction algorithm in
this paper is further confirmed.

4.3. Computational Complexity Analysis. When individual
identification is applied in the field of wireless communica-
tion, the complexity of its algorithm is also a key consider-
ation. The following is an analysis of the complexity of the
processing process.

It linearly related the preprocessing complexity to the
amount of data, i.e., O(N), where N is the number of data
points. Wavelet transform also has a complexity of O
(NlogN). From the definition of the wavelet transform, there
is no integration and differentiation, but only multiplication
and addition, which matches perfectly with the instructions
of modern computers. The running time of 2D FFT is O
(M*Nlog (M*N)), where M is the scale maximum. The
time complexity of finding the mean and variance is both
O(N) and that of kurtosis and skewness is O(N). Then, the
stepwise calculation of the processing required in the flow-
chart to derive the signal characteristics is O(NlogN) +5* O
(N)+ O(M* Nlog (M *N)). According to statistical theory,
the computational complexity depends mainly on O
(M* Nlog (M* N)) when N is large.

Table 2 gives the complexity of the DWTWS algorithm,
the DT-CWT algorithm [36], and the WST algorithm [10]
under the same conditions. The DT-CWT algorithm only
completes the calculation of wavelet transform and statistical
features, which have low complexity. The WST algorithm
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TasLg 2: Comparison of the complexity of three algorithms.

DWTWS algorithm in this paper

DT-CWT algorithm in the literature [36]

WST algorithm in the literature [10]

O(M*Nlog(M*N))

O(Nlog(N) + N)

O(L *Nlog(N) + LN)

N is the number of sampling points and M is the maximum scale of wavelet transform. L is the number of layers.

computes multilayer wavelet transformation, nonlinear mode,
and averaging operation, while the DWTWS algorithm
includes wavelet transformation and 2D FFT operation, both
with similar complexity.

5. Conclusion and Future Work

Based on the security issues in ISAC, we analyzed the influ-
ence of different composition components from the principle
of radiation source composition, and we presented DWTWS,

the statistics of wavelet coefficients, and wavelet spectra after
dynamic wavelet transforms as RF fingerprint features. These
features have scaling invariant, translation invariant, and
rotation invariant features, which can be well adapted to
the situation where the radiation source orientation changes
and the distance changes. The experiment on 18 radiation
source individuals’ datasets proves that it can show obvious
performance advantages over the traditional algorithm DT-
CWT and WST in the 35 dB wide SNR range of —5-30 dB. In
the case of low SNR, the advantage of DWTWS features is
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more pronounced. This feature extraction algorithm can be
used in RF personal identification technology to solve secu-
rity issues in current wireless networks. Moreover, this fea-
ture extraction machine learning method is also suitable for
use in microsystems and microprocessor devices due to its
limited demand for hardware devices.

In the field of signal processing, the signal reception may
be affected by external interference, fading, and other envir-
onments. DWTWS features are characterized by low sensitiv-
ity and strong robustness and can be used for preprocessing in
signal target individual recognition, signal classification,
image recognition, and other fields. This feature extraction
algorithm is particularly suitable for use in microsystems
and microprocessor devices. Under the premise of ensuring
performance, it can be achieved using limited resources,
avoiding the need for a large number of resources and compu-
tational power in modern intelligent models.

Subsequent research will increase the use of the mutual
correlation of information and develop a pretraining model
for rating characteristics and analyzing the importance of
signal characteristics. Meanwhile, further research will be
conducted to extract the signal characteristics of the long-
term accumulated data. Discern the stability of the attributes
over a wide time range and determine the characterization
performance of being proposed. Further research will also be
pursued to study the mechanism of radiation source finger-
print generation, establish a much more complete mathemat-
ical model, and improve the interpretability and identification
capability of RF individual identification in engineering
applications.
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