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In this paper, the Star-Transformer model is improved to obtain more accurate direction of arrivals (DOA) estimation of
underwater sonar uniform linear array (ULA) under low signal-to-noise ratio (SNR) conditions. The ideal real covariance matrix
is divided into three channels: real part channel, imaginary part channel, and phase channel to obtain more input features. In
training, the real covariance matrix is used under different SNRs. In testing, the covariance matrix of samples in the real
environment is used as input. The on-grid form is used to estimate the DOA of multiple signal sources, which is modelled as a
multilabel classification problem. The results show that the model can be effective and can still have a good DOA estimation
performance under the conditions of trained and untrained SNRs, different snapshots, signal power mismatch, different separation
angles, signal correlation, and so on. It shows that the model has excellent robustness.

1. Introduction

DOA estimation technology has been well developed over
the past few decades. It has been widely used in civil and
military applications such as radar, sonar, wireless commu-
nications, underwater target monitoring, enemy ship detec-
tion, etc. In 1969, Capon proposed the minimum variance
distortionless response (MVDR) method [1], which still has
good resolution and performance under the influence of
noise. Schmidt then proposed the multiple signal classifica-
tion (MUSIC) algorithm [2], which greatly improved the
performance of DOA estimation. Through eigen-value decom-
position (EVD) and singular-value decomposition (SVD),
noise subspaces of the signal correlation matrix are used to
separate signals from different sources to achieve good DOA
estimation. The excellent effect of this algorithm makes sub-
space methods widely used and many MUSIC-based algo-
rithms appear [3, 4]. Subsequently, root-multiple signal
classification (R-MUSIC) was proposed [5], which made the
MUSIC-based algorithm break the grid limitation and obtain
DOA estimation by solving the roots of polynomials, making
it the most classical MUSIC-based algorithm. In 1985, the
estimation of signal parameters via rotational invariance

techniques (ESPRIT) proposed by Roy and Kailath [6] was
applied for DOA estimation. Unlike the MUSIC method,
which is solved by the peak of the pseudospectrum, it obtains
the off-grid DOA by SVD, constructing matrix pairs and
evaluating them by EVD. Many variations of this algorithm
have followed [7, 8]. The MUSIC-based algorithm and the
ESPRIT-based algorithm still have excellent performance
when sparsity can be obtained for nested matrices andmutual
prime matrices [9–11].

Compressed sensing (CS) [12] has been used in the field
of direction of arrival (DOA) estimation for almost two dec-
ades and has shown significant progress while still evolving
[13]. This type of method usually comes in three forms: on-
grid, off-grid, and grid-less [14]. The on-grid and off-grid
methods are more balanced, and their performance is inferior
to the grid-less methods, but they have less computational
complexity. The grid-less algorithm ensures the accuracy of
the DOA estimation by sacrificing computational complexity.
Due to the high complexity of the latter, it is sometimes not
possible to detect it in real time. The DOA estimation of CS
usually needs to solve the sparse minimisation problem based
on ℓ0 pseudonorm or (and) ℓ1 norm, and theDOA estimation
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with high accuracy can be obtained through several iterations.
The ℓ2;1-SVD algorithm greatly reduces the computation and
can converge quickly [15, 16]. It reduces the computation by
using dimensionality reduction so that it does not have to
iterate over all the received signals in the snapshots. In the
article [17], the spatial filter is constructed adaptively using
the received signals, the weighted matrix is obtained using
the spatial spectrum, and the weighted ℓ2;1 norm penalty is
used for DOA estimation. It can achieve excellent performance
with fewer snapshots. CS-based methods are sensitive to SNR
or (and) the number of snapshots because they usually need to
adjust parameters related to SNR or (and) the number of snap-
shots. It is difficult to obtain good results under the condition
of SNR variation. In the literature [18], a block sparse Bayesian
learning (BSBL) algorithm is proposed for the case where the
mutual coupling is unknown, which does not require a sepa-
rate computation of the mutual coupling and thus does not
lead to aperture loss.

In recent years, numerous studies have been conducted
regarding antijamming and adaptation to underwater envir-
onments. Literature [19] implemented a correction for loca-
lisation estimations in uncorrected arrays. Literature [20]
used path attenuation and phase difference between sensor
components to achieve three-dimensional estimation with-
out requiring knowledge of the random unknown path loss
exponent of an arbitrary nonfree space model. Literature [21]
conducted a computational reduction of the MUSIC algo-
rithm. Literature [22] proposed estimation methods adapted
to correlated and uncorrelated sources. Literature [23] used
the generalised search pattern (GPS) for generalised noise recon-
struction, which provides good estimation in all kinds of noise.

The latest DOA estimationmethod is based on deep learn-
ing (DL). Compared to the traditional optimisation algorithm,
it has the following advantages: (a) no continuous optimisation
is required after training the network; (b) the network usually
usesmultiplication and addition, so it runs faster and reduces a
lot of processing time than the optimisation algorithm; (c) the
network has some robustness and can still have a good effect
under the condition of fewer snapshots and lower SNR; and
(d) all network parameters are obtained during the training
process, eliminating the need to identify a small number of
parameters that have a significant impact on the overall out-
come, as required by other optimisation algorithms. In [24],
the counter-diagonal element of the phase difference matrix in
the frequency domain of the received data is used as the input
to the convolutional neural networks (CNN) to estimate the
parameters of different numbers of mixed sources and obtain
the off-gridDOA estimation. In [25], the CNNnetwork is used
to obtain vectors that can construct the Toeplitz matrix, and R-
MUSIC or Vandermonde decomposition is used to obtain
DOA estimates. It is an off-grid algorithm and can accurately
determine the number of sources. In [26], the circular array
DOA estimation based on CNN is proposed, but the network
has a large number of layers. In [27], using the real and imagi-
nary parts of the upper right non-diagonal part of the covari-
ance matrix as input to the CNN showed good generalization
and accuracy, but its resolution was 3°. In [28], it is proposed
that the network is both simple and has good single-source

detection performance for different networks with large or
small array elements. In [29], multilayer CNN is used for
source number and DOA estimation, which has a good
DOA estimation effect, and there is no need to adjust SNR
and the number of snapshots, which makes the on-grid model
more universal. Literature [30] describes a method for estimat-
ing the DOA in millimetre-wave multiple-input multiple-
output (MIMO) systems using CNN without prior knowledge
of the number of multipaths. Literature [31] introduces 2D
DOA estimation algorithms for dilated convolutional net-
works that can adapt to low elevation angles.

The contribution of the work in this thesis is the first use
of the transformer-based method to obtain good DOA esti-
mates at low SNR. In the case of low SNR, the sample covari-
ance matrix (SCM) is often very different from the real array
manifold matrix due to the loud noise, which makes it diffi-
cult to estimate. To reduce the impact of the above problems,
this paper has done the following work: (a) improve the Star-
Transformer model in [32] and use the improved model to
extract features, and the transformer-based method has bet-
ter feature extraction effect than the CNN method [33]; (b)
use multichannel data so that the network can extract fea-
tures better; and (c) use dropout layers to improve model
generalisation better and avoid over fitting. The main con-
tributions of this paper are summarised as follows:

(1) In this paper, multichannel enhanced Star-Transformer
data are used for DOA estimation for the first time.
The multichannel consists of three channels: real part
channel, imaginary part channel, and phase channel.
The first two parts are the real and imaginary parts of
the complex terms of the covariance matrix, whereas
the phase channel is the phase of it and the value is
½− π; π� :. The covariance matrix of different SNRs under
ideal conditions is used as training, so that it can adapt to
the SCM under different SNRs and different snapshot-
sand perform excellent multisource DOA estimation.
The measured DOA is discretized by a grid. The DOA
estimation task is modelled as a multilabel classifica-
tion task. The proposed model has a faster processing
and running speed compared to the traditional and
CNN algorithms. With the same amount of data as
training samples, the proposed model can train faster
on the data and requires fewer epochs to converge. For
the CNN algorithm, which requires 200 epochs to
converge, the proposed model requires only 50 epochs
to reach convergence, and the average processing time
per epoch is also smaller than that of the CNNmethod.

(2) Training with the ideal covariance matrix, although
the results may be slightly worse than with
SCM, the training sample and training time are reduced.
The results show that the model can not only adapt to
the situation of low SNR but also has a good effect in the
case of high SNR and signal mismatch.

Our results show that (a) the proposed method performs
better than other algorithms at low SNR, (b) this method can
perform DOA estimation well when the source separation is
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small, and (c) the algorithm is robust under different SNRs,
different number of snapshots, and signal mismatches.

The rest of the paper is structured as follows: the system
model is presented in Section 2, the proposed network model
based on the Star-Transformer is presented in Section 3, the
training methods and related parameters are explained in
Section 4, the simulation experiments are carried out in Sec-
tion 5, and algorithm and possible future research directions
are summarised in Section 6.

Notation: The following notation is used in this paper:X
represents a set and jXj : represents the cardinality of X. A is
a matrix, a is a vector, and a is a scalar. ðXi;jÞ : is denoted as the
ith and jth element of X. xðiÞ: is represented as the ith ele-
ment of the vector x. The imaginary number has the unit j
(j2 ¼ − 1). The conjugate transpose of the matrix is ð⋅ÞH , its
conjugate is ð⋅Þ∗, and its transpose is ð⋅ÞT . Lowercase italics
are used to represent functions, e.g., f ð⋅Þ :. E½⋅�: is expressed as
the expectation operator. Ref⋅g : and Imf⋅g: are represented as
the real and imaginary parts of a complex object, respec-
tively. fff⋅g: is the phase angle of a complex object. IN is the
identity matrix of dimension N ×N . The distribution of
white circular symmetric complex Gaussian noise with mean
μ and covariance σ is expressed as CNðμ; σÞ :.

2. System Model

In this paper, the underwater scene is mainly considered, and
the receiving array used is ULA. The array interval is d¼ λ

2,
where λ¼ c

f is the wavelength at the frequency f with the
speed of sound c. The linear array model is shown in Figure 1.

According to the model mentioned in Figure 1, in the
case of narrow band, the received signal model of K signal
sources of N-element sensor array is generally expressed as

y tð Þ ¼ ∑
K

k¼1
a θkð Þsk tð Þ þ n tð Þ

¼A θð Þs tð Þ þ n tð Þ; t ¼ 1;…;T;
ð1Þ

where AðθÞ : ¼ ½aðθ1Þ; aðθ2Þ;…; aðθKÞ� : is the N ×K array
manifold matrix, θ¼ ½θ1; θ2; …; θK �T is the unknown
source direction vector, T denotes the total number of snap-
shots, s¼ ½s1; s2; …; sK �T represents the transmission signal,
and nðtÞ : is the additive noise received at sampling index t.
The columns of the array manifold matrix are as follows:

a θkð Þ ¼ 1; ej
2πd
λ sin θkð Þ;…; ej

2πd
λ N−1ð Þsin θkð Þ

h i
T
: ð2Þ

In the narrow-band far-field case, the following classical
assumptions are usually made:

(i) The DOA of different signal sources is different
(ii) Each signal is randomly generated (Gaussian signalling)

and uncorrelated [34], so there is a diagonal source
covariance matrix Rs, satisfying Rs ¼E½sðtÞsðtÞH �: ¼
diagðσ21;…; σ2kÞ :, where σ2i represents the power of the
ith signal source

(iii) The additive noise is an independent but uniformly
distributed additive white Gaussian noise, satisfying
nðtÞ : ∼CNð0; σ2e INÞ :, and is independent of the sig-
nal source

(iv) There is no time correlation between any two
snapshots.

To obtain a correct estimate of the DOA of the unknown
signal source (θ) from the received measurement data Y¼
½yð1Þ;…; yðTÞ� :, combined with the above assumptions, the
covariance matrix of the received signal should satisfy the
following equation:

Ry ¼ E y tð Þy tð ÞH½ � ¼ A θð ÞRsAH θð Þ þ σ2e IN : ð3Þ

where Ry can be estimated from K ≤N − 1 sources. In prac-
tice, however, Ry cannot be measured directly and can only
be estimated by receiving signals in the case of finite snap-
shots:

eRy ¼
1
T

∑
T

t¼1
y tð Þy tð ÞH ; ð4Þ

where R̃y is an unbiased estimate of Ry. R̃y is very close to Ry
for the maximum number of snapshots.

Training data of our model can be obtained after Ry
processing, and the generated model can still estimate K
sources θ from the received R̃y. If the hypothesis changes,
such as the correlation between signal sources, the model
may also have some robustness, but the greater the change,
the greater the deviation, which is the same as the classical
DOA estimation algorithm.

3. DOA Estimation Network Based on
Improved Star-Transformer

This section describes the details and models of the multi-
label DOA classification task. Section 3.1 explains the data
processing and label format. Section 3.2 presents the Star-
Transformer model and its functionality. Finally, Section 3.3
introduces the loss function used.

3.1. Data Processing and the Form of the Labels. This paper
focuses on scenarios where the DOA fall within the range of
[−60°, 60°], with a network resolution of 1°. When the DOA

θi
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FIGURE 1: ULA signal incidence model.
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is between −90° and 90°, the linear array exhibits phase ambi-
guity in the regions of −90° to −60° and 60° to 90°. Although
significant efforts were made to reduce errors in the two men-
tioned intervals, occasional deviations still resulted in a large
root-mean-square error (RMSE). Therefore, the grid used is
ϑ¼f− 60°; − 59°;…; − 1°; 0°; 1°;…; 59°; 60°g:, withjϑj : ¼
121. For each SNR, K angles are selected from ϑ and the ideal
covariance matrix is generated according to Equation (3) as
training data. Because the neural network method cannot han-
dle complex numbers and the ideal covariance matrix deviates
largely from the actual covariancematrix at low SNRs, the use of
a phase layer can mitigate the error to some extent. The data
must be processed again to convert it into the three-channel
data X2CN×N×3, comprising the real part, imaginary part, and
phase channels, i.e., X:;:;1 ¼RefRyg :, X:;:;2 ¼ ImfRyg: and X:;:;3 ¼
fffRyg :. Therefore, the input to the network isX¼fXð1Þ;Xð2Þ;
…;XðDÞg:, where D is the total number of data.

To generate label vectors, select K positions and assign
them a value of 1, while assigning a value of 0 to the remaining
positions. For example, there are two sources f− 60°; − 59°g:,
the resulting label vector is z¼ ½1; 1; 0; …; 0�T , and z is a
121× 1 binary vector.

Finally, according to the data and label vector mentioned
above, the training data set is obtained as follows:

D¼ X 1ð Þ; z 1ð Þ
À Á

; X 2ð Þ; z 2ð Þ
À Á

;…; X Dð Þ; z Dð Þ
À ÁÈ É

; ð5Þ

which is of size D. Note that the ideal covariance in
Equation (3) used in the training phase is known, whereas
the covariance used in the verification and test phases is not
known. The input covariance of the test phase should be the
covariance in Equation (4), which is then transformed by the
same processing into a three-channel data before being pro-
cessed by the network.

3.2. The Proposed Improved Star-Transformer Model. The
proposed model is a slight improvement on the Star-
Transformer of [32]. The different connection relationships
between the transformer proposed by Vaswani et al. [33] and
the Star-Transformer proposed by Guo et al. [32] are shown
in Figure 2. Each data node in transformer connects to each
other in pairs, whereas each data node in Star-Transformer
connects only to adjacent data nodes and virtual nodes in

between. Transformer has good performance on large data
samples, but its performance is sometimes hampered on small
and medium samples. The use of ideal covariance requires
that the model be trained in an environment with a small
number of samples. Therefore, Star-Transformer, which can
accommodate small and medium samples, give better results.

Before entering the Star-Transformer, the covariancematrix
data, which are processed into three channels, must be dimen-
sionally modified to make it more suitable for input. After the
dimensional changes, the number of rows of data is padsize and
the number of columns of data is dmodel. Transformer-based
methods usually require the inclusion of an embedding layer
to make the model more sensitive to relative position [35].
However, the embedding layer did not improve performance,
so it was discarded.

Unlike other multihead attention (MHA) networks in
transformers, the proposed model simplifies the MHA net-
work. For most transformers, the input data must be trans-
formed into Q (query), K (key), and V (value) matrices by
the weight matrices WQ, WK , and WV . The resulting Q, K,
and V matrices are then run through the scaled dot-product
attention function to obtain the attention score:

Attention Q;K;Vð Þ ¼ Softmax
QKTffiffiffiffiffi

dk
p !

V; ð6Þ

where

Softmax
QKTffiffiffiffiffi

dk
p !

¼ e
QKTffiffiffi

dk
p

∑e
QKTffiffiffi

dk
p

; ð7Þ

and dk is the dimension of K. In MHA, its value is equal to
dmodel
m , where m is the number of heads.
Star-Transformermakes some improvements toEquation (6)

by changing the attention score to the following formula:

STA q;Hð Þ ¼ Attention qWQ;HWK ;HWVð Þ; ð8Þ

where q and H are the inputs of the MHA layer. The matrix
Q can be obtained from q, whereas the matrices K and V can
be obtained from H.
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FIGURE 2: The different connection relationships between (a) the transformer proposed by Vaswani et al. [33] and (b) the Star-Transformer
proposed by Guo et al. [32].
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The proposed model further simplifies Equation (8) to
obtain faster training and testing speed and simplifies the
model to adapt to smaller and simpler data. The three weight
matrices in Equation (8), which must be trained to be
derived, are replaced by a constant known matrix P of size
dmodel ×

dmodel
m . For the change matrix Pl of the lth head, there

is

Pl i; jð Þ ¼ 1; i¼ l − 1ð Þ ⋅ dmodel

m
þ j;

0; other

8<: ð9Þ

Therefore, the formula (8) is transformed into

Simple A q;Hð Þ ¼ Attention qP;HP;HPð Þ: ð10Þ

Thus, the output of the improved MHA layer with m
heads is represented as follows:

Multi A q;Hð Þ ¼ Concat head1; head2;…; headmð ÞWO;

ð11Þ

where WO represents the weight matrix to be trained,
Concatð⋅Þ : indicates the concatenation operation, and

headl ¼ Simple Al q;Hð Þ
¼Attention qPl;HPl;HPlð Þ; l 2 1;m½ �: ð12Þ

The improved MHA module is followed by the dropout
layer, which sets the weight to 0 with a probability of 10%,
and these weights cannot be obtained by training. This
makes the network learn the data rather than memorise it,
and can effectively prevent overfitting. The enhanced MHA
and dropout layers together form the MHA-like layer. The
ReLU function is needed after each MHA-like layer as an
activation function.

Layer normalization (LN) [36] immediately after the
MHA-like layer and activation function to achieve a more
effective and generic model. The LN can normalise the data
based on the sample mean and standard deviation.

The result obtained after the above changes is the same as
the dimension of the input matrix. In general, it is necessary
to add the data obtained from the LN layer to the input from
the MHA-like layer to achieve the residual network effect
and obtain better results. The proposed model uses this
link in the calculation of the satellite nodes but not in the
calculation of the relay nodes.

Similar to Star-Transformer in [32], the data E obtained
by the dimensional changes are cloned in Ho, and the pool-
ing of E is performed to obtain the variable s. The anterior
and posterior positions of Ho are labelled as Hn and Hl,
respectively. The five matrices Hn, Ho, Hl, E, and s are inte-
grated into a whole C as theHmatrix of the MHA-like layer,
whereas the data E themselves are the q matrix. Then, the
satellite nodes are obtained by the activation function ReLU

and the LN layer. The output of the LN layer h is added to E
to obtain the updated H1. The H1 and E are combined into
M as the H matrix of the MHA-like layer, whereas E is the q
matrix. Like the satellite nodes, the data of the relay nodes are
obtained through the MHA-like layer and the subsequent
operations. The output is obtained after updating both nodes
together many times. It is found that the proposed model has
the best effect when the dimension is transformed into row
vector, namely padsize= 1, and the number of cyclic updates
is 1. In this way, the H input of the satellite nodes is only
related to E. However, to prevent the output of Softmax from
being a matrix of single elements f1g :, five variables are still
reserved for better results.

After the above operation, the data must pass through
the position wise feed forward (PFF) network. The PFF net-
work used by the model is represented by three fully con-
nected (FC) layers. After the first two FC layers, GELU is
used as the activation function, instead of the usual ReLU.
The output of the PFF network is obtained by adding the
output of the third FC layer to the input of the PFF network.
The neurons in these three FC layers are 512, 256, and dmodel.
The output of the FC layer is shown below:

c n½ � ¼W n½ �c n−1½ � þ b n½ �
FC; ð13Þ

where c½n� and c½n−1� are the output of the nth FC layer and
the (n−1)th FC layer, respectively (the output of the previous
layer is the input of the current layer), whereas W½n� and b½n�FC
are the weight matrix and the deviation between the output
and input of the FC layer, respectively.

To achieve the desired result, the data output from the
PFF layer is transformed into one dimension through the FC
layers FC1, FC2, and FC3. The FC layers consist of 512, 256,
and 121 neurons, respectively.

Finally, after the Sigmoid layer, whose function is sðxÞ : ¼
ex=ðex þ 1Þ :, the output vector is obtained. Each element of
this vector corresponds to the probability of each of the
discriminated angles, and its value is ½0; 1� :. The output is
expressed as

bp ið Þ ¼

bp1bp2

⋮bp121

0BBBB@
1CCCCA; ð14Þ

where bpðiÞ is the ith sample estimate and bpi is the possibility
of the ith resolution angle.

The proposed network structure is shown in Figure 3.

3.3. Loss Function. The proposed model uses the supervised
offline trainingmethod to build amultilabel classificationmodel.
Binary cross-entropy loss is used as the loss function, i.e.,

IET Signal Processing 5



loss¼ argmax
G

1
D

∑
D

i¼1
L bp ið Þ; z ið Þ
� �

; ð15Þ

where G represents all trainable parameters, and

L bp ið Þ; z ið Þ
� �

¼ −
1
ϑj j ∑

ϑj j

n¼1
z ið Þ nð Þ log bp ið Þ nð Þ

� �h
þ 1 − z ið Þ nð ÞÀ Á

log 1 − bp ið Þ nð Þ
� �i

:

ð16Þ

4. Training Methods and Associated Parameters

The ideal covariance matrix under different SNRs is used as
the training sample. It has the following advantages: (a) the
sample size is significantly reduced, (b) there is no need to
train the model for different numbers of snapshots or SNRs,
(c) training time is greatly reduced, and (d) the generated

model performs similar to the model trained on a single
number of snapshots and SNR. In this paper, the case of source
number K ¼ 2 is considered. For jϑj : ¼ 121, a total of 121×
120=2¼ 7; 260 samples could be generated for each SNR. For
the training set, five SNR values are chosen to match the low
SNR environment: f− 20; − 15; − 10; 5; 0g : db. Therefore,
according to Equation (3), there is a total of 7; 260× 5¼ 36;
300 data as training samples. It was determined through experi-
mentation that the model obtained from the training is also well
suited for high SNR environments and varying SNRs. Themodel
is well suited for real-world environments due to its ability to
maintain performance as SNR and number of snapshots change.

For the above training sample, the data were randomly
divided into a training set (90% of the sample) and a verifi-
cation set (10% of the sample). Figure 4 shows the accuracy
and loss of the training and verification under each epoch
with source number K ¼ 2. The verification set here is just to
check if the model can learn data and if it is overfitting. The
verification set is very different from the data in the real
environment: (a) the test data in the real environment are
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FIGURE 4: Accuracy and loss of training and validation for each epoch when the number of sources is K ¼ 2.
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FIGURE 3: This paper proposes a model structure based on the Star-Transformer. After dimensional changes, the data must pass through the
MHA-like layer with ReLU as the activation function and the LN layer with different association variables to obtain satellite nodes and relay
nodes, respectively. After passing through the PFF layer, the output of the relay nodes must pass through the flatten layer to obtain one-
dimensional output and pass through the FC layer. Sigmoid is used in the last FC layer to obtain the resolution angle probability. The MHA-
like layer uses the dropout layer. The PFF layer and the updating of the satellite nodes use the residual structure.
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estimated using the SCM as an input, not the ideal covari-
ance matrix, which is unknown in real situations and (b) the
tested angle pairs are generally not located on the grid, unlike
the validation set, which only contains data from grid angles.

To update and optimise of the proposed model, Adam
[37] was used with an initial learning rate of 0:001 and β1 ¼
0:9, β2 ¼ 0:999. Once the loss stopped decreasing for six
consecutive epochs, the learning rate decreased by a factor
of 0.8. The batch size was set to 64, and the network was
trained for 50 epochs. The model was trained using PyTorch
in PyCharm. The operating system used is Windows, run-
ning on an Intel(R) Core(TM) i7-7700HQ CPU at 2.80GHz
and NVIDIA GeForce GTX 1050Ti GPU.

5. Simulation Experiment and Results

Extensive experiments have been performed to evaluate the
DOA estimation performance of the proposed model under
different conditions. All experiments except for those in Sec-
tion 5.8 assume a known number of sources and K ¼ 2. In
the training and testing processes, the ULA of array elements
N ¼ 16 is used, and the distance between two adjacent array
elements of it is half wavelength d. Each MHA-like layer has
590,592 parameters to be trained, each PFF layer has 722,432
parameters, the FC1 layer has 393,728 parameters, the FC2
layer has 131,328 parameters, the FC3 layer has 31,097
parameters, for a total of nearly 2.5million parameters to
be trained for the experimental model performed, and the
SNR is defined in [38]:

SNR ¼ 10log10
min σ21; σ

2
2;…; σ2Kf g

σ2e
: ð17Þ

At the test stage, the covariance matrix R̃y of the mea-
surement data is obtained according to Equation (4), and
these data must also be converted to three channel.

5.1. The Algorithm Used for the Comparison. The following is
a list of the algorithms used in this paper compared to the
proposed algorithm:

(a) MUSIC in [2].
(b) TLS-ESPRIT in [6].
(c) ℓ2;1-SVD in [16]
(d) CNN suggested in [29].
(e) the simple CNN network proposed in [28], called

CNNsimple.
(f) the MIMO CNN network proposed in [30], called

CNNMIMO.

Methods (a) and (b) are classical algorithms in DOA
estimation, method (c) is a compressed sensing method,
and methods (d), (e), and (f) are neural network methods.
For the on-grid methods (a), (c), (d), (e), and (f), the grid
resolution is set to 1°, which is the same as the proposed
model. All DL methods use the same amount of training
volume. ESPRIT uses maximum array overlap and the total
least square (TLS) method to implement the algorithm [39].

The Cramér-Rao lower bound (CRLB) used is described
in [34].

In the test, the form of the output is similar to Formula
(14), which is

bep ið Þ ¼ f eXÀ Á¼
bep 1bep 2

⋮bep121

0BBBB@
1CCCCA: ð18Þ

The output of the test b̃p i represents the probability that
the DOA of the real environment covariance matrix is the ith
angle. In the case where the number of sources is known, the
K angles with the highest probability are the DOA estimated
by the model.

For all comparison and proposed algorithms, the perfor-
mance was evaluated using the RMSE under Monte Carlo
experiment, which is defined as follows:

RMSE¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

DtestK
∑
Dtest

r¼1
∑
K

k¼1
θ rð Þ
k − bθ rð Þ

k

� �
2

s
; ð19Þ

where ½θðrÞ1 ; …; θðrÞK �T are the real DOA angles of the rth
experimental sample, ½bθðrÞ1 ; …; bθðrÞK �T are the DOA angles
estimated by the rth experimental sample, and Dtest repre-
sents the number of repetitions of a test experiment. Both the
actual DOA and the estimated DOA are listed from smallest
to largest, i.e., θðrÞ1 ≤ θðrÞ2 ≤…θðrÞK and bθðrÞ1 ≤ bθðrÞ2 ≤…

bθðrÞK . If a
large number of different cases are used and the experiment
is not repeated, Formula (19) can be used with Dtest repre-
senting the number of cases.

For DL algorithms, the training time for each algorithm
is shown in Table 1. The proposed method has minimal
training time.

5.2. DOA Estimation Performance and Error. Two experi-
ments were conducted to evaluate the performance and error
of DOA estimation. They reflect the cases of having a source
on the grid and both sources being off-grid, respectively. In
both experiments, it is assumed that the power of the two
signals is the same, and there is no SNR mismatch problem.

The initial experiments focus on estimating the DOA at
low SNR. The SNR of the two signals is − 10 dB with 500
snapshots, and the angular spacing used is Δθ¼ 4:2°. The
first signal, θ1, is a signal on the grid starting at − 60° in steps
of 1° and ending at 55°. For each θ1, θ2 ¼ θ1 þΔθ. Only one
angle is placed on the grid, so that the angle pairs are not

TABLE 1: Training time for DL algorithm.

DL algorithm Training time (s)

CNN 7930.075
CNNsimple 728.761
CNNMIMO 1607.372
The proposed method 432.112

IET Signal Processing 7
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included in the training set, to verify its effect in the case of
off-grid angles. Figure 5 displays the DOA estimates of dif-
ferent algorithms and their deviations from the real angle
estimates when two different sources are separated by a cer-
tain angle. Among them, Figure 5(a)–5(g) show the DOA
estimation result of the proposed model, MUSIC, TLS-ESPRIT,
ℓ2;1-SVD, CNN, CNNsimple, and CNNMIMO, respectively.
Figure 5(h)–5(k) show the DOA estimation error of the
proposed algorithm, CNN, CNNsimple, and CNNMIMO,
respectively.

In Figure 5, each angle of θ1 and θ2 is connected by a
straight line, which makes it more intuitive to see how much

the angle pairs are offset when the estimate is wrong (in
future such experiments, all angles of θ1 and θ2 will also be
connected separately as lines). It can be seen that the meth-
ods using neural networks are more effective (proposed
method, CNN, CNNsimple, and CNNMIMO). The
MUSIC algorithm has limitations in angle prediction. It
can accurately predict only one angle at the edge, but strug-
gles to estimate two angles in the remaining range, resulting
in significant errors. TLS-ESPRIT also has difficulty separat-
ing angles correctly, but it can predict angles well in most
ranges. In the edge angle range, it has a higher probability of
separating only one angle, but its performance is still better
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FIGURE 5: DOA estimates at the off-grid angles θ1; θ2 2 ½− 60°; 60°� : for −10 dB and 500 snapshots. The DOA estimates of (a) the proposed
method, (b) MUSIC, (c) TLS-ESPRIT, (d) ℓ2;1-SVD, (e) CNN, (f ) CNNsimple, and (g) CNNMIMO. The DOA estimation errors of (h) the
proposed method, (i) CNN, (j) CNNsimple, and (k) CNNMIMO.
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than that of MUSIC. Similar to TLS-ESPRIT, ℓ2;1-SVD also
has the problem that there is a probability that only one edge
angle can be measured. The difference between the proposed
model and the CNN model is small. The former is [−4°,
3.2°], and the latter is [−3°, 3.2°]. For the RMSE index of
performance evaluation, the RMSE of the proposed method
is 0.7054 and 23.3266 for MUSIC, 8.9719 for TLS-ESPRIT,
3.2772 for ℓ2;1-SVD, 0.8058 for CNN, 1.7612 for CNNsim-
ple, and 1.9892 for CNNMIMO. Therefore, under the con-
ditions of a certain source distance, low SNR and a
reasonable number of snapshots, the proposed model has a

better effect than others. The threshold of the ℓ2;1-SVD in
this experiment is η¼ 290.

Next, consider the second set of experiments. In this set
of experiments, the source spacing is close and the DOA is
off-grid. The SNR was − 5 dB, the number of snapshots was
400, and the angular spacing used was Δθ¼ 2:11°. The first
signal, θ1, starts at − 59:5° in steps of 1° and ends at 57:5°.
Similarly, for each θ1, θ2 ¼ θ1 þΔθ. Figure 6 shows the DOA
estimates of different algorithms and their deviations from
the real angles when two different sources are very close to
each other and the angles are not on the grid. As in the
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FIGURE 6: DOA estimates at the off-grid angles θ1; θ2 2 ½− 60°; 60°� : for − 5 dB and 400 snapshots. The DOA estimates of (a) the proposed
method, (b) MUSIC, (c) TLS-ESPRIT, (d) ℓ2;1-SVD, (e) CNN, (f ) CNNsimple, and (g) CNNMIMO. The DOA estimation errors of (h) the
proposed method, (i) CNN, (j) CNNsimple, and (k) CNNMIMO.
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previous experiment, Figure 6(a)–6(g) show the DOA esti-
mation result of the proposed model, MUSIC, TLS-ESPRIT,
ℓ2;1-SVD, CNN, CNNsimple, and CNNMIMO, respectively.
Figure 6(h)–6(k) show the DOA estimation error of the
proposed algorithm, CNN, CNNsimple, and CNNMIMO,
respectively.

For the 1° resolution method, the errors should be
f− 0:5°; 0:5°g: and f− 0:39°; 0:61°g: for grids with similar
angles. It can be seen that when the number of snapshots
is small and the DOA of the source is similar, only the DL
method can estimate the DOA effectively, whereas the other
methods cannot estimate the DOA well. The reasons for the
poor estimation of the other methods are as follows: the
other methods cannot separate the two sources that are rela-
tively close and treat the two sources as one; or the angle is
separated, but the angle is still similar, so the predicted angle
and the actual angle have a small deviation. MUSIC cannot
separate angles. Although ESPRIT and ℓ2;1-SVD can effec-
tively separate two sources, there is a probability that one of
them will fail to be estimated, resulting in some error, so their
RMSE is slightly larger than that of the DL algorithms. CNN,
CNNsimple, and the proposed model can accurately estimate
the angle within the error of ½− 1:5°; 1:61°� :, indicating the
effectiveness of the DL method in DOA estimation when
the number of snapshots is small and the source is similar.
The RMSE of the different methods is as follows: 0.5497 for
the proposed method, 26.3381 for MUSIC, 15.0796 for TLS-
ESPRIT, 13.9925 for ℓ2;1-SVD, 0.5617 for CNN, 0.5700 for

CNNsimple, and 0.8956 for CNNMIMO. The threshold of
the ℓ2;1-SVD in this experiment is η¼ 140. The proposed
method still has good performance with smaller SNR, small
angular spacing, and less number of snapshots.

5.3. DOA Estimation at Different SNRs. This section exam-
ines the performance of DOA estimation at various SNRs. In
the experiment, the number of snapshots used is 1,000, while
the SNRs used range from − 20 to 30 dB with a step size of
5. The two angles used are θ1 ¼ 10:11° and θ2 ¼ 13:3°. For
these two signal sources, 500 times Monte Carlo experiments
were performed with different algorithms at different SNRs
to explore the DOA estimation performance of each algo-
rithm, and the results are shown in Figure 7. As shown in
Figure 7, the proposed method, CNN, and CNNMIMO have
good results under the condition of low SNRs (roughly from
− 15 to − 5 dB). In the case of medium and high SNRs
(roughly from − 5 to 30 dB), the on-grid methods begin to
be inferior to the off-grid methods, and the gap in estimation
accuracy becomes larger and larger. When the on-grid
method reaches the minimum error caused by the grid, the
RMSE does not decrease with an increase in SNR (in the case
of θ1 ¼ 10:11° and θ2 ¼ 13:3°, the minimum error value of
this RMSE is 0:2259). This error is insurmountable and can
only be reduced by reducing the grid spacing to obtain a finer
grid. Because the off-grid method overcomes the limitations
of the grid, the RMSE can continuously decrease with the
increase in SNR, which has better performance under the
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FIGURE 7: The RMSE of DOA estimation for two off-grid angle sources under different SNRs when the number of snapshots used by different
methods is 1,000.
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condition of high SNR. The effectiveness of CNNMIMO
training methods may be limited to low SNR and reduced
at high SNR. Furthermore, modifying the amount of training
data to be of the same order of magnitude as other DL
algorithms may have decreased their effectiveness at low
SNR. The RMSE of the proposed method is lower than
that of CRLB at −10 dB, because the DL method is not an
unbiased estimation of DOA like other algorithms, it is
obtained by training, so it is a biased estimation, and its
performance can be better than the unbiased estimation in
some cases. The threshold of the ℓ2;1-SVD in this experiment
is η¼f1270:720; 400; 230; 130; 70; 40; 20; 20; 20; 20g: as the
SNR changes.

5.4. DOA Estimation for Different Number of Snapshots. In
experiments with different numbers of snapshots, the SNR of
the two sources is − 10 dB, the number of snapshots is cho-
sen from 100 to 1; 000, and the step size used is 100. The θ1
used is − 14:77° and the θ2 used is − 11:17°. For the two
sources above, Monte Carlo experiments were run 500 times
using different methods with different numbers of snapshots.
The RMSE results obtained by different methods using
different numbers of snapshots are shown in Figure 8. As
shown in Figure 8, the proposed method has the smallest
RMSE when the number of snapshots is between 400 and
1,000, whereas the CNN has the best performance when the
number of snapshots is between 100 and 300. The perfor-
mance of CNNsimple is between CNN and TLS-ESPRIT and

outperforms the proposed algorithm at a snapshot count of
300. The threshold of the ℓ2;1-SVD in this experiment is η¼
f130; 180; 220; 260; 290; 310; 340; 360; 380; 400g: as the num-
ber of snapshots changes. The proposed algorithm is more
advantageous when dealing with a large number of snapshots.

5.5. DOA Estimation Under Signal Mismatch. In previous
experiments, the DOA estimation performance of each algo-
rithm studied was based on the same power of two sources.
In reality, however, they are often not the same. Repeat the
two DOA estimation experiments in Section 5.2 but change
some of the conditions. In the following two experiments,
change the power of two different sources to σ21 ¼ 0:7, σ22 ¼
1:25 and σ21 ¼ 1:25, σ22 ¼ 0:7, respectively, in the following
two experiments. σ21 represents the power of θ1, i.e., the
power of the smaller angle, whereas σ22 represents the power
of θ2, i.e., the power of the larger angle. In both cases, the
SNR is 1.549 dB higher in the case of a signal match than in
the case of no match. The experiment used two different
power forms of signal sources in two conditions: a larger
angle interval with low SNR and more snapshots and a smal-
ler angle interval with higher SNR and fewer snapshots.

The first experiment differs from the first experiment in
Section 5.2. The SNR is − 10 dB, the number of snapshots is
400, θ1 starts at − 59:63° with a step size of 1° to 55:37°, and
the interval between θ2 and θ1 is 3:7°. The first type of
mismatch mentioned above is selected. The DOA estimation
and the DOA estimation error of the different methods in
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FIGURE 8: The RMSE of DOA estimation for two off-grid angle sources with different numbers of snapshots and the SNR of − 10 dB by
different methods.
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FIGURE 9: Continued.
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this experiment are shown in Figure 9. In the case of a signal
power mismatch, MUSIC can still only predict one angle,
and the predicted angle is not related to the signal power.
Therefore, the RMSE is very high. TLS-ESPRIT and
ℓ2;1-SVD also suffer from the edge angle prediction bias
mentioned in Section 5.2. CNNsimple and CNNMIMO have
one or two angles with large estimation errors. In this case,
CNN and the proposed algorithm have excellent perfor-
mance, and they can all predict the DOA well in the case
of two sources. They both have an error of ½− 3:63°; 3:07°� :.
The RMSE of the different methods is as follows: 1.0544 for

the proposed method, 27.6415 for MUSIC, 18.8163 for TLS-
ESPRIT, 13.7638 for ℓ2;1-SVD, 1.0710 for CNN, 1.8402 for
CNNsimple, and 2.7700 for CNNMIMO. The threshold of
the ℓ2;1-SVD in this experiment is η¼ 260.

The second experiment differs from the second experi-
ment in Section 5.2. The SNR is 0 dB, the number of snap-
shots is 200, θ1 starts at − 59:6° with steps of 1° to 57:4°, and
angular intervals of 2:3°. The second form of mismatch men-
tioned above is selected. The DOA estimation results and
DOA estimation errors of this experiment are shown in
Figure 10. In this case, MUSIC still has the problems
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FIGURE 9: DOA estimates at the off-grid angles θ1; θ2 2 ½− 60°; 60°� : for −10 dB and 400 snapshots. The DOA estimates of (a) the proposed
method, (b) MUSIC, (c) TLS-ESPRIT, (d) ℓ2;1-SVD, (e) CNN, (f ) CNNsimple, and (g) CNNMIMO. The DOA estimation errors of (h) the
proposed method, (i) CNN, (j) CNNsimple, and (k) CNNMIMO. The proposed method has the best performance with an RMSE of 1.0544.
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mentioned in the previous experiment. The ℓ2;1-SVD algo-
rithm can only estimate one angle in the edge angle.
CNNMIMO still suffers from a few estimation errors. These
problems with the above algorithms cause their RMSE to be
too high, whereas TLS-ESPRIT, CNN, CNNsimple, and the
algorithm proposed in this paper have excellent perfor-
mance. The DOA estimation error ranges of TLS-ESPRIT
and CNN are ½− 2:57°; 4:275°� : and ½− 1:6°; 2:7°� :, respec-
tively, whereas the DOA estimation error ranges of this
paper’s method and CNNsimple are only ½− 0:6°; 0:7°� :. The
RMSE of the different methods is as follows: 0.5664 for the
proposed method, 22.2985 for MUSIC, 0.7940 for TLS-

ESPRIT, 6.0440 for ℓ2;1-SVD, 0.6526 for CNN, 0.5558 for
CNNsimple, and 2.4063 for CNNMIMO. The proposed
method has a relatively small estimation error and an RMSE
second only to CNNsimple. The threshold of the ℓ2;1-SVD in
this experiment is η¼ 60.

The above two experiments show that the proposedmethod
can perform better DOA estimation than other methods under
the condition of signal power mismatch.

5.6. DOA Estimation at Different Separation Angles. Previous
experiments have all considered the case of constant source
separation angle. This section discusses the DOA estimation
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FIGURE 10: DOA estimates at the off-grid angles θ1; θ2 2 ½− 60°; 60°� : for 0 dB and 200 snapshots. The DOA estimates of (a) the proposed
method, (b) MUSIC, (c) TLS-ESPRIT, (d) ℓ2;1-SVD, (e) CNN, (f ) CNNsimple, and (g) CNNMIMO. The DOA estimation errors of (h) the
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performance of different algorithms under different separation
angles. The SNR chosen for both signals is − 10 dB and the
number of snapshots is 800. The θ1 is chosen to be − 12:14°
and the angular separation Δθ is increased from 1° to 10° with
step size of 1°. The RMSE of different algorithms under different
Δθ was obtained by Monte Carlo experiments for 500 times,
as shown in Figure 11.

As shown in Figure 11, the proposed algorithm has better
performance at different separation angles in most cases.
However, the RMSE is slightly higher for separation angles
from 5° to 7°. In the case of small separation angles (separa-
tion angles from 1° to 3°), the best performing methods are
those of the DL algorithms (CNN, CNNsimple, CNNMIMO,
and the proposed methods), and their RMSE is lower than
that of CRLB because they are biased estimates. CNN has a
better performance than the proposed method in the interval
of separation angle from 6° to 8° and the separation angle is
4°, and other different separation angles are inferior to the
proposed method. CNNsimple outperforms the proposed
algorithm in the 6° to 7° interval. The increased RMSE of
CNNMIMOwith separation angle may be due to fewer train-
ing samples. Compared with other algorithms (MUSIC, TLS-
ESPRIT, and ℓ2;1-SVD), the proposed method has a better
performance in the separation angle from 1° to 3°, and the
RMSE of these methods is larger. These methods all have
small RMSE when the separation angle is large. Although
the performance of the proposed method is inferior to those
of these algorithms when the separation angle is large, the
proposed algorithm still has a relatively suitable RMSE at

these separation angles, and will not have a very large
RMSE when the separation angle is small. The proposed
method is more suitable in the case of similar sources, and
can also give a better estimate of sources that are not close.
When the separation angle is larger than 8°, the proposed
algorithm can predict the DOA as well as other algorithms
(MUSIC, TLS-ESPRIT, and ℓ2;1-SVD). However, the RMSE
of the CNN algorithm does not decrease at larger separation
angles, i.e., it has a larger RMSE at different separation angles.
MUSIC, TLS-ESPRIT, and ℓ2;1-SVD estimate DOA well for
separation angles greater than 5° but are particularly poor for
closer sources. It is worth noting that another biased estimate
of the ℓ2;1-SVD, the RMSE is lower than that of the CRLB
when the separation angle is 4°. The threshold of theℓ2;1-SVD
in this experiment is η¼ 360.

5.7. Signal-Dependent DOA Estimation. Previous experi-
ments considered the case of noncorrelation of source sig-
nals. This section discusses the case of signal correlation and
shows that the proposed method still has good performance
in the case of signal correlation. In this case, the chosen
source angle is θ1 ¼ 11:13° and θ2 ¼ 14:45°. Note that in this
case, the diagonal source covariance matrix Rs becomes

½ 1 ρ

ρ 1
� :, where ρ is the correlation coefficient of the two signal

sources. A low SNR is still used when Rs changes. The
selected SNR is − 10 dB and the number of snapshots is
500. Under the condition that the step size of the correlation
coefficient is 0:1, Monte Carlo experiments of different
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FIGURE 11: The RMSE of various algorithms under 500 times monte carlo experiments, when the SNR is − 10 dB, the number of snapshots is
800, and the separation angle is increased from 1° to 10° with a step size of 1°.
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algorithms are performed for 500 times with the correlation
coefficient ranging from 0 to 1, and the RMSE obtained is
shown in Figure 12. Figure 12 demonstrates the robustness of
DL algorithms to variations in ρ. The performance of the DL
algorithms, from worst to best, is CNNMIMO, CNNsimple,
CNN, and the algorithm proposed in this paper. The threshold
of the ℓ2;1-SVD in this experiment is η¼ 290.

When ρ equals 0, the efficiency of processing different
datasets is compared by measuring the processing time of
each algorithm. Table 2 presents the results, which show that
the method has the shortest processing time.

5.8. DOA Estimation with Unknown Number of Sources.
When K is not equal to 2, the same training method was used
to obtain amodel that can adapt to different numbers of sources.
The model now includes source number discrimination to han-
dle cases where the source number is unknown. The number of
neurons in layer FC3 in Figure 3 was changed to K − 1, i.e., 15.
This enables the network to transition from differentiating
between angles to differentiating between the quantity of sources

by identifying the index with the highest value as the number of
sources. In the tests, Kmax ¼ 3 was chosen as the maximum
number of sources. Because there may be cases where the num-
ber of sources is not judged correctly, resulting in a nonadaptive
RMSE, the Hausdorff distance is used to evaluate the difference
in results with the following formula:

dH A;Bð Þ ¼max d A;Bð Þ; d B;Að Þf g; ð20Þ

where

d A;Bð Þ ¼ sup d α;Bð Þ∣α 2Af g; ð21Þ

d α;Bð Þ ¼ inf d α; βð Þ∣β 2Bf g; ð22Þ

d α; βð Þ ¼ α − βj j: ð23Þ

The signal is − 5:8° at K ¼ 1, 3:3° is added to the signal at
K ¼ 2, and 8:4° is added to the signal at K ¼ 3. Table 3
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FIGURE 12: The RMSE of different algorithms varies with the correlation coefficient when the SNR is − 10 dB and the number of snapshots is
500. The step size of the correlation coefficient is 0.1.

TABLE 2: Processing time for algorithm.

Algorithm Processing time

MUSIC 1.364ms
TLS-ESPRIT 4.731ms
ℓ2;1-SVD 39.204 s
CNN 2.667ms
CNNsimple 2.002ms
CNNMIMO 1.805ms
The proposed method 0.772ms

TABLE 3: Source number uncertainty DOA estimation accuracy and
Hausdorff distance.

Algorithm K Mean dH Max dH Accuracy (%)

CNN
1 0.40 0.40 100
2 0.34 4.8 99.84
3 4.1 9.8 86.32

The proposed method
1 0.40 0.40 100
2 0.37 5.3 99.80
3 3.2 4.4 92.85
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presents the accuracy and Hausdorff distance of both the
CNN and the proposed algorithm for the selected SNR of
0 dB and 1,000 snapshots (10,000 experiments). It can be
seen that our algorithm has performance similar to the CNN
method.

6. Conclusion

In this paper, transformer is applied to the field of DOA
estimation for the first time, and a transformer-based DOA
estimation model that can be adapted to the low SNR situa-
tion is proposed. The problem is modelled as a multilabel
classification model of on-grid angles. The improved MHA is
used to extract features from the processed multichannel
data, and the original Star-Transformer is improved. A
robust DOA estimation model can be obtained through a
series of subsequent processing steps. In future studies, we
aim to improve the robustness of the model in real-world
scenarios by adjusting the noise to a more realistic level. In
addition, we will modify the model to generate vectors that
can be utilised to construct Toeplitz matrices for off-grid esti-
mates, rather than using a multilabel classification approach.
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