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In this paper, we present a double-intelligent reflecting surfaces (IRS)-assisted multiuser secure system where the inter-IRS channel
is considered. In particular, we maximize the weighted sum secrecy rate of the system by jointly optimizing the beamforming vector
for transmitted signal and artificial noise at the base station (BS) and the cooperative phase shifts of two IRSs, under the constraints
of transmission power at the BS and the unit-modulus phase shift of IRSs. To tackle the nonconvexity of the optimization problem,
we first convert the objective function to its concave lower bound by utilizing a novel successive convex approximation technique,
then solve the transformed problem iteratively by applying an alternating optimization method. The Lagrange dual method,
Karush–Kuhn–Tucker conditions, and alternating direction method of multipliers are applied to develop a low-complexity
solution for each subproblem. Finally, simulation results are provided to verify the advantages of the cooperative double-IRS
scheme in comparison with the benchmark schemes.

1. Introduction

In order to support emerging wireless services, such as wire-
less data centers, holographic communication, and immer-
sive XR, 6G network is expected to achieve 100-fold increase
in data rate, connection density, and network energy effi-
ciency compared to the 5G network [1]. However, the existing
wireless technologies, such as millimeter wave (mmWave),
which suffering from significant path loss and attenuation,
and massive multiple-input multiple-output (MIMO) requir-
ing active radio-frequency (RF) chains, are unable to further
improve the performance of wireless network efficiently (active
RF chains result in high energy consumption and hardware

cost. Although hybrid beamforming technology can reduce
hardware complexity, it still requires active RF chains [2]).
Advanced technologies are being developed to satisfy future
network requirements. Among them, intelligent reflecting
surface (IRS) has recently received much interest from both
academic and industry communities for achieving intelligent
and programable radio propagation environment cost-effectively
[3–5]. Specifically, an IRS is a type of meta-surface that consists
of massive low-cost subwavelength reflecting components, each
of which can be independently manipulated to adjust the mag-
nitude, phase, frequency, or even polarization of the incident
signal [4]. The IRS provides a new degree of freedom by
dynamically manipulating the wireless channels to improve
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the performance of wireless networks, e.g., channel capacity,
throughput, and coverage. Because the IRS does not require
any active RF chains, the hardware cost, and energy consump-
tion are significantly lower compared to traditional antennas
[6]. Besides, since IRS reflects signal passively in full-duplex
mode without requiring any signal and noise amplification, it
can be densely deployed and the spectral efficiency is much
higher than conventional relaying and beamforming.Moreover,
the feature of lightweight and low cost facilitates IRS scalable
and adaptable deployment. Motivated by the above advantages,
various IRS-assisted communication systems have been studied
extensively, e.g., multiantenna system [7, 8], THz communi-
cation [9], integrated sensing and communication [10], radar
communication [11], etc.

On the other hand, security is also a key issue in wireless
communication. Traditional encryption technology relying
on key distribution and management becomes very challeng-
ing in future hyper-connection networks. The application of
computation-based cryptography techniques is restricted by
the limited computing capability of terminal devices [12].
Fortunately, physical layer security exploiting the random
nature of wireless channels offers low-complexity informa-
tion theoretic-based security, which is viewed as a powerful
complement to the existing security schemes. In recent years,
IRS-aided PLS has been extensively studied in various fields,
such as relay [13], MIMO [14], nonorthogonal multiple access
[15], unmanned aerial vehicles networks [16, 17], THz com-
munication [18], etc.

However, the majority of the existing researches focused
on the beamforming design of single or noncooperative mul-
tiple IRSs [19, 20], which actually limits the potential of IRS
for improving communication performance. Recently, coop-
erative double-IRS-assisted system has attracted much atten-
tions. Different from single IRS and noncooperative double
IRSs, each serving associated users independently, coopera-
tive double IRS, which considering the inter-IRS channel,
can bypass dense obstacles and further increase the network
coverage, especially when the direct and two single-reflection
links are all blocked [21]. Although the two-hop reflections
in the double-IRS system incur an extra triple-path loss, it
can be compensated by a sufficiently large number of IRS
reflective elements and carefully selected deployment locations.
The work [22] demonstrated that for a double-IRS-assisted
SISO system with line-of-sight (LoS) inter-IRS channels, the
cooperative beamforming scheme achieves OðM4Þ : power
gain, while the system assisted by conventional single-IRS
with equal number of reflection elements only yields OðM2Þ :

power gain, given a sufficient total reflection elements M.
Then, the work [23] analyzed the capacity scaling order in
the MIMO network given the transmit power approaching
infinity and shown that the performance achieved by cooper-
ative double-IRS also significantly outperforms that of single-
IRS. Motivated by these advantages, cooperative double IRS
technology has been investigated in several applications. For
instance, the work [24] investigated the multiuser (MU)
MISO network assisted by double-IRS, where the fractional
programing (FP) and block coordinate descent method were
utilized to maximize the weight sum rate (WSR) of the

system. Moreover, Zheng et al. [25] investigated the double-
IRS-assisted uplink MIMO system and found that deploying
two cooperative IRSs results in an increased rank of the chan-
nel matrix compared to deploying only one IRS. Then, the
work [26] focused on a double-IRS-assisted MU-MIMO
mmWave system, where the active beamforming at the base
station (BS) and passive beamforming of IRSs are optimized
by quadratically constrained quadratic programing (QCQP)
and Riemannian manifold optimization, respectively. Also, in
[27], a block minorization–maximization algorithm was pro-
posed to maximize the WSR of a multi-RIS-assisted system.
Lu et al. [28] considered the energy efficiencymaximization of
cooperative double-IRS-assisted MU-MIMO network where
FP and semidefinite relaxation (SDR) were utilized to opti-
mize the beamforming of BS and phase shifts of IRSs. For
security issues, the work [29] proposed a double-IRS-assisted
MISO secure system, where the product Riemmanian mani-
fold optimization approach was developed to design the phase
shift of IRSs.

From the above analysis, it is evident that there is a lack
of sufficient research on cooperative double-IRS-aided PLS.
Although a cooperative double-IRS-aided secure system was
investigated, it only focused on the single-user scenario, leav-
ing room for further investigation in MU scenarios. Besides,
the incorporation of artificial noise (AN) can further enhance
the secure performance [30, 31]. However, the joint design of
AN and cooperative double-IRS in PLS is still in its infancy.
Motivated by these observations, we investigate a novel MU-
MISO secure network with multiple single-antenna noncol-
luding eavesdroppers. Specifically, two cooperative IRSs are
deployed to enhance the secure performance of the network,
and AN is emitted by the BS to deteriorate the wiretap chan-
nels. We summarize the main contributions of this paper as
follows:

(1) We study the joint design of beamforming for trans-
mitted signal and AN vector as well as the coopera-
tive phase shifts of both IRSs in a double-IRS-aided
MU-MISO secure communication system where the
inter-IRS channel is considered. To evaluate the sys-
tem performance, we establish the weighted sum
secrecy rate (WSSR) maximization problem under
the restrictions of transmit power budget and unit-
module phase shift of IRS. Both continuous phase
shift and discrete phase shift are considered in this
work.

(2) The formulated problem is nonconvex due to the
nonconcave objective function, the deeply coupled
variables, and the unit-modulus constraint of IRS.
To address this issue, we first derive an approximated
concave lower bound of the objective function via a
novel successive convex approximation (SCA) tech-
nique. Then, we propose a low-complexity alternat-
ing optimization (AO) algorithm to optimize each
variable in an alternated manner. Specifically, trans-
mit beamforming and AN vector are solved by using
the Lagrange dual method and Karush–Kuhn–Tucker
(KKT) conditions, while the phase shifts of the
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cooperative IRSs are optimized by utilizing the alter-
nating direction method of multipliers (ADMM).

(3) We demonstrate the convergence of the proposed
algorithm through rigorous mathematical proof. Sim-
ulation results validate the advantage of employing
cooperative double-IRS and the effectiveness of the
proposed algorithm in practical implementation.

The rest of this paper is organized as follows: Section 2
introduces the considered cooperative double-IRS aided MU-
MISO secure communication system and formulated aWSSR
maximization problem. In Section 3, the proposed problem is
solved by an AO algorithm. The proposed algorithm is evalu-
ated by numerical results in Section 4, and conclusions are
drawn in Section 5.

1.1. Notation. Boldface lower-case and boldface upper-case
letters represent column vector and matrix, respectively.
Superscript ð⋅Þ∗, ð⋅ÞH and ð⋅ÞT denotes the conjugate, trans-
pose, and conjugated–transpose operation, respectively. The
operators ffð⋅Þ :, j⋅j : and<f⋅g:, respectively, denote the angle, the
absolute value, and the real part of a complex number. Ef⋅g:

denotes the statistical expectation. The notation ½⋅�n denotes
the nth element of a vector. j¼ ffiffiffiffiffiffi

−1
p

denote the imaginary
unit, ½⋅�þ≜maxð⋅; 0Þ :.

2. System Model and Problem Formulation

As Figure 1 shows, we study a MU-MISO downlink secure
broadcast network, which consists of a BS (Alice), two dis-
tributed IRSs (IRS 1 near BS and IRS 2 near users), K legiti-
mated single-antenna users (Bobs) and K noncooperative
single-antenna eavesdroppers (Eves). Alice is equipped with
N transmit antennas while the number of passive reflective
elements of IRS i is Mi with i2f1; 2g:. The smart controller
equipped on each IRS is used to coordinate the information
transmission and improve the secure performance of the sys-
tem. It is assumed that all links experience quasi-static slow
fading. The baseband equivalent channel coefficients from
Alice to the IRS i, from IRS 1 to IRS 2, from Alice to the kth

Bob/Eve, from IRS i to the kth Bob/Eve are denoted by Fi 2
CMi×N , F2CM2×M1 , hd;k 2CN×1, gd;k 2CN×1, hk;i 2CMi×1,
gk;i 2CMi×1 (8i2f1; 2g :, 8k2f1;…;Kg:), respectively. The
link of BS-IRS2-IRS1-Bobs/Eves is ignored due to the signifi-
cant path loss [25]. In addition, it is assumed in this work that
the channel state information (CSI) of all links is perfectly
known to Alice and the IRSs, which allows us to consider the
results obtained in this study as an upper bound for the secure
performance of the system. Note that the assumption of per-
fect CSI of Eves is reasonable in the scenario where Eves are
other system users but not trusted by Bobs [32]. In addition,
the existing channel estimation technique in [33] can be uti-
lized to estimate each channel. The direct channel between the
BS and Bob/Eve is modeled as Rayleigh fading, while the other
channel is assumed as Rician fading. Take F for example,
which is given by the following:

F¼
ffiffiffiffiffiffiffiffiffiffiffi
κ

κ þ 1

r
FLoS þ

ffiffiffiffiffiffiffiffiffiffiffi
1

κ þ 1

r
FNLoS; ð1Þ

where κ is the Ricean factor, FNLoS and FLoS denote the Ray-
leigh fading non-LoS component and the deterministic LoS
component, respectively. Similar to [34], the IRSs are shaped
as a uniform planar array with five horizontal elements. Thus
FLoS can be represented as FLoS ¼ aMðaNÞH, where aN is the
array response vectors of the receiver which modeled as
follows:

aN ν;ψð Þ ¼ 1ffiffiffiffiffiffiffiffi
HV

p 1;…; ej2π
de
λ m sin νð Þsin ψð Þþn cos ψð Þð Þ

h
…; ej2π

de
λ H−1ð Þsin νð Þsin ψð Þþ V−1ð Þcos ψð Þð Þ

i
T
;

ð2Þ

where λ is the carrier wavelength, de is the separation
between adjacent elements, ν and ψ , respectively, denote
the azimuth angle and elevation angle of departure. m2 ½0;H�:

and n2 ½0;V � : denote the horizontal and vertical element indi-
ces, respectively. The receive array response aM can be defined
similarly.

2.1. Signal Transmission Model. The BS sends K independent
confidential data streams simultaneously to K Bobs. Mean-
while, K Eves distributed around Bobs attempt to wiretap the
private information. Besides, AN is added to the transmitted
signal to disrupt eavesdropping. Thus, the signal sent from
the BS is given as x¼∑K

k¼1wksk þ v, where sk ∼ CNð0; 1Þ :

denotes the private message transmitted to the kth Bob with
Efjskjg : ¼ 1, wk 2CN×1 is the transmit beamforming vector
and v 2CN×1 denotes the AN which is assumed as a zero-
mean circularly symmetric complex (ZMCSC) Gaussian
vector, i.e., v ∼ CNð0;VÞ : where V≻0 denotes the covariance
matrix. Therefore, the signal received at the kth Bob/Eve can
be represented as follows:

IRS 1

Eve 1

gd,1
hd,1

gd,K

hd,K

gK,1

hK,1

g1,2

h1,1 h1,2 gK,2

hK,2

Base station
(Alice) Bob 1 Eve KBob K

...

IRS 2

F

F2F1

FIGURE 1: A cooperative double-IRS-aided MU-MISO downlink
secure network.
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yb;k ¼ hHk;1Φ1F1 þ hHk;2Φ2F2 þ hHk;2Φ2FΦ1F1 þ hHd;k

� �
∑
K

k¼1
wksk þ v

� �
þ nb;k;

ð3Þ

ye;k ¼ gHk;1Φ1F1 þ gHk;2Φ2F2 þ gHk;2Φ2FΦ1F1 þ gHd;k

� �
∑
K

k¼1
wksk þ v

� �
þ ne;k;

ð4Þ

respectively, whereΦi ¼ diagðϕiÞ :, ϕi ¼ ½ejφi1 ;…ejφiMi � :, i2 ½1; 2� :

denotes the phase shift matrix of IRS i. It should be noted
that the amplitude of phase shift is assumed as a unit since
the passive characteristic of IRS. nb;k and ne;k, respectively,
represent ZMCSC additive white Gaussian noise at the kth
Bob/Eve, i.e., nb;k ∼ CNð0; σ2b;kÞ : and ne;k ∼ CNð0; σ2e;kÞ :. For
analytical purposes, it is assumed that each Eve, which is
noncooperative with each other, solely attempts to wiretap
their nearest Bob. Thus, the received signal-to-interference-
plus-noise ratio at the kth Bob/Eve can be represented as
follows [35]:

rb;k ¼
bhH
k wk

��� ���2
∑K

i¼1;i≠k
bhH
k wi

��� ���2 þ bhH
k v

��� ���2 þ 1
; ð5Þ

re;k ¼
bgHk wk

�� ��2
∑K

i¼1;i≠k bgHk wi

�� ��2 þ bgHk v�� ��2 þ 1
; ð6Þ

respectively, where bhH
k ¼ hHk =σ

2
b;k, bgHk ¼ gHk =σ

2
e;k, hHk ¼

hHk;1Φ1F1 þhHk;2Φ2F2 þ hHk;2Φ2FΦ1F1 þ hHd;k, and gHk ¼ gHk;1Φ1F1 þ
gHk;2Φ2F2 þ gHk;2Φ2FΦ1F1 þ gHd;k. The achievable secrecy rate for
the kth Bob can be written as follows:

Rs;k ¼ Rb;k − Re;k

Â Ãþ; ð7Þ

where Rb;k ¼ lnð1þ rb;kÞ : and Re;k ¼ lnð1þ re;kÞ : denote the
achievable rate of kth Bob/Eve, respectively. To ensure sim-
plicity in the subsequent sections of this paper, the operator
½⋅�þ is omitted, given that the optimal secrecy rate cannot be
negative [32].

2.2. Problem Formulation. In this work, we attempt to con-
sider the maximization of the WSSR while satisfying the
power budgets of the BS and the unit modulus constraints
of IRS phase shifts. The WSSR is defined as Rs≜∑K

k¼1ηkRs;k,
where ηk denotes the nonnegative weight factor for the kth
Bob. The considered optimization problem can be mathe-
matically formulated as follows:

max
wk;v;ϕ1;ϕ2

Rs; ð8aÞ

s:t: ∑
K

k¼1
wkk k2 þ vk k2 ≤ Pmax

t ; ð8bÞ

ϕi½ �mj j ¼ 1; 8m 2 1;…Mif g; i 2 1; 2f g; ð8cÞ

where Pmax
t denotes the transmit power budget at BS and

constraint (8c) represents unit modulus phase shifts con-
straints. The optimal solution to problem (8) is challenging
to find since the nonconcave objective function, the unit mod-
ulus constraint, and the highly coupled optimization variables.

3. The WSSR Maximization Algorithm Design

In this part, we first derive the approximated concave lower
bound of Rs via a novel SCA technique. Then, we propose an
AO algorithm to decompose the reformulated problem into
three subproblems, i.e., optimizing fwk; vg :, ϕ1, and ϕ2, alter-
natively. To be specific, we adopt the Lagrange dual method
and KKT condition to solve the subproblem with respect to
fwk; vg:, where the optimal dual variable is found by using
bisection method. The optimal phase shift ϕi is iteratively
derived by the ADMM method. At last, we extend the pro-
posed algorithm to discrete phase shift cases. The convergence
of the proposed algorithm is proved, and the computational
complexity is analyzed.

3.1. Problem Transformation. To proceed, we derive an approx-
imated lower bound of Rb;k and an approximated upper bound
of Re;k in Lemma 1.

Lemma 1. The approximated lower bound of Rb;k and the
approximated upper bound of Re;k around a given point
fwt

k; v
t;ϕt

1;ϕ
t
2g: can be expressed as follows:

Rb;k ≥ ln 1þ xtk
�� ��2
ytk

� �
−

xtk
�� ��2
ytk

þ 2< xtk
À Á

∗xk
È É

ytk

−
xtk
�� ��2 yk þ xkj j2ð Þ
ytk ytk þ xtk

�� ��2À Á ;

ð9Þ

Re;k ≤ ln 1þ ztk
À Áþ 1þ zk

1þ ztk
− 1 − ln 1þ ctk

À Áþ ctk

− 2< vHi bgk bgtkÀ Á
Hvti

È É
− 2 ∑

K

i¼1;i≠k
< wH

i bgk bgtkÀ Á
Hwt

i

È É
þ ctk

1þ ctk
1þ ∑

K

i¼1;i≠k
bgHk wi

�� ��2 þ bgHk v�� ��2 !
;

ð10Þ

where xk ¼bhH
k wk, xtk ¼bhH

k w
t
k, yk ¼ 1þ∑K

i¼1; i≠kjbhH
k wij2 þ

jbhH
k vj2, ytk ¼ 1þ∑K

i¼1; i≠kjbhH
k w

t
i j2 þ jbhH

k vtj2, zk ¼∑K
i¼1jbgHk wij2 þ

jbgHk vj2, ztk ¼∑K
i¼1jbgHk wt

i j2 þ jbgHk vt j2, ctk ¼∑K
i¼1; i≠kjbgHk wt

i j2 þ
jbgHk vt j2.
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Proof. Please see Appendix A.
The approximated lower bound for Rs can be obtained by

subtracting Equations (9) and (10) to Equation (7). By
neglecting the constant items, we obtain an equivalent for-
mulation of problem (8), which is represented as follows:

min
wk;v;ϕ1;ϕ2

 ∑
K

k¼1
ηk

ctk
1þ ctk

∑
K

i¼1;i≠k
bgHk wi

�� ��2 þ bgHk v�� ��2" #(

þ
xtk
�� ��2 ∑

K

i¼1

bhH
k wi

��� ���2 þ bhH
k v

��� ���2� �
ytk ytk þ xtk

�� ��2À Á þ
∑
K

i¼1
bgHk wi

�� ��2 þ bgHk v�� ��2
1þ ztk

−2 ∑
K

i¼1;i≠k
< wH

i bgk bgtkÀ Á
Hwt

i

È É
− 2< vHbgk bgtkÀ Á

Hvt
È É

−

2< wH
k
bhk

bht
k

� �
H
wt

k

n o
ytk

9=;;

ð11aÞ
s:t: 8bð Þ 8cð Þ: ð11bÞ

However, the optimization variables in the reformulated
problem are still highly coupled. To circumvent this issue,
we adopt the AO technique to decouple these variables and
optimize them in an alternated manner. □

3.2. Optimal Transmit Beamforming and AN Design. In this
subsection, we optimize wk and v with given ϕ1 and ϕ2. Let
fwt

k; v
t;ϕt

1;ϕ
t
2g : denotes a feasible point of problem (8) at the

tth iteration. With some mathematical manipulations on the
objective function (11), the problem (11) can be re-expressed
as follows:

min
wk;v

 ∑
K

k¼1
wH

k Akwk − 2< wH
k bk

È ÉÀ Áþ vHbAv − 2< vHbbn o
;

ð12aÞ
s:t: 8bð Þ; ð12bÞ

where

Ak ¼ ηk
ctk

1þ ctk
∑
K

i¼1;i≠k
bgibgHi þ

xtk
�� ��2 ∑K

i¼1

bhi
bhH
i

ytk ytk þ xtk
�� ��2À Áþ ∑

K

i¼1
bgibgHi

1þ ztk

0BB@
1CCA

bk ¼ ηk ∑
K

i¼1;i≠k
bgi bgtið ÞHwt

k þ
bhk

bht
k

� �
H
wt

k

ytk

0@ 1A
bA ¼ ∑

K

k¼1
ηk

ctk
1þ ctk

bgkbgHk þ xtk
�� ��2bhk

bhH
k

ytk ytk þ xtk
�� ��2À Áþ bgkbgHk

1þ ztk

 !
bb ¼ ∑

K

k¼1
ηkbgk bgtkÀ Á

Hvt:

ð13Þ
Problem (12) is QCQP, which can be solved by utilizing the
CVX tool [36]. Here, we develop a low-complexity approach

by using the Lagrange dual method and KKT conditions. First,
we write the Lagrange function associated with Equation (12a)
as follows:

L wk; v; λð Þ ¼ ∑
K

k¼1
wH

k Akwk − 2< wH
k bk

È ÉÀ Áþ vHbAv
−2< vHbbn o

þ λ ∑
K

k¼1
wkk k2 þ vk k2 − Pmax

t

� �
;

ð14Þ

where λ≥ 0 is the Lagrange dual variable with respect to the
constraint (8b). The corresponding dual problem is given by
the following:

min
wk;v

L wk; v; λð Þ: ð15Þ

It is easy to proof that problem (12) is convex, leading to the
assurance of strong duality between problem (12) and problem
(15) based on Slater’s condition. Therefore, the optimal solu-
tions to problem (12) satisfy the following KKT conditions:

∂L w∗
k ; v

∗; λ∗
À Á
∂wk

∗ ¼ 0; ð16aÞ

∂L wk
∗; v∗; λ∗ð Þ
∂v∗

¼ 0; ð16bÞ

λ∗ ∑
K

k¼1
wk

∗k k2 þ v∗k k2 − Pmax
t

� �
¼ 0: ð16cÞ

The optimal of problem (12) can be obtained by considering
Equations (16a) and (16b) as follows:

∂L w∗
k ; v

∗; λ∗
À Á
∂w∗

k

¼ 0⇒ w∗
k λ∗ð Þ ¼ < bkf g Ak þ λ∗IN×Nð Þ−1;

ð17aÞ

∂L w∗
k ; v

∗; λ∗
À Á
∂v∗

¼ 0⇒ v∗ λ∗ð Þ ¼ < bbn o bA þ λ∗IN×N

� �
−1
:

ð17bÞ

It is important to note that λ∗ needs to satisfy Equation (16c);
thus, the solution can be categorized into two situations: (1) If
∑K

k¼1kw∗
k jj2 þkv∗jj2 ≤ Pmax

t remains valid, then λ∗ is set to 0.
(2) Alternatively, λ∗ can be determined by solving∑K

k¼1kw∗
k jj2 þkv∗jj2 ¼ Pmax

t . Recall that w∗
k and v∗ satisfy Equations (17a)

and (17b), respectively. Thus, the optimal λ∗ can be obtained
by adopting the bisection method. Based on the above discus-
sion, the detailed steps for finding ðw∗

k ; v
∗; λ∗Þ : are summa-

rized in Algorithm 1.

3.3. Design of Phase Shift of IRS 1. In this part, we design the
phase shift of IRS 1 with given fwt

k; v
t;ϕt

2g:. We first recast
hHk and gHk as follows:
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hHk ¼ hHk;1Φ1F1 þ hHk;2Φ2F2 þ hHk;2Φ2FΦ1F1 þ hHd;k

¼ ϕH
1 diag hHk;1

� �
F1 þ ϕH

2 diag hHk;2

� �
F2

þ ϕH
1 diag ϕH

2 diag hHk;2

� �
F

� �
F1 þ hHd;k

¼ ϕH
1 diag hHk;1

� �
F1 þ diag ϕH

2 diag hHk;2

� �
F

� �
F1

� �
þ ϕH

2 diag hHk;2

� �
F2 þ hHd;k

¼ bϕH
1 Hk;

ð18Þ

gHk ¼ gHk;1Φ1F1 þ gHk;2Φ2F2 þ gHk;2Φ2FΦ1F1 þ gHd;k

¼ ϕH
1 diag gHk;1

� �
F1 þ ϕH

2 diag gHk;2

� �
F2

þ ϕH
1 diag ϕH

2 diag gHk;2

� �
F

� �
F1 þ gHd;k

¼ ϕH
1 diag gHk;1

� �
F1 þ diag ϕH

2 diag gHk;2

� �
F

� �
F1

� �
þ ϕH

2 diag gHk;2

� �
F2 þ gHd;k

¼ bϕH
1 Gk;

ð19Þ

where bϕ1 ¼ ½ϕH
1 ; 1�H and

Hk ¼ diag hHk;1

� �
F1 þ diag ϕH

2 diag hHk;2

� �
F

� �
F1

h
ϕH
2 diag hHk;2

� �
F2 þ hHd;k

i
T
;

ð20aÞ

Gk ¼ diag gHk;1

� �
F1 þ diag ϕH

2 diag gHk;2

� �
F

� �
F1

h
ϕH
2 diag gHk;2

� �
F2 þ gHd;k

i
T
:

ð20bÞ

Let bHk ¼Hk σb;k
�

and bGk ¼Gk σe;k
�

, we can, respectively,
represent bhH

k and bgHk as follows:

bhH
k ¼ bϕH

1
bHk; ð21aÞ

bgHk ¼ bϕH
1 Gk: ð21bÞ

By substituting Equations (21a) and (21b) into Equation (11), it
is readily to formulate an optimization problem w.r.t. bϕ1.

minbϕ1

 ∑
K

k¼1
ηk

ctk
1þ ctk

∑
K

i¼1;i≠k
bϕH
1
bGkwi

��� ���2 þ bϕH
1
bGkv

��� ���2" #(

þ
xtk
�� ��2 ∑

K

i¼1

bϕH
1
bHkwi

��� ���2 þ bϕH
1
bHkv

��� ���2� �
ytk ytk þ xtk

�� ��2À Á
þ

∑
K

i¼1

bϕH
1
bGkwi

��� ���2 þ bϕH
1
bGkv

��� ���2
1þ ztk

−2 ∑
K

i¼1;i≠k
< wið ÞHbGH

k
bϕ1

bϕt
1

� �
HbGkw

t
i

n o
−2< við ÞHbGH

k
bϕ1

bϕt
1

� �
HbGkv

t
i

n o
−

2< wkð ÞH bHH
k
bϕ1

bϕt
1

� �
H bHkw

t
k

n o
ytk

9=;;

ð22aÞ

s:t: bϕ1

h i
m

��� ���¼ 1; 8m 2 1;…M1f g; bϕ1

h i
M1þ1

¼ 1:

ð22bÞ

To proceed, we reform the problem (22) into the following
quadratic problem:

minbϕ1

bϕH
1 Ωbϕ1 − 2< bϕH

1 φ
n o

; ð23aÞ

s:t: bϕ1

h i
m

��� ���¼ 1; 8m 2 1;…M1f g; bϕ1

h i
M1þ1

¼ 1;

ð23bÞ

where Ω¼∑K
k¼1ηkΩk and φ¼∑K

k¼1ηkφk. Ωk and φk are,
respectively, denoted as follows:

1: Initialization: set the accuracy ϑ, a feasible point fw0; v0;ϕ0
1;ϕ

0
2g : and the searching bounds λl and λu;

2: Calculate w∗
k ¼<fbkg:A−1

k and v∗ ¼<fbbg:

bA−1. If ∑K
k¼1kwk

∗jj2 þkv∗jj2 ≤ Pmax
t then λ∗ ¼ 0 and terminate; Otherwise, move to

step 3;

3: Repeat

4: Calculate λ∗ ¼ðλl þ λuÞ:=2;
5: Update w∗

k and v∗ according to Equations (17a) and (17b), respectively;

6: If ∑K
k¼1kwk

∗jj2 þkv∗jj2 ≤ Pmax
t set λl ¼ λ∗; Otherwise, set λu ¼ λ∗ end if;

7: Until jλl − λuj : ≤ ϑ;

8: Output fwk
∗; v∗; λ∗g.

ALGORITHM 1: Lagrange dual algorithm for problem (12).
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Ωk ¼
xtk
�� ��2 bHk ∑

K

i¼1
wt

i w
t
ið ÞH þ vt vtð ÞH

� �bHH
k

ytk ytk þ xtk
�� ��2À Á

þ
bGk ∑

K

i¼1
wt

i w
t
ið ÞH þ vt vtð ÞH

� �bGH
k

1þ ztk

þ
ctkbGk ∑

K

i¼1;i≠k
wt

i w
t
ið ÞH þ vt vtð ÞH

 !bGH
k

1þ ctk
;

ð24aÞ

φk ¼
bHkwt

k wt
k

À Á
HbhH

k
bϕt
1

ytk

þbgk ∑
K

i¼1;i≠k
wt

i w
t
ið ÞH þ vt vtð ÞH

 !bGH
k
bϕt
1:

ð24bÞ

Problem (23) can be solved by adopting SDR and Gaussian
randomization method with the computational complexity
of OððM1 þ 1Þ2Þ : [37]. Here, we propose a low complexity
algorithm based on the ADMM method to iteratively derive
the suboptimal solution of bϕ1.

The basic idea of the ADMM method is to decompose a
complex problem into more manageable subproblems and
solve them iteratively. According to the ADMM method, we
first introduce a slack variable a, satisfying a¼ bϕ1, to prob-
lem (23) and reformulate it as follows:

min
 a;bϕ1

aHΩa − 2< aHφf g; ð25aÞ

s:t: bϕ1

h i
m

��� ���¼ 1; 8m 2 1;…M1f g; bϕ1

h i
M1þ1

¼ 1;

ð25bÞ

a ¼ bϕ1: ð25cÞ

Then, we write the augmented Lagrange dual function of
Equation (25) as follows:

L a; bϕ1; d
� �

¼ aHΩa − 2< aHφf g − < dH a − bϕ1

� �n o
þ τ

2
a − bϕ1

 2;
ð26Þ

where d2CN×1 is the Lagrange dual vector regarding con-
straint (25c) and τ≥ 0 is the penalty factor. To proceed, we
update variables a, bϕ1 and d iteratively by following the steps
of ADMM framework. We denote the feasible solutions at
the ith iteration as ai, bϕi

1 and di, and calculate aiþ1, bϕiþ1
1 and

diþ1 by sequentially solving the following subproblems:

(1) The subproblem associated with updating aiþ1 is
given by the following:

aiþ1 ¼ arg min
a

L ai; bϕi
1; di

� �
: ð27Þ

Problem (27) can be solved by utilizing the first-order opti-
mality condition of Equation (26), i.e.,

2Ωaiþ1
− 2φ − di − τ aiþ1

− bϕi
1

� �
¼ 0: ð28Þ

After performing a few mathematical manipulations to
Equation (28), we obtain aiþ1 as follows:

aiþ1 ¼ τIþ 2Ωð Þ−1 2φþ τbϕi
1 þ di

� �
: ð29Þ

(2) To obtain bϕiþ1
1 , the following subproblem needs to be

solved:

bϕiþ1
1 ¼ arg minbϕ i

1

L aiþ1; bϕi
1; di

� �
; ð30Þ

which is equivalent to the subsequent projection problem

minbϕ1



bϕ1 − akþ1
− τ−1dk

À Á 2; s:t: 22bð Þ: ð31Þ

Thus, the corresponding solution can be derived as follows:

bϕiþ1
1

h i
m
¼

riþ1
− τ−1pi½ �m

riþ1
− τ−1pi½ �mj j ; if riþ1

− τ−1pi½ �m ≠ 0

bϕi
1

h i
m
; otherwise

8>><>>:
8m 2 1;…M1f g:

ð32Þ

(3) dkþ1 can be obtained by employing the following
equality:

diþ1 ¼ di − τ aiþ1
− bϕiþ1

1

� �
: ð33Þ

By substituting Equation (28) into Equation (34), we derive
the dkþ1 as follows:

dkþ1 ¼ 2Aakþ1
− 2φ: ð34Þ

The convergence of the ADMM algorithm is guaranteed
when the value of penalty factor τ satisfies: τI=2 −A≻0 [38].
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The overall procedures of the ADMM algorithm to solve prob-
lem (23) are listed in Algorithm 2.

3.4. Design of Phase Shift of IRS 2. In this subsection, we aim
to solve the subproblem in terms of ϕ2 with given fwt

k; v
t;

ϕt
1g:. Let us recast hHk and gHk as follows,

hHk ¼ hHk;1Φ1F1 þ hHk;2Φ2F2 þ hHk;2Φ2FΦ1F1 þ hHd;k

¼ ϕH
1 diag hHk;1

� �
F1 þ ϕH

2 diag hHk;2

� �
F2

þ ϕH
2 diag hHk;2

� �
FΦ1F1 þ hHd;k

¼ ϕH
2 diag hHk;2

� �
F2 þ diag hHk;2

� �
FΦ1F1

� �
þ ϕH

1 diag hHk;1

� �
F1 þ hHd;k

¼ bϕH
2 H

^
k;

ð35Þ

gHk ¼ gHk;1Φ1F1 þ gHk;2Φ2F2 þ gHk;2Φ2FΦ1F1 þ gHd;k

¼ ϕH
1 diag gHk;1

� �
F1 þ ϕH

2 diag gHk;2

� �
F2

þ ϕH
2 diag gHk;2

� �
FΦ1F1 þ gHd;k

¼ ϕH
2 diag gHk;2

� �
F2 þ diag gHk;2

� �
FΦ1F1

� �
þ ϕH

1 diag gHk;1

� �
F1 þ gHd;k

¼ bϕH
2 G
^
k;

ð36Þ

where bϕ2 ¼ ½ϕH
2 ; 1�H and

H
^
k ¼ diag hHk;2

� �
F2 þ diag hHk;2

� �
FΦ1F1

h
ϕH
1 diag hHk;1

� �
F1 þ hHd;k

i
T
;

ð37aÞ

G
^
k ¼ diag gHk;2

� �
F2 þ diag gHk;2

� �
FΦ1F1

h
ϕH
1 diag gHk;1

� �
F1 þ gHd;k

i
T
:

ð37bÞ

Let H̃k ¼H
^
k σb;k and G̃k ¼
�

G
^
k σe;k
�

, we have the following:

bhH
k ¼ bϕH

2
eHk; ð38aÞ

bgHk ¼ bϕH
2
eGk: ð38bÞ

By substituting Equations (38a) and (38b) into Equation (11)
and following similar steps as in the previous subsection, the
problem w.r.t bϕ2 is formulated as follows:

minbϕ2

bϕH
2
bΩbϕ2 − 2< bϕH

2 bφn o
; ð39aÞ

s:t: bϕ2

h i
m

��� ���¼ 1; 8m 2 1;… M2f g; bϕ1

h i
M2þ1

¼ 1;

ð39bÞ

where bΩ¼∑K
k¼1ηk

bΩk and bφ¼∑K
k¼1ηkbφk. bΩ and bφ are,

respectively, denoted as follows:

bΩk ¼
xtk
�� ��2 eHk ∑

K

i¼1
wt

i w
t
ið ÞH þ vt vtð ÞH

� �eHH
k

ytk ytk þ xtk
�� ��2À Á

þ
eGk ∑

K

i¼1
wt

i w
t
ið ÞH þ vt vtð ÞH

� �eGH
k

1þ ztk

þ
ctkeGk ∑

K

i¼1;i≠k
wt

i w
t
ið ÞH þ vt vtð ÞH

 !eGH
k

1þ ctk
;

ð40aÞ

bφk ¼
eHkwt

k wt
k

À Á
HeHH

k
bϕt
2

ytk

þ eGk ∑
K

i¼1;i≠k
wt

i w
t
ið ÞH þ vt vtð ÞH

 !eGH
k
bϕt
2:

ð40bÞ

The problem (39) can be solved by applying the ADMM
method as described in the previous subsection, which is
omitted for space saving.

Based on the above discussions, we summarize the AO algo-
rithm, which updating each variable iteratively in Algorithm 3,
where Riþ1

s represents the WSSR obtained at the ith iteration.

1: Initialization: i¼ 0, set the accuracy ϑ, set initial points fw0
k; v

0; bϕ0
1; bϕ0

2g : and the maximum iteration number L;

2: Set penalty factor τ¼ ρkAjj : where ρ is the minimum integer satisfying τI=2 −A≻0;
3: Repeat i

4: Obtain aiþ1 according to Equation (29);

5: Obtain bϕiþ1
1 according to Equation (32);

6: Obtain diþ1 according to Equation (34);

7: Until jRsðbϕiþ1
1 Þ−Rsðbϕi

1Þj : Rsðbϕiþ1
1 Þ

.
: ≤ ϑ or i>L;

8: Output bϕ1
∗.

ALGORITHM 2: The ADMM algorithm for problem (22).
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3.5. Extension to Discrete Phase Shift. Due to hardware cost
and power consumption limitations, practical systems adopt
discrete phase shifter rather than ideal continuous phase
shifter. We assume the values of discrete phase shifter are
equally distributed along the unit circle ϕm ¼ ejφm . In this
case, the B-bit discrete phase shift set can be denoted as
follows:

DB ¼ ϕm ϕmj ¼ ejφm;φm 2 0; e
2π
2B
…e

2π 2B−1ð Þ
2B

� �� �
: ð41Þ

Then, the optimal discrete phase shifts, which are denoted as
ψ∗ ¼ ejθq∗, can be obtained by projecting the continuous
phase shifts ϕ to DB, i.e.,

q∗ ¼ argmin
0≤q≤2B−1

 ϕ − e
j2πq

2B

��� ���; ð42Þ

where q is an integer. It is important to note that the project
operation should be conducted during each iteration of the
AO algorithm instead of just at the end of the AO algorithm.

3.6. Convergence and Complexity Analysis

3.6.1. Convergence Analysis. We provide Theorem 1 to dem-
onstrate the convergence of the proposed AO approach.

Theorem 1. The value of the sequence Rsðwi
k; v

i; bϕi
1; bϕi

2Þ :

increases with iteration number i and can converge to KKT
point of problem (11).

Proof. Please see Appendix B. □

3.6.2. Complexity Analysis. Here, we examine the computa-
tional complexity cost by the suggested algorithms. The pro-
posed AO approach is a double-layer algorithm, where the
inner layer consists of subsequently optimizing fwi

k; v
ig:, bϕi

1
and bϕi

2 while the outer layer is the AO iteration. Since the
complexity of optimizing fwi

k; v
ig: is significant lower than

that of optimizing bϕi
1 and bϕi

2. Therefore, the complexity of
the inner layer consists of the ADMM method. During each
iteration of the ADMM method, the complexity is dominant
by calculating a which consists of calculating ðτIþ 2AÞ−1
with complexity OðN3Þ : and other multiplication operations

with of OðN2Þ :. However, we note that ðτIþ 2AÞ−1 only need
to be calculated once and stored for other iterations, thus the
complexity cost by the ADMM method is OðTADMMN2 þ
N3Þ :, where TADMM is the number of iterations in the ADMM
method [39]. The total complexity of the proposed AO algorithm
depends on the AO iteration times TAO and the complexity of
inner layer, which is given asOðTAOð∑2

i¼1ðTADMMiM2
i þM3

i ÞÞÞ :.

4. Simulation Results

This part provides extensive numerical results to examine the
performance of the proposed system design. Figure 2 illus-
trates the top view of the simulation scenario, where the BS
is located at (0, 20m), and the IRS1 and IRS2 are located at
(0, 0m) and (100, 0m), respectively. Additionally, the coor-
dinates of Bobs are randomly scattered within a circle of
radius 10m and centered at (100, 20m), and each Eve is
randomly distributed within a circle of radius 10m and cen-
tered at each Bob. The height of the BS and IRSs is set as 20
m, while the height of Bob and Eve is set as 1.5m. The large-
scale path loss is modeled as PL¼PL0ðd d0Þ−α

�
, where

PL0 ¼ − 30 dB is the path loss at the reference distance
d0 ¼ 1 m, d is the link distance in meters. The path loss expo-
nent between the BS and Bobs/Eves is set as αd ¼ 4, while that
of IRS-related links is set as αr ¼ 2:2. The Ricean factor κ for
the link of BS-IRS2 and IRS1-Bobs/Eves is set to −5 dB due to
obstacles in the paths, while that of the other links is set to 5 dB.
Unless otherwise stated, we set N ¼M1 ¼M2 ¼ 40, B¼ 2,
Pmax
t ¼ 10 dBm σ2b;k ¼ σ2e;k ¼ − 90 dBm.

1: Initialization: set the accuracy ε, a feasible point fw0
k; v

0;ϕ0
1;ϕ

0
2g: and the maximum iteration number L, calculate R0

s ;

2: Repeat i

3: Update wiþ1
k and viþ1 by solving problem (12) with given fwi

k; v
i;ϕi

1;ϕ
i
2g :;

4: Update ϕiþ1
1 by solving problem (23) with given fwiþ1

k ; viþ1;ϕi
1;ϕ

i
2g:;

5: Update ϕiþ1
2 by solving problem (39) with given fwiþ1

k ; viþ1;ϕiþ1
1 ;ϕi

2g:;

6: Caculate Riþ1
s and set i¼ iþ 1;

7: Until jRi
s −Ri−1

s j :<ε or i>L;

8: Output the optimal fw∗
k ; v

∗;ϕ∗
1 ;ϕ

∗
2g.

ALGORITHM 3: The AO algorithm for problem (11).

IRS 1

Alice

y

x

Bob/Eve area

20 m

100 m

IRS 2

FIGURE 2: Simulation setup.
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4.1. Convergence Behavior. To begin with, we plot the con-
vergence properties of the proposed algorithm for different
amount of phase shifts M¼M1 ¼M2 in both continuous
phase shift and discrete phase shift cases. As depicted in
Figure 3, it is evident that the WSSR obtained in all schemes
first increases with the ADMM iteration times and then
gradually converges within 500 iterations, which verifies the
algorithm converges efficiently in both continuous and dis-
crete cases. Besides, more iterations are required to converge
for a larger number of IRS phase shifts, which is due to the
fact that more variables need to be optimized. Next, we
investigate the convergence behavior of the AO algorithm
in Figure 4. Also, the WSSR first increases and then saturates

with the AO iteration numbers. For all tested cases, theWSSR
can achieve convergence within almost 10 iteration times,
which verifies that the proposed algorithm converges fast.

4.2. Performance Evaluation. In this part, we study the secure
performance of the proposed cooperative double-IRS-assisted
system. To facilitate a comprehensive comparison, the follow-
ing approaches are employed as benchmarks: (1) uncoopera-
tive beamforming, which performs beamforming when
setting F¼ 0; (2) discrete phase shift; (3) cooperative beam-
forming without AN; (4) only IRS 1 is deployed near the BS;
(5) only IRS 2 is deployed near the users; (6) generating the
phase shift randomly; (7) adopting SDR and Gaussian ran-
domization techniques to design the phase shift. These
schemes are labeled as “Uncooperative beamforming,” “Dis-
crete PS,” “Without AN,” “IRS 1,” “IRS 2,” “Random PS,” and
“Upper bound,” respectively.

Figure 5 illustrates the relationship between the WSSR and
themaximum transmit power Pmax

t at BS. It can be seen that the
WSSR obtained in all approaches increases with the transmit
power. To be specific, the proposed scheme achieves compara-
ble performance to the upper bound scheme, while significantly
reducing computational complexity, which validates its effec-
tiveness. Besides, the performance of the proposed scheme out-
performs that of “Uncooperative beamforming” scheme and
single-IRS schemes (“IRS 1” and “IRS 2”), and the performance
gap widens with the increase in transmit power, thus demon-
strating the advantage of cooperative double-IRS framework.
This observation is expected since the distributed IRS deploy-
mentwith cooperative beamforming providesmore spatialmul-
tiplexing gain than single-IRS. Moreover, the relatively small
performance difference between the proposed scheme and the
discrete phase shift scheme suggests the feasibility of the pro-
posed algorithm. In addition, the WSSR obtained in a continu-
ous phase scheme is significantly better than that of a random
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FIGURE 3: Convergence behavior of the ADMM algorithm.
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phase scheme, which is mainly thanks to the passive beamform-
ing gain offered by the proposed algorithm.

To further investigate the performance of cooperative
beamforming, Figure 6 shows the WSSR versus the path loss
exponent of channel F with different number of IRS ele-
ments when Pmax

t ¼ 20 dBm. It can be seen that the WSSR
achieved by the proposed scheme decreases with the
increase of path loss exponent of F, which is expected since
more cooperative beamforming gain can be obtained when
the inter-IRS channel F has better condition. Besides, the
proposed schemes always achieve better performance than
the “Uncooperative beamforming” scheme, and the advan-
tage of cooperative beamforming increases with the number
of reflective elements.

Figure 7 depicts the WSSR versus the total number of IRS
elements. We can observe that the WSSR of all schemes
increases with M, which is because as M increases, the IRS
can provide more array gain. Moreover, the growth rate of
double-IRS scheme is higher than that of single-IRS. For
example, when the number of IRS elements increases from
20 to 100, the growth rate of the WSSR in the continuous
phase scheme exceeds 90% (from 0.62 to 1.2 bps/Hz), while
the growth rate of the WSSR in the IRS 1 and IRS 2 cases are
only 80% (from 0.52 to 0.94 bps/Hz) and 50% (from 0.43
to 0.64 bps/Hz), respectively. Based on the observations, it
can be suggested that as the total number of IRS elements
increases, the advantages of using a cooperative double-IRS
system become more significant. Besides, we observe that the
WSSR without AN case is consistently lower than that of the
continuous phase case, and the difference between the two
increases asM grows. This finding indicates that the benefits

of AN become more prominent when the number of IRS
elements is relatively large. Then, we investigate the effect
of the number of BS antennas N on the WSSR in Figure 8. As
expected, the WSSR for all schemes increases with N due to
the availability of more spatial degrees of freedom.

Figure 9 illustrates the WSSR versus the number of Bobs/
EvesK when Pmax

t ¼ 20 dBm. As we can see that theWSSR of all
schemes exhibits a downward trend as K increases. This is
mainly because the interuser interference increases as the
number of users grows, and the weight factor is 1=k. Besides,
we note that the performance gap between without AN
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FIGURE 6: The WSSR versus the path loss exponent of channel F.
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FIGURE 8: The WSSR versus the number of BS antennas N .
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scheme and proposed scheme becomes smaller with the increase
ofK . This is because the inter-user interference functions similarly
toAN.As a result, the effectiveness ofAN is limited inMUsystem,
particularly when the number of users is large.

Then in Figure 10, the WSSR versus the distance between
the double-IRS is depicted to show the influence of IRS
deployment on the secure performance. Assuming the spac-
ing between IRS 1 and IRS 2 is D m, then the x coordinate of
IRS 1 and IRS 2 are given as (50−D=2)m and (50þD=2)m,
respectively. We can observe that the WSSR first raises then
reduces as D grows, and there exists an optimal value of
spacing between the two IRSs, which reveals us a practical
insight into deploying IRSs.

5. Conclusion

This paper investigated the cooperative beamforming of
double-IRS in the MU-MISO secure system. We established
the WSSR maximization problem by jointly optimizing the
beamforming for transmitted signal and AN as well as the
phase shifts of two cooperative IRSs. We proposed a novel
SCA approach to convexify the objective function and devel-
oped an efficient AO algorithm based on the Lagrange dual
method, KKT conditions, and ADMM method. At last, sim-
ulation results confirmed the significant advantages of the
proposed method over benchmark schemes. For future
research, we aim to investigate the user fairness and evaluate
the performance of ultra-massive MIMO and THz commu-
nications in the considered system.

Appendix

A. Proof of Lemma 1

According to Nasir et al. [40], for any u2C, ut 2C, v>0,
and vt>0, the following inequality holds true

ln 1þ uj j2
v

� �
≥ ln 1þ utj j2

vt

� �
−

utj j2
vt

þ 2< utð Þ∗uf g
vt

−
utj j2 v þ uj j2ð Þ
vt vt þ utj j2ð Þ :

ðA:1Þ

Since Rb;k can be represented as follows:

Rb;k ¼ 1þ xkj j2 yk
� Þ:À ðA:2Þ

The inequality (9) can be proved by substituting Equation (A.1)
into Equation (A.2). Next, we will prove inequality (10),
which follows the similar step to [35]. We first rewrite −Re;k
as follows:

−Re;k ¼ − ln 1þ zkð Þ

þ ln 1þ ∑
K

i¼1;i≠k
bϕHegkwi

��� ���2 þ bϕHbgkv��� ���2 !
:

ðA:3Þ

Since − lnð1þ zkÞ : is a convex function, we can drive the lower
bound by the first-order condition of the convex function.

− ln 1þ zkð Þ ≥ −ln 1þ ztk
À Á

−
1þ zk
1þ ztk

þ 1: ðA:4Þ

Let v¼ vt ¼ 1, (A.1) can be recast as follows:

ln 1þ uj j2ð Þ ≥ ln 1þ utj j2ð Þ − utj j2

þ 2< utð Þ∗uf g − utj j2 1þ uj j2ð Þ
1þ utj j2 :

ðA:5Þ

Then by keeping ui 8i ≠ k fixed, we obtain the following
inequality:
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FIGURE 9: The WSSR versus the number of Bobs/Eves K .
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ln U þ ukj j2ð Þ ≥ ln U þ utk
�� ��2À Á

− utk
�� ��2; ðA:6Þ

þ2< utk
À Á

∗uk
È É

−
utk
�� ��2 U þ ukj j2ð Þ

U þ utk
�� ��2 ; ðA:7Þ

where U ¼ 1þ∑K
i¼1;i≠kjuij2. Using Equation (A.6) with k¼

1;…;K , the following inequality can be derived:

ln 1þ ∑
K

i¼1
uij j2

� �
≥ ln 1þ ∑

K

i¼1
utij j2

� �
− ∑

K

i¼1
utij j2

þ∑
K

i¼1
2< utið Þ∗uif g −

∑
K

i¼1
utij j2 1þ ∑

K

i¼1
uij j2

� �
1þ ∑

K

i¼1
utij j2

� � :
ðA:8Þ

According to Equation (A.8), we have the following:

ln 1þ ∑
K

i¼1;i≠k
bϕHegkwi

��� ���2 þ bϕHbgkv��� ���2 !
≥ ln 1þ ctk

À Á
− ctk þ 2 ∑

K

i¼1;i≠k
< wið ÞHegHk bϕ bϕt

� �
Hegkwt

n o
þ 2< vð ÞHbgHk bϕ bϕt

� �
Hbgkvtn o

−
ctk

1þ ctk
1þ ∑

K

i¼1;i≠k
bϕHegkwi

��� ���2 þ bϕHbgkv��� ���2 !
:

ðA:9Þ

Finally, the inequality (10) is proved by substituting
Equations (A.4) and (A.9) back into Equation (A.3).

B. Proof of Theorem 1

To begin with, we will demonstrate that the objective function

Ri
sðwk; v; bϕ1; bϕ2Þ : guaranteed convergence. Considering the ith

iteration of Algorithm 3, an upper bound of Rs, i.e., Rub1
s ðwk; v;bϕi

1; bϕi
2Þ : around the given point fwi

k; v
i; bϕi

1; bϕi
2g : is obtained in

updating fwiþ1
k ; viþ1g:. Similarly, with updating bϕiþ1

1 and bϕiþ1
2 ,

two upper bound of Ri
s can be obtained around the given point

fwiþ1
k ; viþ1; bϕi

1; bϕi
2g: and fwiþ1

k ; viþ1; bϕiþ1
1 ; bϕi

2g:, which can be

denoted as Rub2
s ðwiþ1

k ; viþ1; bϕ1; bϕi
2Þ : and Rub3

s ðwiþ1
k ; viþ1; bϕiþ1

1 ;bϕ2Þ :. Thus, we have the following inequality:

Rs wi
k; v

i; bϕi
1; bϕi

2

� �
≤ max

wk;v
Rub1

s wk; v ; bϕi
1; bϕi

2

� �
≤
að Þ
maxbϕ1

Rub2
s wiþ1

k ; viþ1; bϕ1; bϕi
2

� �
≤
bð Þ
maxbϕ2

Rub3
s wiþ1

k ; viþ1; bϕiþ1
1 ; bϕ2

� �
≤
cð Þ
Rs wiþ1

k ; viþ1; bϕiþ1
1 ; bϕiþ1

2

� �
;

ðB:1Þ

where (a, b, c) holds due to the fact that fwiþ1
k ; viþ1g:, bϕiþ1

1 ,
and bϕiþ1

2 are the optimal solution of the problems (12), (22),
and (39), respectively. Meanwhile, note that the feasible set is
bounded by the constraints (8b) and (8c). Therefore, accord-
ing to the Cauchy theorem, the sequence fwi

k; v
i; bϕi

1; bϕi
2g : can

always converge to a local optimum as i→1.
Next, we will demonstrate the optimal point obtained by

Algorithm 3 is a KKT point. We first write the Lagrangian
function of Equation (12) as follows:

L1 wk; v; bϕi
1; bϕi

2; λ
� �

¼ Rub1
s wk; v; bϕi

1; bϕi
2

� �
þbλ ∑

K

k¼1
wkk k2 þ vk k2 − Pmax

t

� �
;

ðB:2Þ

where bλ ≥ 0 is the dual variable of Equation (12b). When
i→1, the involving KKT conditions can be written as fol-
lows:

rwk
Rub1
s w∗

k ; v
∗; bϕi

1; bϕi
2

� �
þ 2bλ∗w∗

k ¼ 0; 8k; ðB:3Þ

rvRub1
s w∗

k ; v
∗; bϕi

1; bϕi
2

� �
þ 2bλ∗v∗ ¼ 0; ðB:4Þ

bλ∗ ∑
K

k¼1
wkk k2 þ vk k2 − Pmax

t

� �
¼ 0: ðB:5Þ

Meanwhile, the Lagrange function of Equation (23) can be
written as follows:

L2 wi
k; v

i; bϕ1; bϕi
2; ς

� �
¼ Rub2

s wi
k; v

i; bϕ1; bϕi
2

� �
þ ∑

M1

m¼1
ςm bϕ1

h i
†

m
bϕ1

h i
m
− 1

� �
;

ðB:6Þ

where ς¼ ½ς1 ≥ 0;…; ςM1
≥ 0� : is the dual variable of bϕ1. The

corresponding KKT conditions are given as follows:

r bϕ1

Â Ã
m

Rub2
s wi

k; v
i; bϕ∗

1; bϕi
2

� �
þ ς∗m bϕ1

h i
†

m
¼ 0; 8m;

ðB:7Þ

ς∗m bϕ∗
1

h i
†

m
bϕ∗
1

h i
m
− 1

� �
¼ 0; 8m: ðB:8Þ

The KKT condition for bϕ2 can be derived similarly. The

above KKT conditions hold since fw∗
k ; v

∗g :, bϕ∗
1 and bϕ∗

2 are
the optimal solutions of Equations (12), (23), and (39),

respectively. Therefore, fw∗
k ; v

∗; bϕ∗
1 ; bϕ∗

2g: is KKT point of
problem (11).
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