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#### Abstract

Morphometric analyses have great potential for application in fruit crops, especially in the construction of indices that can be linked to biophysical and/or biochemical quantities of a physiological nature. For example, in peaches, it is convenient to establish quality attributes for harvest or postharvest, where usually the sigmoidal or double sigmoidal models describe the growth of some indicators. The nonlinear nature of this and other associated models sometimes makes it difficult to construct approximate growth rates, so instantaneous rates are used instead. The calculation of approximate rates in nonlinear models may be inappropriate due to aspects related to the phrase known as the "average fallacy." In this research, different classification algorithms are applied to select the approximately linear phase present in various nonlinear models of variables or parameters used in the modeling of the growth of a crop. A 3 D line model was fitted in the extracted section using the decomposition of singular values to generate a simple form of the growth rate. The application was illustrated with growth data of the equatorial and longitudinal diameters of peach fruits measured on different days after defoliation, using data from different elevations above sea level. The proposal simplifies obtaining some growth rates using nonconventional methods; in addition, it allows the comparison and adjustment of the model for the different elevations considered, which provides a novel way for the teaching of certain areas of applied mathematics in plant physiology.


## 1. Introduction

The peach (Prunus persica) is a cold weather species that is well adapted to climates in temperate and subtemperate areas with cool winters and hot summers [1]. Its fruits are among the 10 most produced worldwide [2]. Peach cultivation is currently spreading to nontraditional areas in subtropical and tropical regions, where the climate differs from the peaches' natural habitat [3, 4]. In 2019, 30,232 tons of peaches were produced in the Colombian highlands with a yield of 9.96 tons/ha. In these nontraditional areas, peach growth behavior is diverse, and so research continues to be generated to describe it. In the province of Pamplona, Norte
de Santander, peach cultivation using varieties with low cold requirements [5] is an important economic activity since it is a source of income for producers of the region [6].

The growth of the fruit of the peach tree has been described as a double sigmoid [7]; however, Bruna and Moreto [8] indicate that this statement is not consistent because there are different varieties in the world that differ in terms of their phenological cycle of fruits and harvest due to genetic and environmental conditions. This highlights the presence of short-cycle materials that can be ultra-early that follow sigmoid behavior, while cultivars with an intermediate or medium and long or late and very late cycles follow a double sigmoid behavior [9]. These differences are inherent
to the region and management of the crop, which makes it necessary to develop specific models for the study of fruit growth for agronomic decision making [10].

Measurements of the equatorial and/or longitudinal diameter have been used in the characterization of the behavior of peach fruit growth, with regression models being the most prominent [11, 12]; however, these measurements are applicable to many other fruits and organs with similar shapes where their growth is usually fitted with nonlinear models.

In plant physiology, the growth of plants and their organs has been of great interest due to their heterogeneous nature and the importance of associated structural changes such as performance indicators [13], disease tolerance [14], and inherent crop management. From this interest, various proposals have been generated to model growth and predict its performance, either by directly measuring changes in growth or by using indices associated with these changes. Huxley [15], in his book "Problems of Relative Growth," stated that growth could be expressed in a simple and quantitative way through empirical formulas that relate the facts observed in the field. Later, Jain et al. [16] described the use of growth indices to predict yield using biometric characteristics recorded on various crops and at different growth stages.

Usually, to construct the associated growth indices, it is stated that under linear growth, the first derivatives can be approximated by difference ratios (Table 1) in the mean value column [17]. Watson [18] observed that in short intervals of time (1-2 weeks), the approximation of the growth rate is satisfactory, and the errors introduced are negligible for field crops, while the sampling intervals with shorter lengths can generate biases by increasing the departure from linearity. More exhaustively, Radford [19] presented the use and abuse of different physiological indices together with the necessary conditions to apply and interpret them properly. However, despite this information, in many cases, these considerations continue to be ignored, thus omitting the reality associated with the fallacy of averages in nonlinear behaviors [20]. In addition, the start and end dates of the sampling can have a great effect on the adjusted model since it only describes a stretch of growth where the characteristic phases of some known models are not detailed; however, still approximately linear sections are perceived where an approximate rate might be useful from a physiological point of view. For this reason, the objective of the current research was to propose a mathematical and computational strategy to extract linear sections in nonlinear or linear models with nonzero curvature, usually associated to the highest growth rate or time intervals of constant rate, in order to do modeling by fitting 3D lines and thus propose a different way to obtain the growth rates. The results made it possible to compare the curves, calculate the distance between the curves, and estimate an adjustment measure analogous to the root of the mean square of the error (but with orthogonal distances for the comparison of the models for different altitudinal levels) [21]. The model can be easily extended to any other crop in both linear and nonlinear models in the parameters.

## 2. Methods and Applications

2.1. Characterization of the Study Area. The Jarillo variety (Prunus persica) of this study has the following agronomic characteristics: it has yellow skin and pulp, small size, rounded shape, and high prolific production, and it is susceptible to postharvest handling. The plants are large due to a planting distance of $6-7 \mathrm{~m}$ between plants and furrows that are distributed according to homogeneous conditions of slope and agronomic management, forming plots with peach trees in full agronomic production from sexual seed and trees aged 11 years. The plantations used in the research were within the physiographic zone of the Santander mountains that included the middle zones of the Eastern Cordillera of the Andes in the department of Norte de Santander, between 1670 and 2270 meters above sea level (Figure 1). In Pamplona, the "Delicias" farm, Chíchira village ( $7^{\circ} 22^{\prime} 43.6^{\prime \prime} \mathrm{N}$, $72^{\circ} 37^{\prime} 41.1^{\prime \prime} \mathrm{W}$ ), had an altitude of 2170 m.a.s.l., an average temperature of $16^{\circ} \mathrm{C}$, and rainfall of 933.9 mm with a bimodal regime. In Chitagá, "Recuerdo" farm, Carrillo village $\left(7^{\circ} 11^{\prime} 15^{\prime \prime} \mathrm{N}, 72^{\circ} 39^{\prime} 7.3^{\prime \prime} \mathrm{W}\right)$, had an altitude of $1870 \mathrm{~m} . a . s . l$. with an average temperature of $18^{\circ} \mathrm{C}$, precipitation of 879.5 mm , regimen unimodal, and in Pamplonita, "Bella Vista" farm, Batagá village ( $7^{\circ} 26^{\prime} 18.1^{\prime \prime} \mathrm{N}, 72^{\circ} 38^{\prime} 9^{\prime \prime} \mathrm{W}$ ), an altitude of $1670 \mathrm{~m} . a . s . l$, , average temperature $20^{\circ} \mathrm{C}$ with 1200 mm of rainfall in a bimodal regime.
2.2. Plant Material Attributes and Spatial Sampling. Sampling was established by locality on 11-year-old trees, planted with sexual seed, which were pruned after observing their architecture, phytosanitary status, and location of productive branches. Pruning was done on mixed branches to balance the architecture of the tree. Thinning is done before the fruit hardens and after the natural fall of the fruit. In Pamplonita ( 1670 m.a.s.l.), it is done 60 days after defoliation, and in Pamplona ( 2170 m.a.s.l.) and Chitagá ( 1870 m.a.s.l.), it is done at 70 days. Each of these regions is associated with each of the elevations studied. Pruning and thinning as agronomic activities usually improve fruit size and quality [22]. During the productive phases, weekly observations were made on three productive branches. The nonextended BBCH scale of 10 developmental stages was used for phenological identification of growth stages [23].

To form the data matrix, the variables, equatorial diameter $\left(\phi_{e}\right)$, and longitudinal diameter $\left(\phi_{l}\right)$ of the fruit measured in cm were available. A record of around 15 days was kept of the fruits that began to be measured around 32 days after defoliation $(\tau)$. Diameter measurements were collected with the Ubermann electronic vernier caliper (Fa. Sodimac, Santiago, Chile). Sampling of variables was carried out for each altitude level using a Latin hypercube sampling [24] using the clhs library of R software (4.2.1), generating 13 trees per thermal level from which three fruits were taken from the middle third of the tree. Data to illustrate the modeling methodology corresponded to the years 2009 and 2010 that were combined because they presented a similar growth pattern defined by a sampling time that does not allow a clear differentiation between the sigmoidal or double

Table 1: Quantities associated with the analysis of growth in plants.

| Quantity | Instantaneous value | Mean value in the interval (approximate) | Dimension |
| :--- | :---: | :---: | :---: |
| TAC | $d w / d t$ | $w_{2}-w_{1} / t_{2}-t_{1}=\Delta w / \Delta t$ | $\mathrm{~m} \mathrm{t}^{-1}$ |
| TRC | $w^{-1} d w / d t$ | $\ln w_{2}-\ln w_{1} / t_{2}-t_{1}$ | $\mathrm{~m} \mathrm{~m}^{-1} \mathrm{t}^{-1}$ |
| TAN | $A^{-1} d w / d t$ | $w_{2}-w_{1} / t_{2}-t_{1} \ln A_{2}-\ln A_{1} / A_{2}-A_{1}$ | $\mathrm{~m} \mathrm{~A}^{-1} \mathrm{t}^{-1}$ |

$w=$ growth indicator, $t=$ time, TAC $=$ absolute growth rate, $\mathrm{TRC}=$ relative growth rate, TAN $=$ net assimilation rate, and A: leaf area.


Figure 1: Sampling locations.
sigmoidal model, but this one does not show the pattern that might be desirable to calculate a growth rate that can be separated to illustrate the proposed methodology.
2.3. Approximately Linear Phase Selection. For the election of the phase of interest, in principle, a three-dimensional graph involving diameters and time was constructed; later twodimensional projections of date against diameter were made to achieve a first approach to the dates where the phase of interest was observed (approximately linear). Next, several methods of cluster analysis of morphometric measurements (Ward, Clara, K-means, fuzzy K-means, and model-based) and the plot based on the intracluster sums of squares were used to define the number of groups that would guarantee the best grouping and the smallest sums of average orthogonal quadratic distances. The best classification was used as a criterion to delimit the phase of interest but could be used for any other phase where a 3D line fit might be appropriate for modeling.
2.4. Growth Rates. Models are usually required in physiology to study their growth rates to compare varieties according to these metrics or to study nutritional requirements or carry out agronomic management according to development phase; however, a usual form continues to appear in the
literature to obtain the growth rates [25] that imply absolute or relative changes in growth depending on who provided the data, the plant, or the crop, as illustrated in Table 1.

As the rates labeled as CRT and HAT are obtained from the CT, all the work is illustrated with this first rate, so this other pair of rates is obtained with a simple additional calculation.
2.5. Modeling Using 3D Lines. An approximately linear phase point cloud display was generated, and 3D lines were fitted for each altitude, yielding a simple model written in parametric form. One way to determine the equation of a 3D line is from a point in R3 and a normal direction vector [26]. Usually, the straight lines in the plane are fitted using a least-squares estimation; however, in the current case, an orthogonal distance regression line in R3 was used that was estimated by one of the applications of the singular value decomposition (SVD). A simple description of the algorithm involves a sequence of five steps: (1) input of the point cloud, (2) calculations of the centroid of this cloud, (3) calculations of the deviations of each observation with respect to the centroid, (4) generation of the DVS from the previous deviations, and (5) establishment of the direction of the vector that is associated with the largest singular value, since the desired line is simply the output of the centroid and the direction [27].

Describing the algorithm, a bit more, suppose you want to find the line that is closest to a set of $n$ three-dimensional points; and the proximity is measured by the squared sum of the orthogonal distances between the line and the points. Let the position of the line be represented by a point $c$ (centroid) belonging to the line and let the unit vector $\mathbf{u}$ be the normal to the line that determines its direction. The orthogonal distance between a point $\mathbf{p}_{\mathbf{i}}$ and the line is then $\left(\mathbf{p}_{\mathbf{i}}-\boldsymbol{c}\right){ }^{\mathrm{T}} \boldsymbol{u}$ (where $T$ represents the transpose operator), and thus the line can be found by solving

$$
\begin{equation*}
\operatorname{Min}_{c,\|\mathbf{u}\|=1} \sum_{i=1}^{n}\left(\mathbf{D}_{\mathbf{i}}^{\prime} \mathbf{u}\right)^{2} . \tag{1}
\end{equation*}
$$

Solving for $\mathbf{c}$ gives $\mathbf{c}=1 / n c=1 / n \sum_{j=1}^{3} \sum_{i=1}^{n} p_{i j}$. Let $\boldsymbol{D}_{\boldsymbol{i}}=\mathbf{p}_{\boldsymbol{i}} \mathbf{-}$ be the $\boldsymbol{i}$-th row of the matrix $\boldsymbol{D}$ associated with the deviations. The minimization problem can be rewritten as

$$
\begin{equation*}
d=\min _{\|\mathbf{u}\|=1} \sum_{i=1}^{n}\left\|\mathbf{D}^{\prime} \mathbf{u}\right\|_{2}^{2} \tag{2}
\end{equation*}
$$

Now using the DVS of $D$, we have that $D=\mathrm{USV}^{\prime}$; in this way, $\left\|\mathbf{D}^{\prime} \mathbf{u}\right\|_{2}^{2}=\left\|\mathbf{S}^{\prime} \mathbf{U}^{\prime} \mathbf{n}\right\|_{2}^{2}$. The algorithm can be described as follows:
(1) Calculation of $\mathbf{c}$.
(2) Calculation of matrix $\boldsymbol{D}$.
(3) Obtaining the DVS of $\boldsymbol{D}=\boldsymbol{U S} \boldsymbol{V}^{\prime}$.
(4) Obtaining $\mathbf{u}$ from $\mathbf{U}$ (third column of $\mathbf{U}^{\prime}$ : normal vector).

For practical purposes, the equation was converted into a symmetric parameterized form to demonstrate the process of obtaining the TAC (Table 1) and other aspects related to the comparison between lines, shortest distances, and the fit measure. Modeling was performed for each altitude level using the scikit spatial 6.2.0 Python library. Finally, $d$ (2) was obtained for each altitude, formulating an expression in terms of the components of the vector $u$ [28].

## 3. Results and Discussion

In several studies, models relating to the behavior of the longitudinal and equatorial diameters of peaches have been proposed [7, 11]. These studies used various nonlinear models to study the diametral behavior in peaches. However, these functional forms usually had some difficulty in certain users in obtaining instantaneous rates or when their approximate form was used that might not be convenient at all stages of growth. Therefore, we used a 3D visualization (when three-dimensional is the case but can be applied to lines in higher-dimensional spaces by involving more morphometric variables), allowing the point cloud to be separated into similar regions in terms of rates. For example, in Figure 2, three phases were identified, one of which was the one with approximate constant growth (very low curvature); however, from the point cloud, it was not easy to differentiate this section, so classification algorithms were used for their separation. Clearly, the sigmoidal model would have been the linear growth phase


Figure 2: Distribution of diameters and days after defoliation for the three altitudes.
or the one known as the fruit filling phase, and that could vary according to variety, climate, and other aspects such as the position of the fruit [29]. Figure 3 describes the point cloud of the three variables involved. Each color represents a different altitude. A diffuse pattern is highlighted, probably attributable to the sampling time, but that finally has an approximately linear section with an approximately constant rate that can be used in an illustrative way to properly apply the calculation of growth rates in similar sections. These fall into measures that, in the presence of nonlinearity, distort the values of these rates or that do not represent the changes in the growth rate in the time interval.

For the selection of the central section, various classification algorithms were used, initially specifying three groups for the R program (also suggested by the intragroup sum of squares graph) except for the method based on the model that suggested four groups. The groups were generated without discrimination by altitude. Once selected, they were marked with a different color as shown in Figure 3 for each of the methods.

With these classifications, the central section (Table 2) was extracted that was assumed to belong to the group of the same pattern, in this case the approximately linear one. In each algorithm, the number of members and the time interval were generated by truncating $5 \%$ because some algorithms overlap some observations between groups. It was not only similar in the number of members of the extracted section, but also in the time range of each section [30].

The fit of the line in R3 was determined by the point $\mathbf{c}=$ $\left\langle c_{1}, c_{2}, c_{3}\right\rangle$-centroid on the line and in the direction of $\mathbf{u}$ parallel to the line in the sense that if the vector begins at some point on the line, then the entire vector lies on the line. The set of points is given by the vector equation


Figure 3: Selection of the linear section using six different agglomeration algorithms.

Table 2: Distribution of the number of members in the linear section of the sigmoidal model according to the grouping method and time interval truncated at 5\%.

| Method | Clara | Model | Hierarchical | K-means | PAM | Fuzzy |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Members | 518 | 453 | 564 | 515 | 526 | 477 |
| Time interval | $79-157$ | $79-157$ | $74-158$ | $79-157$ | $79-157$ | $81-157$ |

$$
\begin{equation*}
L:\langle x, y, z\rangle=\left\langle c_{1}, c_{2}, c_{3}\right\rangle+t \mathbf{u} \tag{3}
\end{equation*}
$$

with $\mathbf{u}=\left\langle v_{1}, v_{2}, v_{3}\right\rangle$. Making $x=\tau ; y=\phi_{e} ; z=\phi_{l}$, we can write the separate expression as

$$
\begin{align*}
L: \tau & =c_{1}+t v_{1} ; \\
\phi_{e} & =c_{2}+t v_{2} ;  \tag{4}\\
\phi_{l} & =c_{3}+t v_{3} .
\end{align*}
$$

From equation (4) we obtained a simple expression for the growth rates associated with equatorial diameter $\phi_{e}$ and the longitudinal diameter $\phi_{l}$ with the application of the chain rule as follows

$$
\begin{align*}
& \frac{d \phi_{e}}{d \tau}=\frac{d \phi_{e}}{d t} \frac{d t}{d \tau}=\frac{v_{2}}{v_{1}} \\
& \frac{d \phi_{l}}{d \tau}=\frac{d \phi_{l}}{d t} \frac{d t}{d \tau}=\frac{v_{3}}{v_{1}} . \tag{5}
\end{align*}
$$

So, it is enough to obtain the vector $u=\left\langle v_{1}, v_{2}, v_{3}\right\rangle$ to know the TAC, which corresponds to the first eigenvector of the DVS carried out with the Python program that allowed calculation of the vectors corresponding to each elevation with its respective centroid. Table 3 shows the results of the adjustment by applying the algorithm.

The growth rates (TAC) by elevation and diameter after applying (5) can be seen in Table 4.

Table 3: Parametric equations of the 3D lines by elevation (m.a.s.l.: meters above sea level).

| Elevation (m.a.s.l.) | Parametric equation |
| :--- | :---: |
| 1670 | $L_{1}:\left\langle\tau, \phi_{e}, \phi_{l}\right\rangle=\langle 101.347,2.906,3.222\rangle+t\langle 0.999,0.011,0.009\rangle$ |
| 1870 | $L_{2}:\left\langle\tau, \phi_{e}, \phi_{l}\right\rangle=\langle 110.809,3.033,3.394\rangle+s\langle 0.999,0.019,0.015\rangle$ |
| 2170 | $L_{3}:\left\langle\tau, \phi_{e}, \phi_{l}\right\rangle=\langle 113.021,2.938,3.208\rangle+w\langle 0.999,0.018,0.017\rangle$ |

Table 4: Growth rate estimated by orthogonal least squares by altitudinal floor.

| Elevation (m.a.s.l.) | TAC- $\phi_{e}$ | TAC- $\phi_{l}$ |
| :--- | :---: | :---: |
| 1670 | $0.011 / 0.999=0.011$ | $0.009 / 0.999=0.009$ |
| 1870 | $0.019 / 0.999=0.019$ | $0.015 / 0.999=0.015$ |
| 2170 | $0.018 / 0.999=0.018$ | $0.017 / 0.999=0.017$ |

The results show similar growth rates between the two highest altitudes with respect to 1670 m.a.s.l., with an equatorial diameter greater than the longitudinal one, resembling a little more than a flattened fruit [31].

The point diagrams and the 3D lines for each altitudinal floor (elevation) are shown in Figure 4, separating them by the type of agglomeration algorithm. The diagrams show the obliquity of the 3D lines; in fact, it can be shown in this case that the lines are not parallel because when dividing the components of $u$ element by element for each elevation, a constant was not obtained, so they did not have the same growth rate for any altitude. This can be attributed to a different accumulation of photo-assimilates, soluble solids, or malic acid accumulation [32].

For the demonstration of nonintersection between curves, the curves of the table were equalized, obtaining the parameters of the two curves. When substituting them in the third, the equality was not satisfied, and, in this way, obliquity was demonstrated as shown in Figure 4. In addition, the straight lines did not intersect at any point in the section. With this result, it was possible to obtain the times where the distance between the curves was minimal, allowing calculation of the time $\left(\tau^{*}\right)$ where the diameters were more similar at each altitude. Following the optimization procedure of Srinivasan [21], the functions $\mathrm{F}(t, s)=d^{2}\left(P_{1}, Q_{1}\right), F(t, w)=d^{2}\left(P_{2}\right.$, $\left.Q_{2}\right)$, and $F(s, w)=d^{2}\left(\mathrm{P}_{3}, Q_{3}\right)$ are the squared distances of the point P belonging to the first line and $Q$ belonging to the second for the three altitudes ( $i=1,2,3$ ). Writing in a general way the three straight line equations, we have

$$
\begin{align*}
& L_{1}:\left\langle\tau_{1}, \phi_{e 1}, \phi_{l 1}\right\rangle=\left\langle c_{11}, c_{12}, c_{13}\right\rangle+t\left\langle v_{11}, v_{12}, v_{13}\right\rangle=c_{1}+t \mathbf{u}_{1}, \\
& L_{2}:\left\langle\tau_{2}, \phi_{e 2}, \phi_{12}\right\rangle=\left\langle c_{21}, c_{22}, c_{23}\right\rangle+s\left\langle v_{21}, v_{22}, v_{23}\right\rangle=c_{2}+s \mathbf{u}_{2}, \\
& L_{3}:\left\langle\tau_{3}, \phi_{e 3}, \phi_{13}\right\rangle=\left\langle c_{31}, c_{32}, c_{33}\right\rangle+w\left\langle v_{31}, v_{32}, v_{33}\right\rangle=c_{3}+w \mathbf{u}_{3}, \tag{6}
\end{align*}
$$

with $\left\|\mathbf{u}_{1}\right\|=\left\|\mathbf{u}_{2}\right\|=\left\|\mathbf{u}_{3}\right\|=1$ by the singular value decomposition. Illustrating with the calculation of the shortest L1L2 distance by $\Delta c_{1}=\left(c_{21}-c_{11}\right)$, $\Delta c_{2}=\left(c_{22}-c_{12}\right) y \Delta c_{3}=\left(c_{23}-c_{13}\right)$, with $\Delta \mathbf{c}^{T}=\left[\Delta c_{1}, \Delta c_{1}, \Delta c_{3}\right]$, the expression was generated:

$$
\begin{equation*}
d^{2}\left(P_{1}, Q_{1}\right)=\left[v_{21} s-v_{11} t-\Delta c_{1}\right]^{2}+\left[v_{22} s-v_{12} t-\Delta c_{2}\right]^{2}+\left[v_{23} s-v_{13} t-\Delta c_{3}\right]^{2} . \tag{7}
\end{equation*}
$$

Similarly, it was possible to proceed for the other two distances. The critical points were obtained by satisfying

$$
\begin{equation*}
\frac{\partial F(t, s)}{\partial t}=\frac{\partial F(t, s)}{\partial s}=0 \tag{8}
\end{equation*}
$$

Solving for $\partial F(t, s) / \partial t$,
$\left(v_{11} v_{21}+v_{12} v_{22}+v_{13} v_{23}\right) s+t-v_{11} \Delta c_{1}-v_{12} \Delta c_{2}-v_{13} \Delta c_{3}=0$.

Now solving for $\partial F(t, s) / \partial s$,
$s+\left(v_{11} v_{21}+v_{12} v_{22}+v_{13} v_{23}\right) t-v_{21} \Delta c_{1}-v_{22} \Delta c_{2}-v_{23} \Delta c_{3}=0$.

Using the established conventions, (9) and (10) can be written in vectorial form.

$$
\begin{align*}
& \mathbf{u}_{1}^{T} \mathbf{u}_{2} s+t-\mathbf{u}_{1}^{T} \Delta \mathbf{c}=0, \\
& s+\mathbf{u}_{1}^{T} \mathbf{u}_{2} t-\mathbf{u}_{2}^{T} \Delta \mathbf{c}=0, \tag{11}
\end{align*}
$$

obtained from

$$
\begin{align*}
& t=\frac{\mathbf{u}_{1}^{T}\left(I-\mathbf{u}_{2} \mathbf{u}_{2}^{T}\right) \Delta \mathbf{c}}{1+\left(\mathbf{u}_{1}^{T} \mathbf{u}_{2}\right)^{2}} \\
& s=\frac{\left(\mathbf{u}_{2}^{T}-\mathbf{u}_{1}^{T} \mathbf{u}_{2} \mathbf{u}_{1}^{T}\left(I-\mathbf{u}_{2} \mathbf{u}_{2}^{T}\right)\right) \Delta \mathbf{c}}{1+\left(\mathbf{u}_{1}^{T} \mathbf{u}_{2}\right)^{2}} \tag{12}
\end{align*}
$$

with $\mathbf{I}$ as an identity matrix of dimension $3 \times 3$. Writing equation (I) in the same vector way gives
$d^{2}\left(P_{1}, Q_{1}\right)=t^{2}+s^{2}+\Delta \mathbf{c}^{T} \Delta \mathbf{c}+2\left(t \mathbf{u}_{1}^{T}-s \mathbf{u}_{2}^{T}\right) \Delta \mathbf{c}-2 t s \mathbf{u}_{1}^{T} \mathbf{u}_{2}$.

In an analogous way, we can obtain $F(t, w)$ and $F(s, w)$. To obtain the distances, a Python function was created to calculate the minimum distance. The R and/or Python functions appear on GitHub to perform the necessary calculations (Table 5).

A final calculation was the generation of an adjustment measure that allowed comparison between altitudes. With (2), it was possible to obtain the sum of all orthogonal distances and a similar measure to the root mean square error was generated. However, with orthogonal distances, we averaged the sum of all quadratic distances that are associated with the residuals of the model and obtained from (2) the calculation of $\bar{d}^{1 / 2}=(d / n)^{1 / 2}$ for each grouping method and for each elevation as broken down in Table 6.

The best fit was obtained from the model-based algorithm [33], with the highest altitude data providing the best linear fit but with no great difference between altitudes.


Figure 4: 3D lines adjusted by agglomeration algorithm and discriminated by altitude.

Table 5: Growth rates estimated by orthogonal least squares by altitude floor.

| Elevation (m.a.s.l.) | $t$ | $s$ | $d$ |  |
| :--- | :---: | :---: | :---: | :---: |
| $1670-1870$ | -0.007 | 0.007 | - | 0.017 |
| $1670-2170$ | -0.007 | - | 0.008 |  |
| $1870-2170$ | - | -0.001 | 0.001 |  |

Table 6: Measure of adjustment $\bar{d}^{1 / 2}$ for residuals orthogonal to elevation and method.

| Elevation(m.a.s.l.)/method <br> $(\mathrm{msnm})$ | Clara | Fuzzy | Hierarchical | K-means | Model |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 1670 | 0.15 | 0.14 | 0.14 | 0.14 | 0.15 |
| 1870 | 0.14 | 0.14 | 0.16 | 0.14 | 0.12 |
| 2170 | 0.12 | 0.12 | 0.16 | 0.12 | 0.11 |

## 4. Conclusions

This research is a contribution to the morphological characterization of a crop illustrated in the case of peach, which was useful in nonlinear growth models with sections where
approximately linear sections were perceived, which could be discriminated by different cluster analysis algorithms.

The novel and simple proposal to obtain the absolute growth rate (TAC) and other indicators of the lines in $R^{3}$ from one of the applications of the singular value
decomposition in the minimization of orthogonal distances provides readers not only an application of methods of differential calculus, optimization, and algebra in the teaching of applied mathematics but also provides a different view of modeling physiological indices that can avoid errors with the use of approximate rates in nonlinear growth.

The methodology allowed for estimating approximately linear growth phases, in the case of TAC, began at 79 and ended at 157 after defoliation.

From the 3D lines, a new and simple way of obtaining growth rates was proposed, which in the case of the current research allowed us to demonstrate how the highest equatorial growth rate was found at the two highest elevations.

The methodology can be extended to different linear or nonlinear models where not only an approximately linear section can be perceived as for line fitting in $R^{3}$ to obtain growth rates using different indicators.

## Data Availability

The data are available in the repository of Carlos Rivera and can be found at https://github.com/CarlosRivera1212/ PEACH_LINES.

## Conflicts of Interest

The authors declare that they have no conflicts of interest.

## References

[1] T. K. Lim, "Prunus persica var. persica," in Edible Medicinal and Non-medicinal Plants, Springer, Berlin, Germany, 2012.
[2] J. D. Martínez, I. C. Hernández, J. N. G. Reyes, J. B. Nájera, M. C. Güereca, and E. C. Pérez, "Growth models of peach fruit P. persica (L) in three handling systems," Interciencia, vol. 42, pp. 597-602, 2017.
[3] E. Fadón, S. Herrera, B. I. Guerrero, M. Engracia Guerra, and J. Rodrigo, "Chilling and heat requirements of temperate stone fruit trees (Prunus sp.)," in Agronomy, vol. 10, no. 3, 2020.
[4] R. Pio, F. B. M. de Souza, L. Kalcsits, R. B. Bisi, and D. da Hora Farias, "Advances in the production of temperate fruits in the tropics," in Acta Scientiarum - Agronomy, vol. 41, no. Issue 1, 2019.
[5] B. R. Jana, "Scientific cultivation of low chill peach [prunus persica (L) batsch.] in north eastern plateau and hill regions," BioResToday, vol. 3, no. 8, pp. 687-690, 2021.
[6] S. Cancino, G. Cancino, and E. Quevedo, "Determining factors of the economic profitability of peach production in the Municipality of Pamplona, Northeast of Santander, Colombia," Revista Espacios, vol. 40, 2019.
[7] É. M. Silva, V. F. Silva, F. A. Fernades, J. A. Muniz, and T. J. Fernandes, "O crescimento de frutos de pêssegos caracterizados por modelos de regressão não lineares," Sigmae, vol. 8, no. 2, pp. 290-294, 2019.
[8] E. della Bruna and A. L. Moreto, "Desenvolvimento dos frutos de pêssego "Aurora" e nectarina "Sunraycer" no sul de Santa Catarina," Revista Brasileira de Fruticultura, vol. 33, no. spe1, 2011.
[9] P. C. Rojas-Lara, M. Pérez-Grajales, Ma. T. Colinas-León, J. Sahagún-Castellanos, and E. Avitia-García, "Modelos matemáticos para estimar el crecimiento del fruto de Chile
manzano (Capsicum pubescens R and P )," Revista Chapingo Serie Horticultura, vol. XIV, no. 3, 2008.
[10] S. Leonel and M. A. Tecchio, "Produção e sazonalidade de pessegueiro e nectarineira sob florescimento espontâneo e com cianamida hidrogenada e óleo mineral," Revista Brasileira de Fruticultura, vol. 33, no. spe1, 2011.
[11] H. H. Pinzón-Sandoval, W. Pineda-Ríos, and P. Serrano-Cely, "Mathematical models for describing growth in peach (Prunus persica [L.] Batsch.) fruit cv. Dorado," Revista Colombiana de Ciencias Hortícolas, vol. 15, no. 3, pp. 1-10, 2021.
[12] E. Quevedo Garcia, G. O. Cancino Escalante, and A. R. Barragán Torres, "Modelos de regresión para estimar el peso seco de órganos y área del limbo del duraznero, variedad jarillo," Revista U.D.C.A Actualidad \& Divulgación Científica, vol. 20, no. 2, pp. 299-310, 2017.
[13] A. Rehman, M. Raziq, A. A. Mirbahar, and S. Abro, "Biometrical association of plant height and yield components in gossypium hirsutum L," International Journal of Biology and Biotechnology, vol. 11, no. 1, pp. 155-159, 2014.
[14] D. J. Lovell, S. R. Parker, T. Hunter, D. J. Royle, and R. R. Coker, "Influence of crop growth and structure on the risk of epidemics by Mycosphaerella graminicola (Septoria tritici) in winter wheat," Plant Pathology, vol. 46, no. 1, 1997.
[15] J. Huxley, Problems of Relative Growth, Lincoln Mac Veagh, Adelphi, MD, USA, 1932.
[16] R. C. Jain, R. Agrawal, and M. P. Jha, "Use of growth indices in yield forecast," Biometrical Journal, vol. 27, no. 4, 1985.
[17] R. F. Williams, "The physiology of plant growth with special reference to the concept of net assimilation rate," Annals of Botany, vol. 10, no. 1, 1946.
[18] D. J. Watson, "The physiological basis of variation in yield," Advances in Agronomy, vol. 4, no. C, 1952.
[19] P. J. Radford, "Growth analysis formulae - their use and abuse 1," Crop Science, vol. 7, no. 3, 1967.
[20] M. Denny, "The fallacy of the average: on the ubiquity, utility and continuing novelty of Jensen's inequality," Journal of Experimental Biology, vol. 220, no. 2, 2017.
[21] V. K. Srinivasan, "Skew lines in R3," International Journal of Mathematical Education in Science and Technology, vol. 30, no. 5, 1999.
[22] J. A. Zegbe-Domínguez and G. Esparsa-Frausto, "Poda de ramas mixtas y raleodefrutos: prácticas culturales independientes en durazno 'Victoria," Revista ChapingoSerieHorticultura, vol. 13, no. 2, pp. 121-126, 2007.
[23] U. Meier, H. Bleiholder, L. Buhr et al., "The BBCH system to coding the phenological growth stages of plants - history and publications," J, Für Kulturpflanzen, vol. 61, no. 2, pp. 41-52, 2009.
[24] T. Ma, D. Brus, A. Zhu, L. Zhang, and T. Scholten, "Comparison of conditioned Latin hypercube and feature space coverage sampling for predicting soil classes using simulation from soil maps," Geoderma, vol. 370, Article ID 114366, 2020.
[25] O. Howlader and M. Hoque, "Growth analysis and yield performance of four potato (Solanum tuberosum L.) Varieties," Bangladesh Journal of Agricultural Research, vol. 43, no. 2, 2018.
[26] E. Swokowski and J. Cole, "Álgebra y Trigonometría con Geometría Analítica," in The effects of brief mindfulness intervention on acute pain experience: An examination of individual difference, vol. 1, 2009.
[27] C. C. Aggarwal, Linear Algebra and Optimization for Machine Learning, Springer, Berlin, Germany, 2020.
[28] K. S. Arun, T. S. Huang, and S. D. Blostein, "Least-squares fitting of two 3-D point sets," IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. PAMI-9, no. 5, 1987.
[29] B. H. Wu, M. ben Mimoun, M. Génard, F. Lescourret, J. Besset, and C. Bussi, "Peach fruit growth in relation to the leaf-to-fruit ratio, early fruit size and fruit position," Journal of Horticultural Science and Biotechnology, vol. 80, no. 3, 2005.
[30] O. H. Mounzer, W. Conejero, E. Nicolás et al., "Growth pattern and phenological stages of early-maturing peach trees under a Mediterranean climate," HortScience, vol. 43, no. 6, 2008.
[31] J. Aular and M. C. Cásares, "Características de frutos de durazneros provenientes de 'el peñón de gabante', Estado Aragua, Venezuela," Bioagro, vol. 31, no. 2, pp. 113-122, 2019.
[32] M. L. Badenes and D. H. Byrne, Fruit Breeding, Springer, Berlin, Germany, 2012.
[33] G. Yan, W. J. Welch, and R. H. Zamar, "Model based clustering," The Canadian Journal of Statistics, vol. 38, no. 4, pp. 716-737, 2010.

