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#### Abstract

Aerocapture can significantly reduce the velocity increment required for a planetary orbital mission and reduce the amount of propellant needed. And it may be one of the key technologies necessary for large-scale space exploration missions in the future. In this paper, the analytical solution of aerocapture based on the piecewise variable ballistic coefficient is studied around the exploration of Mars. An aerocapture analytical predictive guidance algorithm for single ballistic coefficient switching is proposed. The terminal velocity after the ballistic coefficient switching can be obtained by analytical calculation in real time. The adaptive control of the switching time of the ballistic coefficient is realized. The simulation results show that the guidance algorithm is accurate and robust, which can effectively overcome the influence of atmospheric density error, aerodynamic parameter error, and initial state uncertainty.


## 1. Introduction

Aerocapture is a method which uses aerodynamic drag to reduce the flight velocity of a probe and then enable it to enter the target orbit. It can significantly reduce the velocity increment required for a planetary orbital mission and reduce the amount of propellant needed. It is one of the promising technologies for large-scale space exploration missions in the future, such as a manned Mars exploration mission [1-4].

Guidance and control are significant factors affecting the success of an aerocapture. The guidance method can be divided into two categories according to the control variables: the lift-modulation method and the drag-modulation method. The first one corrects flight trajectory by lift adjustment. In this way, the probe needs to adjust the direction or magnitude of the lift like that performed by the Mars Science Laboratory [5]. The other way is based on a drag-modulation device which can change the ballistic coefficient. The dragmodulation mode can be further subdivided into the drag continuous control and the drag switching control. An
analytical predictor corrector guidance algorithm based on drag continuous control is described in detail in Reference [6]. This paper focuses on the drag switching control aerocapture guidance method. In order to control the terminal velocity, the probe may need to switch the ballistic coefficient between several constant values [7], as shown in Figure 1.

A variety of aerocapture guidance algorithms have been developed for the lift modulation flight control system. Lu , Masciarelli et al., and Kozynchenko et al. have studied several analytical predictor corrector algorithms (APC) [8-12]. Rousseau proposed the energy controller algorithm (EC) [13], the numerical predictor corrector (NPC) [14, 15], and the terminal point controller (TPC) [9, 16], all of which have also been researched for a long time.

For the drag modulation flight control system, Medlock has studied the theory and applications of ballute aerocapture and proposed a dual-use ballute system for the exploration of the solar system [17]. Putnam and Braun proposed the concept of the drag modulation flight control system and analyzed the guidance performance using NPC [7]. Michael et al. has developed an Earth smallsat flight test


Figure 1: Aerocapture concept based on the piecewise variable ballistic coefficient.
for a Mars aerocapture [18]. Han et al. has proposed an optimal ballistic coefficient control [19]. In this paper, an analytical predictive guidance algorithm for the drag modulation flight control system is proposed. The algorithm can overcome the disadvantages of NPC and make engineering applications possible.

## 2. Dynamic Equation

The probe is modeled as a rigid body flying in a stationary atmosphere of a nonrotating planet which is assumed to be a sphere. The 3DOF equations of motion are given as follows $[5,6]$ :

$$
\begin{align*}
& \dot{r}=v \sin \gamma \\
& \dot{\theta}=\frac{(v \cos \gamma \sin \psi)}{(r \cos \lambda)}, \\
& \dot{\lambda}=\frac{v \cos \gamma \cos \psi}{r}, \\
& \dot{v}=-D-g(r) \sin \gamma  \tag{1}\\
& \dot{\gamma}=\left(\frac{v}{r}-\frac{g(r)}{v}\right) \cos \gamma, \\
& \dot{\psi}=\frac{v \cos \gamma \sin \psi \tan \lambda}{r}
\end{align*}
$$

where $r, \theta, \lambda, v, \gamma$, and $\psi$ are the radius, longitude, latitude, velocity, flight path angle, and heading angle,
respectively. Equation (2) defines the drag acceleration $D$ as follows:

$$
\begin{equation*}
D=\frac{0.5 \rho v^{2}}{\beta}, \quad \beta=\frac{m}{C_{D} S}, \tag{2}
\end{equation*}
$$

where $C_{D}$ is the drag coefficient, $S$ is the reference area, $m$ is the mass of the probe, and $\beta=m / C_{D} S$ is the ballistic coefficient.

A scale-height exponential density profile is used to compute the atmospheric density $\rho$ at height $h$ relative to the Mars surface:

$$
\begin{equation*}
\rho=\rho_{0} e^{\left(-h / h_{s}\right)}, \tag{3}
\end{equation*}
$$

where $\rho_{0}$ is the atmospheric density at the surface and $h_{s}$ is the scale height. The gravity acceleration can be modeled with sufficient accuracy using a standard gravity model $g=\mu / r^{2}$, where $\mu$ is the gravitational constant.

## 3. Analytical Solution for Aerocapture

3.1. Ballistic Coefficient Fixed. In order to facilitate the derivation of the analytical solution for aerocapture, the following assumptions are made: the flight path angle $\gamma$ is always at a small value, and the gravity acceleration is
constant with a magnitude that is equal to the value at the atmospheric interface.

$$
\begin{aligned}
\frac{1}{r} & \approx \frac{1}{R_{A I}} \\
\cos \gamma & \approx 1 \\
g(r) & \approx g\left(R_{0}+h_{0}\right) \\
g(r) \sin \gamma & \approx 0
\end{aligned}
$$

Then, the longitudinal motion equation becomes:

$$
\begin{align*}
& \dot{r}=v \sin \gamma \\
& \dot{v}=\frac{-0.5 \rho v^{2} C_{D} S}{m},  \tag{5}\\
& \dot{\gamma}=\left(\frac{v}{R_{A I}}-\frac{g}{v}\right)
\end{align*}
$$

We define the following dimensionless variables:

$$
\begin{align*}
& Z=\frac{\sqrt{R_{A I} h_{s}} \rho C_{D} S}{m}, \\
& \phi=-\sqrt{\frac{R_{A I}}{h_{s}}} \sin \gamma  \tag{6}\\
& x=\ln \left(\frac{v_{0}^{2}}{v^{2}}\right) \\
& \alpha=\frac{g R_{A I}}{v_{0}^{2}}
\end{align*}
$$

where $R_{A I}$ is the radius at the interface of the atmosphere and $v_{0}$ is the initial entry velocity. Then, the above longitudinal motion equation can be transformed into:

$$
\begin{align*}
& \frac{d Z}{d x}=\phi \\
& \frac{d \phi}{d x}=\frac{\left(\alpha e^{x}-1\right)}{Z} \tag{7}
\end{align*}
$$

With the initial conditions,

$$
\begin{align*}
& Z(x=0)=\frac{\sqrt{R_{A I} h_{s}} \rho_{A I} C_{D} S}{m}=\varepsilon \\
& \phi(x=0)=-\sqrt{\frac{R_{A I}}{h_{s}}} \sin \gamma_{0}=c \tag{8}
\end{align*}
$$

The previous equation is the classical Yaroshevskii equation. According to Reference [19], we shall use the Poincare method by artificially inserting a small parameter $\varepsilon$.

We define the following variables:

$$
\begin{align*}
y & =\frac{Z}{\varepsilon},  \tag{9}\\
\tau & =\frac{x}{\varepsilon} .
\end{align*}
$$

Then,

$$
\begin{align*}
& \frac{d y}{d \tau}=\phi \\
& \frac{d \phi}{d \tau}=\frac{\left(\alpha e^{\varepsilon \tau}-1\right)}{y} \tag{10}
\end{align*}
$$

With the initial conditions,

$$
\begin{align*}
& y(\tau=0)=1  \tag{11}\\
& \phi(\tau=0)=c
\end{align*}
$$

Then, the zero-order solution of the aerocapture dynamic equation can be expressed as the following form:

$$
\begin{equation*}
\frac{d y}{d \phi}=-\frac{y \phi}{(1-\alpha)} \tag{12}
\end{equation*}
$$

It can be obtained by integrating the following:

$$
\begin{align*}
& y=\exp \left(\frac{\left(c^{2}-\phi^{2}\right)}{\delta}\right)  \tag{13}\\
& \tau=\sqrt{\frac{\pi}{\delta}} \exp \left(\frac{c^{2}}{\delta}\right)\left(\operatorname{erf}\left(\frac{c}{\sqrt{\delta}}\right)-\operatorname{erf}\left(\frac{\phi}{\sqrt{\delta}}\right)\right)
\end{align*}
$$

where $\delta=2(1-\alpha)$ and erf $(x)=2 \pi^{-1 / 2} \int_{0}^{x} e^{-t^{2}} d t$.
Figure 2 shows the accuracy of the zero-order solution for different initial flight path angles.

It can be found that when the initial flight path angle $\gamma_{0}$ is less than 8.5 deg , the error of the terminal velocity $v_{f}$ is maintained at a low level of only $20 \mathrm{~m} / \mathrm{s}$. However, if the initial flight path angle exceeds this threshold, the terminal velocity shows a large deviation. The specific reason has been analyzed in Reference [19], and the correction algorithm is given as follows:

$$
\begin{equation*}
x+\alpha\left(1-e^{x}\right)=\frac{\varepsilon}{2} \sqrt{\pi \delta} \exp \left(\frac{c^{2}}{\delta}\right)\left(\operatorname{erf}\left(\frac{c}{\sqrt{\delta}}\right)-\operatorname{erf}\left(\frac{\phi}{\sqrt{\delta}}\right)\right) \tag{14}
\end{equation*}
$$

The corrected analytical solution is shown in Figure 3. It can be seen that the algorithm can effectively reduce the terminal velocity error.
3.2. Ballistic Coefficient Switching. Ideally, the probe can achieve aerocapture with a constant ballistic coefficient if there are no initial errors and parameter errors. However,


$$
\begin{array}{ll}
* \gamma_{0}=-7.0 \mathrm{deg} & \triangleright \gamma_{0}=-9.0 \mathrm{deg} \\
\triangle \gamma_{0}=-8.0 \mathrm{deg} & \bigcirc \gamma_{0}=-9.5 \mathrm{deg}
\end{array}
$$

(a)

(b)

Figure 2: The zero-order solution for aerocapture.


Figure 3: The corrected analytical solution vs. the numerical solution when $\gamma_{0}=-10^{\circ}$.
the error is actually difficult to eliminate, so it is necessary for the probe to have an ability to adjust and control the trajectory. Then, the ballistic coefficient switching is a simple and effective control method. In the case where the number of ballistic coefficient switching is limited, the dynamic equation can be described in the form of a piecewise function. The following is an example of only one ballistic coefficient
switching, from which the characteristics of the analytical solution can be obtained.

First, we define the state at the moment of ballistic coefficient switching $r_{s}, v_{s}$, and $\gamma_{s}$. They correspond to $y_{s}, \tau_{s}$, and $\phi_{s}$, respectively. Subscript " 1 " is used to indicate the parameters and state before ballistic coefficient switching. Therefore, the parameters before switching are shown as follows:

$$
\begin{align*}
& \varepsilon_{1}=\frac{\sqrt{R_{A I} h_{s}} \rho_{A I}}{\beta_{1}}, \\
& c_{1}=-\sqrt{\frac{R_{A I}}{h_{s}}} \sin \gamma_{0}  \tag{15}\\
& \alpha_{1}=\frac{g R_{A I}}{v_{0}^{2}} \\
& \delta_{1}=2\left(1-\alpha_{1}\right)
\end{align*}
$$

Similarly, subscript " 2 " is used to indicate the parameters and state after ballistic coefficient switching:

$$
\begin{align*}
& \varepsilon_{2}=\frac{\sqrt{R_{A I} h_{s}} \rho_{A I}}{\beta_{2}}, \\
& c_{2}=-\sqrt{\frac{R_{A I}}{h_{s}}} \sin \gamma_{s},  \tag{16}\\
& \alpha_{2}=\frac{g R_{A I}}{v_{s}^{2}} \\
& \delta_{2}=2\left(1-\alpha_{2}\right)
\end{align*}
$$

Then, before the ballistic coefficient is switched, $\phi \leq \phi_{s}$. The analytical solutions are the same as the constant ballistic coefficient.

$$
\begin{align*}
x_{1}+\alpha_{1}\left(1-e^{x_{1}}\right)= & \frac{\varepsilon_{1}}{2} \sqrt{\pi \delta_{1}} \exp \left(\frac{c_{1}^{2}}{\delta_{1}}\right) \\
& \cdot\left(\operatorname{erf}\left(\frac{c_{1}}{\sqrt{\delta_{1}}}\right)-\operatorname{erf}\left(\frac{\phi}{\sqrt{\delta_{1}}}\right)\right) \\
y_{1}= & \exp \left(\frac{\left(c_{1}^{2}-\phi^{2}\right)}{\delta_{1}}\right)  \tag{17}\\
\tau_{1}= & \frac{x_{1}}{\varepsilon_{1}}
\end{align*}
$$

However, it is impossible to directly solve $y$ by equation (13) because of the ballistic coefficient switching when $\phi>\phi_{s}$.

Therefore, according to the definition of the zero-order solution, the two sides of equation (12) are integrated as follows:

$$
\begin{equation*}
\int_{1}^{y_{2}} \frac{1}{y} d y=-\int_{c_{1}}^{\phi_{s}} \frac{1}{1-\alpha_{1}} \phi d \phi-\int_{\phi_{s}}^{\phi} \frac{1}{1-\alpha_{2}} \phi d \phi . \tag{18}
\end{equation*}
$$

After a series of simplifications, the analytical solution after ballistic coefficient switching can be obtained:

$$
\begin{align*}
x_{2}+\alpha_{2}\left(1-e^{x_{2}}\right)= & \frac{\varepsilon_{2}}{2} \sqrt{\pi \delta_{1}} \exp \left(\frac{c_{1}^{2}}{\delta_{1}}\right) \\
& \cdot\left(\operatorname{erf}\left(\frac{c_{2}}{\sqrt{\delta_{2}}}\right)-\operatorname{erf}\left(\frac{\phi}{\sqrt{\delta_{2}}}\right)\right) \\
y_{2}= & \exp \left(\ln \left(y_{s}\right)+\frac{\left(c_{2}^{2}-\phi^{2}\right)}{\delta_{2}}\right)  \tag{19}\\
\tau_{2}= & \frac{x_{s}}{\varepsilon_{1}}+\frac{x_{2}}{\varepsilon_{2}}
\end{align*}
$$

Similarly, when ballistic coefficient switching occurs two or more times, the above derivation process is repeated to get a new analytical solution:

$$
\begin{align*}
x_{3}+\alpha_{3}\left(1-e^{x_{3}}\right)= & \frac{\varepsilon_{3}}{2} \sqrt{\pi \delta_{1}} \exp \left(\frac{c_{1}^{2}}{\delta_{1}}\right) \\
& \cdot\left(\operatorname{erf}\left(\frac{c_{3}}{\sqrt{\delta_{3}}}\right)-\operatorname{erf}\left(\frac{\phi}{\sqrt{\delta_{3}}}\right)\right) \\
y_{3}= & \exp \left(\ln \left(y_{s 1}\right)+\ln \left(y_{s 2}\right)+\frac{\left(c_{3}^{2}-\phi^{2}\right)}{\delta_{3}}\right) \\
\tau_{3}= & \frac{x_{s 1}}{\varepsilon_{1}}+\frac{x_{s 2}}{\varepsilon_{2}}+\frac{x_{3}}{\varepsilon_{3}} \tag{20}
\end{align*}
$$

where subscript " 3 " in equation (20) represents the parameter and state after the second ballistic coefficient switching. In order to intuitively understand the accuracy of the analytical solution, the numerical solution is used for comparison as shown in Figures 4 and 5. It can be seen that the analytical solution and the numerical solution show good consistency, which demonstrates the effectiveness of the analytical algorithm. It should be noted that the initial state after the ballistic coefficient switching is obtained by real-time measurement, rather than from the analytical solution, so that the accumulation of algorithm errors can be avoided.

## 4. Guidance Law and Simulation

The design of the guidance law is relatively simple in the case where the trajectory and the terminal state of the probe can be predicted. Since the probe is not affected by aerodynamic
drag after flying out of the atmosphere, the velocity at the atmosphere's interface directly determines the final capture orbit. Therefore, the basic guidance strategy is to calculate the analytical solution in real time based on the current state and the ballistic coefficient after switching. It is then determined whether to switch the ballistic coefficient by comparing the predicted terminal velocity to the desired terminal velocity.
4.1. APC Algorithm for Ballistic Coefficient Switching. By definition, the terminal state $y_{f}$ meets the following:

$$
\begin{equation*}
y_{f}=\exp \left(\ln \left(y_{s}\right)+\frac{\left(c_{2}^{2}-\phi_{f}^{2}\right)}{\delta_{2}}\right)=1 \tag{21}
\end{equation*}
$$

Further, the following equation can be obtained:

$$
\begin{equation*}
\phi_{f}=-\sqrt{\delta_{2} \ln \left(y_{s}\right)+c_{2}^{2}} \tag{22}
\end{equation*}
$$

Substituting equation (22) into equation (19), we have

$$
\begin{align*}
x_{f}+\alpha_{2}\left(1-e^{x_{f}}\right)= & \frac{\varepsilon_{2}}{2} \sqrt{\pi \delta_{1}} \exp \left(\frac{c_{1}^{2}}{\delta_{1}}\right) \\
& \cdot\left(\operatorname{erf}\left(\frac{c_{2}}{\sqrt{\delta_{2}}}\right)-\operatorname{erf}\left(\frac{\phi_{f}}{\sqrt{\delta_{2}}}\right)\right) \tag{23}
\end{align*}
$$

By solving the above transcendental equation about $x_{f}$, we can get

$$
\begin{equation*}
\tau_{f}=\frac{x_{s}}{\varepsilon_{1}}+\frac{x_{f}}{\varepsilon_{2}} \tag{24}
\end{equation*}
$$

Therefore, the terminal velocity can be predicted based on the current state:

$$
\begin{equation*}
v_{f \text { predict }}=v_{s} \exp \left(\frac{\ln \left(v_{0}^{2} / v_{s}^{2}\right) \varepsilon_{2}}{2 \varepsilon_{1}}-\frac{\varepsilon_{2} \tau_{f}}{2}\right) \tag{25}
\end{equation*}
$$

When $\beta_{1}<\beta_{2}, v_{f \text { predict }}$ is monotonically increasing with time, and it satisfies the following inequality:

$$
\begin{equation*}
v_{\text {circle }}<v_{f \text { predict }}<v_{f 2} \tag{26}
\end{equation*}
$$

where $v_{\text {circle }}$ is the velocity of the circular orbit, and $v_{f 2}$ is the terminal velocity when the probe flies with constant ballistic coefficient $\beta_{2}$.

When $\beta_{1}>\beta_{2}, v_{\text {fpredict }}$ is monotonically decreasing with time, and it satisfies the following inequality:

$$
\begin{equation*}
v_{f 1}<v_{f \text { predict }}<v_{f 2} \tag{27}
\end{equation*}
$$

where $v_{f 1}$ is the terminal velocity when the probe flies with constant ballistic coefficient $\beta_{1}$.


Figure 4: Analytical solution for single ballistic coefficient switching.

Obviously, the desired terminal velocity $v_{f \text { desired }}$ must be within the variable range of $v_{\text {fpredict }}$. It is the moment of ballistic coefficient switching when $v_{f \text { predict }}=v_{f \text { desired }}$.
4.2. Simulation Condition and Parameters. The numerical simulation is carried out for the human exploration of Mars, which is used to verify the effectiveness of the guidance algorithm. First, the simulation parameters and initial values need to be given. The probe configuration is similar to the human Mars lander mentioned in Reference [20]; however, the separation device for an inflatable aerodynamic decelerator is added, and the Mars descent module (MDM) is removed, so the total mass was reduced to 45 metric tons. The parameters are shown in Table 1. The value of the ballistic coefficient comes from Reference [6], and the drag coefficients are calculated by other parameters.

The initial entry conditions are borrowed from Reference [6]. It should be noted that the desired aerocapture orbit is different from the Mars parking orbit. After aerocapture,
the probe still needs several maneuvers to enter the Mars parking orbit. Considering the uncertain factors during aerocapture, a capture orbit with an apoapsis height of 3000 km is selected, which allows more margin. The initial conditions and desired orbit are shown in Table 2.

Since the entire aerocapture process lasts only $200 \sim 300 \mathrm{~s}$, the effects of the rotation and gravitational perturbation of Mars are negligible. The gravitational constant $\mu$ is taken as $4.2828 \times 10^{4} \mathrm{~km}^{3} / \mathrm{s}^{2}$, and Mars radius $R_{0}$ is taken as 3397 km . The validity of the atmospheric model directly affects the effectiveness of the guidance algorithm performance evaluation. A simplified atmospheric model from Reference [6] was used, where random error with height variation is added to the exponential atmospheric density model.
4.3. Simulation Results and Analysis. Figure 6 shows the distribution of the periapsis and apoapsis altitude of the terminal orbit with different ballistic coefficient ratios. It can be found that the distribution error of the periapsis

(a)

(b)

$\backsim \beta_{1} \quad \square \beta_{3}$

$$
\triangle \beta_{2} \quad-\text { Numerical }
$$

(c)

Figure 5: Analytical solution for double ballistic coefficient switching.

Table 1: Probe parameters for Monte Carlo simulation [6, 20].

| Parameters | Nominal | Error | Distribution type |
| :--- | :---: | :---: | :---: |
| Initial mass $m_{0}$ | $45,000 \mathrm{~kg}$ | - | - |
| Deployed diameter $D_{1}$ | 18.8 m | - | - |
| Folding diameter $D_{2}$ | 7 m | - | - |
| Drag coefficient $C_{D 1}$ | 1.62 | $\pm 10 \%$ | Gaussian |
| Drag coefficient $C_{D 2}$ | 1.46 | $\pm 10 \%$ | Gaussian |
| Ballistic coefficient $\beta_{1}$ | $100 \mathrm{~kg} / \mathrm{m}^{2}$ | $\pm 10 \%$ | Gaussian |
| Ballistic coefficient $\beta_{2}$ | $800 \mathrm{~kg} / \mathrm{m}^{2}$ | $\pm 10 \%$ | Gaussian |

Table 2: Initial state and desired orbit for Monte Carlo simulation [6].

| Parameters | Nominal | Error | Distribution type |
| :--- | :---: | :---: | :---: |
| Initial velocity $v_{0}$ | $6.5 \mathrm{~km} / \mathrm{s}$ | $\pm 20 \mathrm{~m} / \mathrm{s}$ | Gaussian |
| Initial radius $r_{0}$ | 3522 km | $\pm 1 \mathrm{~km}$ | Gaussian |
| Initial FPA $\gamma_{0}$ | -11 deg | $\pm 0.1^{\circ}$ | Gaussian |
| Initial longitude $\theta_{0}$ | $5 \mathrm{deg}, \mathrm{E}$ | $\pm 0.05^{\circ}$ | Gaussian |
| Initial latitude $\lambda_{0}$ | $5 \mathrm{deg}, \mathrm{N}$ | $\pm 0.05^{\circ}$ | Gaussian |
| Initial heading angle $\psi_{0}$ | 20 deg | $\pm 0.05^{\circ}$ | Gaussian |
| Periapsis altitude $h_{p}$ | 35 km | - | - |
| Apoapsis height $h_{a}$ | 3000 km | - | - |
| Atmosphere interface | 125 km | - | - |
| $h_{\text {interface }}$ |  |  | - |

altitude is less than 8 km , and it gradually decreases as the ballistic coefficient ratio increases; it is reduced to 5 km when $\beta_{2} / \beta_{1}=8$. However, the distribution error of the apoapsis
altitude is relatively large and inversely proportional to the ballistic coefficient ratio, and it is asymmetric. When $\beta_{2} / \beta_{1}=4$, the apoapsis altitude is mostly distributed in the range of $3200 \sim 3700 \mathrm{~km}$, and this interval becomes $2800 \sim 3200 \mathrm{~km}$ when $\beta_{2} / \beta_{1}=6$. However, when $\beta_{2} / \beta_{1}=8$, the apoapsis altitude decreased to $2800 \sim 3000 \mathrm{~km}$. The same phenomenon can be found in Figure 7, and it is mainly caused by the approximation error of the analytical solution of aerocapture.

As the ballistic coefficient ratio increases, the distribution error of the terminal velocity gradually decreases as shown in Figure 8. However, the terminal velocity error does not decrease indefinitely, and it is maintained at a relatively stable value when the ballistic coefficient ratio exceeds 8 . According to the previous derivation, the terminal velocity error mainly includes two parts, one is the guidance algorithm error caused by the analytical solution approximation error, and the other part is caused by the parametric error such as aerodynamic parameters and atmospheric model. After the ballistic coefficient is switched, the probe loses the orbital control capability. The deviation will gradually accumulate and be reflected in the final capture orbit. When the ballistic coefficient ratio is increased to a certain value, the drag becomes smaller after the ballistic coefficient switched, and the terminal velocity error also decreases. When the ballistic coefficient $\beta_{2}$ is infinite, the terminal speed error only has the guidance error. If the ballistic coefficient $\beta_{2}$ is infinite, then the terminal velocity is not affected by aerodynamic parameters and atmospheric model errors.

## 5. Conclusion

In this paper, the analytical solution of aerocapture based on the piecewise variable ballistic coefficient is studied around the exploration of Mars. An aerocapture analytical predictive


Figure 6: The distribution of periapsis and apoapsis of the captured orbit.


Figure 7: The distribution of terminal velocity and switching velocity.


Figure 8: The boundary of terminal velocity.
guidance algorithm for single switching of ballistic coefficients is proposed. The terminal velocity after the ballistic coefficient switching can be obtained by analytical calculation in real time. The adaptive control of the switching time of the ballistic coefficient is realized. The simulation results show that the guidance algorithm is accurate and robust, which can effectively overcome the influence of atmospheric density error, aerodynamic parameter error, and initial state uncertainty.
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