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This paper presents a novel nonlinear sliding mode control scheme that combines on-line model modification, a nonlinear sliding mode controller, and a disturbance observer to solve the essential problems in spacecraft electromagnetic docking control, such as model uncertainties, unknown external disturbances, and inherent strong nonlinearity and coupling. An improved far-field model of electromagnetic force which is much more accurate than the widely used far-field model is proposed to enable the model parameters to be on-line self-adjusting. Then, the relationship between magnetic moment allocation and energy consumption is derived, and the optimal direction of the magnetic moment vector is obtained. Based on the proposed improved far-field model and the research results of magnetic moment allocation law, a fast-nonsingular terminal mode controller driven by a disturbance observer is designed in the presence of model uncertainties and external disturbances. The proposed control method is guaranteed to be chattering-free and to possess superior properties such as finite-time convergence, high-precision tracking, and strong robustness. Two simulation scenarios are conducted to illustrate the necessity of modifying the far-field model and the effectiveness of the proposed control scheme. The simulation results indicate the realization of electromagnetic soft docking and validate the merits of the proposed control scheme. In the end of this paper, some conclusions are drawn.

1. Introduction

Spacecraft relative motion control using intersatellite electromagnetic interaction is a technical innovation and research hotspot in the field of spacecraft control. As a typical noncontact internal force, the intersatellite electromagnetic force produced by the interaction of the electromagnetic mechanisms on two spacecraft has many distinct advantages over the traditional thrusters, such as the consumption of renewable energy rather than propellant, no plume contamination, and continuous and reversible controllability, and thus shows broad application prospects [1]. However, due to the relative motions of spacecraft and electromagnetic characteristics, the electromagnetic docking dynamics is inherently highly nonlinear and strongly coupled [2]. Moreover, because of the effects of the Earth’s magnetic field, external perturbations, and imprecise modeling, there exist unknown external disturbances and model uncertainties that make it more difficult to realize superior docking performance [3–5].

The major applications of spacecraft relative motion control using electromagnetic interactions are to electromagnetic formation flight (EMFF), docking, on-orbit assembly [6], configuration restructuring [7], etc. All these applications involve electromagnet-based control and similar dynamics characteristics. Over the past decade, many researches have been conducted on EMFF [8–10], and their achievements can serve as a basis for the exploration of electromagnetic docking. However, the essential difference between EMFF and electromagnetic docking is the interaction distance between electromagnetic mechanisms, which leads to different dynamics models and control strategies. The relative distances among spacecraft in EMFF range from kilometers to hundreds of kilometers, but the relative distance between docking spacecraft is usually meter-sized. The exact
electromagnetic force model based on electromagnetic theory cannot be solved analytically, and numerical integrator methods must be employed, which makes it difficult to design the controller. Moreover, the required numerical integration is computationally costly, particularly for small relative distances. The far-field model [11, 12], derived from the exact model using Taylor expansion, has been widely used due to its simple form and inexpensive computation. However, the error of the far-field model increases rapidly with decreasing relative distance; the percent error of the far-field model is less than 10% only when the ratio of relative distance to coil radius is larger than 6-8 [13]. Thus, the far-field model is usually used in EMFF rather than docking. To obtain an analytical model of the force between two electromagnets over a small distance, [14–16] present the analytical equations for the forces between coaxial and noncoaxial thin coils, but the forms are complex. Therefore, an analytical electromagnetic force model which lends itself to electromagnetic docking control should be established beforehand.

Spacecraft electromagnetic docking is an important research interest that is a fundamental technology for some space missions [17–19]. And recent researches on electromagnetic docking mostly focus on microsatellites that are attractive to high-risk, multiagent, or simple space missions because of their low cost, light weight, and mass production. In [6], dockings were classified according to their docking velocity as ultrasoft docking, soft docking, and hard docking if their relative velocity at docking is less than 1 mm/s, less than 1 cm/s, and above 1 cm/s, respectively. Given the reusability and safety of spacecraft, soft docking with nonfrailgity is usually required [20, 21]. The magnet-based actuators are of three basic types: electromagnets, permanent magnets, and tethered electromagnets [22]. The permanent magnets usually provide a hard dock and are difficult to control but simple to implement. Tethered electromagnetic docking features tolerate failure but complexity in design. In EMFF, electromagnets, such as coils, are mainly used. Though the electromagnetic force decreases rapidly with increasing relative distance, high-temperature superconductors show effectiveness and high-temperature superconductors show promise in producing enough interaction for EMFF [9]. For microsatellite docking, due to the limited performance and close-range operation, using ordinary coils instead of superconductors may be feasible.

The existing researches on electromagnetic docking are mostly electromagnetic docking control methods and ground experiment tests [6]. However, there are still many issues to be solved. In practice, spacecraft electromagnetic docking is usually a trajectory tracking control problem and a high-risk operation at close range; thus, the robustness, high-precision control, and fast convergence rate are highly desirable [23]. Shi et al. proposed a disturbance observer-based controller with very good performance, which has been applied in spacecraft electromagnetic docking [24] and attitude control [25] in the presence of external disturbances and fault signals. Afterwards, the robust electromagnetic docking problem for spacecraft in the presence of multiple perturbations, e.g., external disturbances, fault signals, measurement errors, and input constraints, is investigated, and a novel intermediate observer was developed to estimate the relative motion information and the lumped disturbance [26]. It should be mentioned that the soft docking problem was not involved in [26], as no tracking trajectories were predefined during electromagnetic docking. Zhang et al. investigated a soft-docking controller in [27] with effective and satisfactory results, but the convergence time of system states is asymptotic, but not finite. Sliding mode control (SMC) is well known for its total insensitivity to both model uncertainties and external disturbances when the system states move on the sliding manifolds, which is the inherent strong robustness [28, 29]. In [30], the conventional linear sliding mode (LSM) control was used for underactuated electromagnetic docking in which each microsatellite was equipped with only one single coil, but the convergence of the system states to equilibrium point was also asymptotic. Meanwhile, as the system was underactuated, the attitudes of the two docking satellites were required to cooperate with each other to produce the desired intersatellite electromagnetic force. By designing a nonlinear sliding manifold, the terminal sliding mode (TSM) control was proposed and offers finite-time convergence and less steady-state errors [31]; however, there exist singularity problems. To avoid these singularity problems, a nonsingular terminal sliding mode (NTSM) controller which offers the advantages of LSM and TSM was presented for coupled spacecraft docking in [32]. In recent years, many controllers have been derived based on NTSM and have been used in many applications [33, 34]. However, there is only one linear term of the states in NTSM, which means NTSM controllers rapidly converge once the states approach the equilibrium and slowly converge once the states are far from the equilibrium. To further increase the convergence rate of NTSM, the fast-nonsingular terminal sliding mode (FNTSM) introduces both linear term and nonlinear term to design the sliding manifold, then the global fast convergence is guaranteed.

In this paper, a novel finite-time control scheme of electromagnetic docking is presented by combining the improved far-field model, a FNTSM controller, and a disturbance observer. The improved far-field model is proposed by introducing a multiplicative modification term into the far-field model, and the error of this improved model is restricted to a small and bounded range by the on-line self-adjusting of the modification term. Then, taking energy consumption as the index, the optimal direction of the magnetic moment is derived, and the calculation results indicate that such an optimal magnetic moment allocation can produce greater electromagnetic force with the existing input current amplitude. Furthermore, based on the improved far-field model and optimal magnetic moment allocation, a global fast nonsingular terminal sliding controller driven by an exponentially convergent disturbance observer for electromagnetic soft-docking is designed. It is chattering-free and possesses superior properties such as global fast finite-time convergence, no singularity, strong robustness, and high-precision control. Two scenarios are simulated to validate the effectiveness and merits of the developed control method. Finally, some conclusions are drawn.
2. Electromagnetic Docking Dynamics

2.1. Coordinate Systems and Transformations. For convenience, the definitions of coordinate systems and their relationships are given first, as illustrated in Figure 1. The frame \( O_{CM}x_{EC}y_{EC}z_{EC} \) is the orbital frame (abbreviated as the CM frame); its origin is located at the center of the mass of the spacecraft system (composed of Sat1 and Sat2). The frame \( O_{CM}x_{EC}y_{EC}z_{EC} \) is the electromagnetic force/torque calculation frame (abbreviated as the EC frame); its origin is located at the center of mass of the spacecraft system, the \( O_{CM}x_{EC} \) axis is aligned with the relative position vector from Sat1 to Sat2, the \( O_{CM}y_{EC} \) axis is located at the orbital plane of the center of mass of the spacecraft system and defined by requirements, and the \( O_{CM}z_{EC} \) axis completes the right-hand rule. The frame \( o_{1}x_{1CB}y_{1CB}z_{1CB} \) is the body frame (abbreviated as the Cb frame); its origin is located at the center of the coil of Sat1, the \( o_{1}x_{1CB} \) axis is aligned with the axial direction of the coil, and \( o_{1}y_{1CB} \) axis and \( o_{1}z_{1CB} \) axis are located in the plane of the coil. The other two body frames of the coils of Sat1 can be obtained through their orthogonal relations. The body frames of the three orthogonal coils on Sat2 are the same as those on Sat1.

The transformation matrix from the CM frame to the EM frame is given by

\[
T_{0EC}(\theta, \varphi) = \begin{bmatrix}
\cos \theta \cos \varphi & \cos \theta \sin \varphi & -\sin \theta \\
\sin \varphi & \cos \varphi & 0 \\
-\sin \theta \cos \varphi & -\sin \theta \sin \varphi & \cos \theta
\end{bmatrix},
\]

\[
\theta = -\arcsin \left( \frac{\rho}{\sqrt{\rho_{x}^{2} + \rho_{y}^{2} + \rho_{z}^{2}}} \right),
\]

\[
\varphi = \arctan \left( \frac{\rho_{y}}{\rho_{x}} \right),
\]

\[
\rho = r_{2} - r_{1} = [\rho_{x} \rho_{y} \rho_{z}]^{T}.
\]

where \( r_{1} \) and \( r_{2} \) are the position vectors of Sat1 and Sat2, respectively, in the CM frame.

The transformation matrices from the Cb frames of Sat1 and Sat2 to the EC frame are given by

\[
T_{1EC}(\alpha, \chi) = \begin{bmatrix}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha \cos \chi & \cos \alpha \cos \chi & -\sin \chi \\
\sin \alpha \sin \chi & \cos \alpha \sin \chi & \cos \chi
\end{bmatrix},
\]

\[
T_{2EC}(\beta, \delta) = \begin{bmatrix}
\cos \beta & -\sin \beta & 0 \\
\sin \beta \cos \delta & \cos \beta \cos \delta & -\sin \delta \\
\sin \beta \sin \delta & \cos \beta \sin \delta & \cos \delta
\end{bmatrix},
\]

where \( \alpha \) is the angle between the \( o_{1}x_{1CB} \) axis and the \( O_{CM}x_{EC} \) axis; \( \chi \) is the rotation angle of the \( o_{1}x_{1CB} \) axis about the \( O_{CM}x_{EC} \) axis; \( \beta \) and \( \delta \) are similar to \( \alpha \) and \( \chi \), respectively.

2.2. Electromagnetic Force Models and Error Analysis. Take two current loops of carrying currents \( i_{1} \) and \( i_{2} \), respectively, as shown in Figure 2,

where \( i_{1}d_{l1} \) and \( i_{2}d_{l2} \) are the vectors of current elements; \( a_{1} \) and \( a_{2} \) are the radius vectors pointing to \( i_{1}d_{l1} \) and \( i_{2}d_{l2} \), respectively; \( s \) is the vector from the center of loop 1 to \( i_{2}d_{l2} \); \( r \) is the vector from \( i_{1}d_{l1} \) to \( i_{2}d_{l2} \).

According to the theory of electromagnetics, the electromagnetic force exerted on loop 2 by loop 1 is given by

\[
F_{2} = \frac{\mu_{0}}{4\pi} \int \left( \frac{\rho \times d_{l1}}{|\rho|^{3}} \right) \times d_{l2},
\]

where \( \mu_{0} \) is the magnetic permeability of free space and is equal to \( 4\pi \times 10^{-7} \) T m/A.

Eq. (4) is the exact model of electromagnetic force and cannot be solved analytically because of a double integration calculation with the magnitude of \( r^{3} \) in the denominator; thus, a numerical integrator must be employed.

At a sufficient distance from two coils, each coil can be represented by a magnetic dipole. Using the Taylor series expansion to expand \( 1/r \) at \( r = s \), the far-field model [11] can be derived as

\[
F_{2} = K \left( \frac{\mu_{1} \times \mu_{2}}{d^{5}} \frac{\mu_{1} \times d}{d^{3}} + \frac{\mu_{2} \times d}{d^{3}} \right) - 5 \left( \frac{\mu_{1} \times d}{d^{3}} \right) \left( \frac{\mu_{1} \times d}{d^{3}} \right),
\]

\[
\mu_{i} = N_{i}iSn_{i}, \quad (i = 1, 2),
\]

\[
K = \frac{3\mu_{0}}{4\pi},
\]

where \( \mu_{1} \) and \( \mu_{2} \) are the magnetic moment vectors of the dipoles; \( d \) is the vector from the center of coil 1 to the center of coil 2; \( N_{1} \) and \( N_{2} \) are the numbers of turns of coil 1 and coil 2, respectively; \( S_{1} \) and \( S_{2} \) are the areas enclosed by the coils; \( n_{1} \) and \( n_{2} \) are the unit vectors along the axes of coil 1 and coil 2, respectively; \( K \) is a constant auxiliary parameter.

Equipping the coils on Sat1 and Sat2, two dipoles in the EC frame are shown in Figure 3.
The magnetic moment vectors can be given by
\[
\mathbf{\mu}_i = \begin{bmatrix} \mu_{ix} & \mu_{iy} & \mu_{iz} \end{bmatrix}^T = T_{E\text{C}}^{\text{CM}} \begin{bmatrix} \mu_i & 0 & 0 \end{bmatrix}^T, \quad (i = 1, 2). \tag{6}
\]

Substituting Eq. (6) into Eq. (5) yields two representations of the far-field model
\[
\begin{align*}
F_{2x} &= K \left( -2\mu_{ix}H_{2x} + \mu_{iy}H_{2y} + \mu_{iz}H_{2z} \right) / d^4, \\
F_{2y} &= K \left( \mu_{ix}H_{2y} + \mu_{iy}H_{2x} \right) / d^4, \\
F_{2z} &= K \left( \mu_{ix}H_{2z} + \mu_{iy}H_{2y} \right) / d^4,
\end{align*}
\tag{7}
\]
\[
\begin{align*}
F_{2x} &= K\mu_i\mu_2 \left( -2\cos\alpha\cos\beta + \cos(\delta - \chi)\sin\alpha\sin\beta \right) / d^4, \\
F_{2y} &= K\mu_i\mu_2 \left( \cos\alpha\beta\cos\delta + \sin\alpha\beta\cos\chi \right) / d^4, \\
F_{2z} &= K\mu_i\mu_2 \left( \cos\alpha\beta\sin\delta + \sin\alpha\beta\sin\chi \right) / d^4.
\end{align*}
\tag{8}
\]

Since the exact model is derived from electromagnetic theory, we regard its calculation results as the actual electromagnetic force. Define the percent error of the far-field model as
\[
e_{\text{far}} = \left( \frac{|F_{\text{far}}| - |F_{\text{exact}}|}{|F_{\text{exact}}|} \right) \times 100\%, \tag{9}
\]
where \(F_{\text{exact}}\) and \(F_{\text{far}}\) are the forces calculated by the exact model and the far-field model, respectively. Here, we use the double integral function "integral2" in MATLAB to calculate the exact electromagnetic force and compare its results with the calculation results of the far-field model.

When the axes of two coils are aligned \((\alpha = \beta = 0)\), the force is only on the \(O_{\text{CM}}X_{\text{EC}}\) axis, and as expected, the coils attract. Suppose the radii of the coils are 0.2 m, the currents are 1 A, the numbers of turns are 1000, and the calculation results for the relative distance in the exact model and in the far-field model are shown in Figure 4.

In Figure 4, the left side shows that the forces calculated by the far-field model increase rapidly with the decrease in relative distance; in contrast, the forces calculated by the exact model increase slowly. However, the forces are approximatively equal at far distances. The right side shows the percent error of the far-field model. The percent error is 9% at 1.5 m and up to 4500% at 0.1 m, and even infinity at 0 m (from Eq. (5) and Figure 4), which indicates hard docking or collision at the final phase of docking because of insufficient control. Thus, the relative distance has a strong influence on the error of the far-field model and cannot be ignored.

For the problem of model uncertainties, the general solution methods are robust control or disturbance observer-based control. Robust control, which is insensitive to model uncertainties, always comes at the expense of control accuracy and is not suitable for spacecraft docking because of the high-precision requirements. A disturbance observer that can estimate the model error and external disturbances usually has a lagging effect. When the relative distance decreases, the error of the far-field model increases rapidly, and thus, the tracking error of the disturbance observer will also increase (this is verified by simulations in Section 5). Thus, it is necessary to restrict the error of the far-field model to a slowly changing and bounded range, and then, the disturbance observer can be used more appropriately to estimate the model uncertainties to realize a high-precision model approach. In the next section, an improved far-field model is proposed by introducing a modification term to the far-field model.

2.3. Improved Far-Field Model. Eq. (9) may be written as
\[
|F_{\text{exact}}| = |F_{\text{far}}| / (1 + e_{\text{far}}) = |F_{\text{far}}| \times c, \tag{10}
\]
where \(c\) denotes the modification term of the far-field model.

Generally, the radii of coils and the numbers of turns are determined, and the influence of currents on electromagnetic forces is linear; that is to say, the currents have no effect on the error of the far-field model. The relative orientations of the coils have complex effects on the error of the far-field model. Such effects are tightly coupled with the radii of the coils and the relative distance; however, compared with the effects of relative distance, they are small. Thus, in order to modify the far-field model, an approximation is adopted to solve the modification term \(c\) about the relative distance parameter and make the term \(c\) a multiplicative factor to add to the far-field model.

The rotational function approximation has the advantages of simple form, a small amount of computation, etc. Considering the trend of the error curve and the complexity of the modification term, the following rational fraction is selected to approximate the percent error of the far-field model
\[
e_{\text{far}}(d) = 1 / \left( p_0 d^3 + p_1 d^2 + p_2 d + p_3 \right). \tag{11}
\]
There are four unknown parameters in Eq. (11), and four points on the error curve should be selected for interpolation. From Eq. (11), we have

\[
p_0 = \begin{bmatrix} d_1^3 & d_1^2 & d_1 & 1 \end{bmatrix}^{-1} \begin{bmatrix} 1/e_{\text{far}}(d_1) \\ 1/e_{\text{far}}(d_2) \\ 1/e_{\text{far}}(d_3) \\ 1/e_{\text{far}}(d_4) \end{bmatrix},
\]

(12)

Taking the electromagnetic force characteristics into account, we take \( d_1 = 0.05 \) m, \( d_2 = 0.08 \) m, \( d_3 = 0.15 \) m, and \( d_4 = 1.0 \) m. Assuming that the axes of the two coils are aligned, the error term can be calculated by Eq. (12) as

\[
e_{\text{far}}(d) = 1/(0.5407d^3 + 4.6483d^2 - 0.3155d + 0.0072),
\]

(13)

and the modification term can be presented as

\[
c(d) = 1/(1 + e_{\text{far}}(d)).
\]

(14)

After modification, at the relative distance from 0.05 m to 2 m, the calculation results and the percent error of the improved far-field model are shown in Figure 5.

As the figure shows, with the axes of the two coils aligned, modifying the far-field model by relative distance parameter only can reduce the percent error of the improved far-field model to within 5%. When the relative attitude angle of the two coils is small, but not zero, the percent error of the improved far-field model is shown in Figure 6.

When the relative attitude angle of the two coils is less than 10°, if the relative distance is more than 0.5 m, the percent error of the improved far-field model is within 5%, and if the relative distance is more than 0.1 m, the percent error is within 10%. Generally, at the final phase of docking, the relative attitude of the two satellites has been controlled to a small angle, and in this case, the improved far-field model is available.
It can be seen from the calculations and analysis above that compared with the far-field model, the model accuracy of the proposed improved far-field model is substantially higher. The error of the improved model, which can be regarded as a kind of unknown disturbance, is restricted to a limited and bounded range, and such error or disturbance can be estimated and compensated effectively by a disturbance observer. Moreover, in the improved far-field model, a modification term is introduced; this term is a function of relative distance, which implies that the far-field model can be corrected using the measurements of relative distance to realize on-line self-adjusting.

2.4. Translational Dynamics Model. Since the intersatellite electromagnetic forces change the motions of Sat1 and Sat2 simultaneously, the relative motion of Sat1 and Sat2 does not satisfy the C-W equations. However, the intersatellite electromagnetic forces which are the internal forces of a
spacecraft system have no impact on the motion of the center of mass of the spacecraft system; thus, the translational dynamics model can be established in the CM frame. It should be noted that spacecraft electromagnetic docking is a short-term operation at close range, so the relative motion has little influence on docking.

Assuming that the orbit of the center of mass of the spacecraft system is circular, the relative distance between Sat1 and Sat2 is meter-sized. In the CM frame, the translational dynamics model of electromagnetic docking based on the improved far-field model with respect to the center of mass of the spacecraft system can be expressed as

\[
\begin{align*}
\dot{\rho}_x &= 2\omega \rho_y - 3\omega^2 \rho_z = (1/m_1 + 1/m_2)(\epsilon_x + \epsilon_y) F_{2xO}^{\text{far}} + \Delta f_x, \\
\dot{\rho}_y &= 2\omega \rho_x - 3\omega^2 \rho_z = (1/m_1 + 1/m_2)(\epsilon_x + \epsilon_y) F_{2yO}^{\text{far}} + \Delta f_y, \\
\dot{\rho}_z &= \omega^2 \rho_z = (1/m_1 + 1/m_2)(\epsilon_x + \epsilon_y) F_{2zO}^{\text{far}} + \Delta f_z,
\end{align*}
\]

(15)

where \(\rho_x, \rho_y,\) and \(\rho_z\) are the relative position components; \(\omega\) denotes the orbit angular velocity; \(m_1\) and \(m_2\) denote the masses of Sat1 and Sat2, respectively; \(\Delta f_x, \Delta f_y,\) and \(\Delta f_z\) denote unknown disturbances; \(\epsilon_x, \epsilon_y,\) and \(\epsilon_z\) denote the modification terms; \(c_x, c_y,\) and \(c_z\) denote the multiplicative error coefficients of the improved far-field model; and \(F_{2xO}^{\text{far}}, F_{2yO}^{\text{far}},\) and \(F_{2zO}^{\text{far}}\) denote the electromagnetic forces on Sat2 calculated by the far-field model in the CM frame, whose relationships with actual electromagnetic forces \(F_{2xO}^{\text{exact}}\) can be expressed as

\[
F_{2xO}^{\text{exact}} = (c_x + \epsilon_i) F_{2xO}^{\text{far}}, \quad (i = x, y, z).
\]

(16)

The dynamics model can be further simplified as

\[
\begin{align*}
\dot{\rho}_x &= 2\omega \rho_y - 3\omega^2 \rho_z = (1/m_1 + 1/m_2) c_x F_{2xO}^{\text{far}} + D_x, \\
\dot{\rho}_y &= 2\omega \rho_x - 3\omega^2 \rho_z = (1/m_1 + 1/m_2) c_y F_{2yO}^{\text{far}} + D_y, \\
\dot{\rho}_z &= \omega^2 \rho_z = (1/m_1 + 1/m_2) c_z F_{2zO}^{\text{far}} + D_z,
\end{align*}
\]

(17)

where \(D_x, D_y,\) and \(D_z\) are the lumped disturbances consisting of the model uncertainties and unknown external disturbances and can be expressed as

\[
D_i = (1/m_1 + 1/m_2) \epsilon_i F_{2iO}^{\text{far}} + \Delta f_i, \quad (i = x, y, z).
\]

(18)

Since the electromagnetic forces are calculated in the EC frame and exerted on dynamics in the CM frame, the coordinate transformation should be applied as

\[
F_O = \begin{bmatrix} F_{xO} & F_{yO} & F_{zO} \end{bmatrix}^T = T_{EC}^{\text{CT}} \begin{bmatrix} F_{xEC} & F_{yEC} & F_{zEC} \end{bmatrix} = T_{EC}^{\text{CT}} F_{EC}.
\]

(19)

3. Analysis of Three-Dimensional Magnetic Moment Allocation

The directions of electromagnetic forces are determined as the relative position and orientation of two coils are fixed. Using EMFF as a reference, to obtain the forces and torques in arbitrary directions, each spacecraft is equipped with three orthogonal coils. Assuming that the attitude is controlled to the desired state by flywheels during the docking process, only the three components of the control force should be considered. That is, if Sat2 is equipped with three orthogonal coils, equipping Sat1 with a single coil is enough to produce arbitrary electromagnetic force. Thus, it is necessary to determine the optimal direction in which the axis of the single coil on Sat1 should point. The problem of determining the axis pointing direction of the coil is equivalent to the problem of how to distribute the magnetic moment produced by the coil. Thus, in this section, the magnetic moment allocation law is derived with the constraint of desired forces and the index of energy consumption.

According to the first expression in Eq. (7), the coefficient before \(\mu_{1z}\) is -2, and we speculate that the magnetic moment on the \(x\)-axis has a greater contribution to electromagnetic forces. Thus, in the three-dimensional scenario, two cases will be discussed to analyze how to distribute the magnetic moments of Sat1 on three axes to minimize energy consumption. In the first case, the magnetic moments are distributed on the \(x\)-axis only; and in the second case, the magnetic moments are distributed on the \(x\)-axis, \(y\)-axis, and \(z\)-axis.

Case 1. The magnetic moments are distributed only on the \(x\)-axis (\(\mu_{1x} \neq 0, \mu_{1y} = \mu_{1z} = 0\)).

In this case, the electromagnetic force formulas can be expressed as

\[
\begin{align*}
F_x &= -2K \mu_{1x} \mu_{2x}/d^4, \\
F_y &= K \mu_{1x} \mu_{2y}/d^4, \\
F_z &= K \mu_{1x} \mu_{2z}/d^4.
\end{align*}
\]

(20)

If the parameters of the coils on Sat1 and Sat2 are all the same, the energy consumption of the coils is equivalent to the magnitudes of the magnetic moments. Assuming that \(F_x, F_y,\) and \(F_z\) are the components of the desired force, and the magnetic moment components of Sat2 are derived as

\[
\begin{align*}
\mu_{2x} &= -d^2 F_x/(2K \mu_{1x}), \\
\mu_{2y} &= d^2 F_y/(K \mu_{1x}), \\
\mu_{2z} &= d^2 F_z/(K \mu_{1x}).
\end{align*}
\]

(21)

Then, the sum of the squares of the components is

\[
Q_1 = \mu_{2x}^2 + \mu_{2y}^2 + \mu_{2z}^2 = \frac{d^8}{K^2} \cdot \frac{F_x^2 + 4F_y^2 + 4F_z^2}{4\mu_{1x}^2}.
\]

(22)
Case 2. The magnetic moments are distributed on the x-axis, y-axis, and z-axis.

In this case, the electromagnetic force formulas can be expressed as

\[
\begin{align*}
F_x &= K\left(-2(\mu_{1z}x_2 + \mu_{1y}y_2 + \mu_{1z}x_2)\right)/d^4, \\
F_y &= K\left(\mu_{1z}x_2 + \mu_{1y}y_2\right)/d^4, \\
F_z &= K(\mu_{1z}x_2 + \mu_{1z}x_2)/d^4.
\end{align*}
\]

The magnetic moment components of Sat2 are derived as

\[
\begin{align*}
\mu_{2x} &= \frac{d^4\left(-\mu_{1z}x_2 + \mu_{1x}x_2\mu_{1j}y_2 + \mu_{1x}x_2\mu_{1j}z_2\right)}{K(2(\mu_{1z}x_2 + \mu_{1x}x_2\mu_{1j}y_2 + \mu_{1x}x_2\mu_{1j}z_2))}, \\
\mu_{2y} &= \frac{d^4\left[\mu_{1x}x_2\mu_{1j}y_2x_2 + (2\mu_{1j}x_2 + \mu_{1j}z_2)F_y - \mu_{1y}x_2\mu_{1j}z_2\right]}{K(2(\mu_{1x}x_2 + \mu_{1x}x_2\mu_{1j}y_2 + \mu_{1x}x_2\mu_{1j}z_2))}, \\
\mu_{2z} &= \frac{d^4\left[\mu_{1x}x_2\mu_{1j}z_2x_2 - \mu_{1y}x_2\mu_{1j}z_2\mu_{1j}z_2 + (2\mu_{1j}x_2 + \mu_{1j}z_2)F_z\right]}{K(2(\mu_{1x}x_2 + \mu_{1x}x_2\mu_{1j}y_2 + \mu_{1x}x_2\mu_{1j}z_2))}.
\end{align*}
\]

Then, the sum of the squares of the components is

\[
Q_2 = \mu_{2x}^2 + \mu_{2y}^2 + \mu_{2z}^2 = \frac{d^8}{K^2} \cdot \frac{n}{\mu_{1z}^2\left(2\mu_{1x}^2 + \mu_{1y}^2 + \mu_{1z}^2\right)^2},
\]

where \(n\) is derived as

\[
n = \left(-\mu_{1z}x_2 + \mu_{1x}x_2\mu_{1j}y_2 + \mu_{1x}x_2\mu_{1j}z_2\right)^2 \\
+ \left[\mu_{1x}x_2\mu_{1j}y_2x_2 + (2\mu_{1j}x_2 + \mu_{1j}z_2)F_y - \mu_{1y}x_2\mu_{1j}z_2\right]^2 \\
+ \left[\mu_{1x}x_2\mu_{1j}z_2x_2 - \mu_{1y}x_2\mu_{1j}z_2\mu_{1j}z_2 + (2\mu_{1j}x_2 + \mu_{1j}z_2)F_z\right]^2.
\]

Dividing Eq. (25) by Eq. (22) yields

\[
\frac{Q_2}{Q_1} = 1 + \frac{m}{F_x^2 + 4\left(F_y^2 + F_z^2\right)\mu_{1x}^2\left(2\mu_{1x}^2 + \mu_{1y}^2 + \mu_{1z}^2\right)^2},
\]

where \(m\) is defined as

\[
m = 4\mu_{1z}^2\mu_{1x}^2\left[F_x^2 + 4\left(F_y^2 + F_z^2\right)\mu_{1x}^2\left(2\mu_{1x}^2 + \mu_{1y}^2 + \mu_{1z}^2\right)^2\right].
\]

Therefore, we can compare the sizes of \(Q_2\) and \(Q_1\) by the sign of \(m\). When the magnetic moment components in Case 2 are all distributed to the x-axis, as in Case 1, then

\[
\mu_{1x}^2 = \mu_{1x}^2 + \mu_{1z}^2 + 2\mu_{1x}^2\left|\mu_{1y}\right| + 2\left|\mu_{1y}\right| \mu_{1z}^2,
\]

thus,

\[
\mu_{1x}^2 = \mu_{1x}^2 + \mu_{1z}^2 + 2\mu_{1x}^2\left|\mu_{1y}\right| + 2\left|\mu_{1y}\right| \mu_{1z}^2.
\]

Substituting Eq. (26) and Eq. (29) into Eq. (28) and making the terms whose signs are uncertain strictly negative, then based on mean value inequality, \(m\) is derived as

\[
m \geq F_x^2\mu_{1z}^2\left(3\mu_{1j}y_2^2 + 6\mu_{1x}^2\mu_{1j}y_2^2 + 3\mu_{1j}y_2^2 + 3\mu_{1y}^2\right) + 4\mu_{1j}y_2^2 + 6\mu_{1x}^2\mu_{1j}y_2^2 + 3\mu_{1y}^2\mu_{1j}y_2^2 + 3\mu_{1z}^2\mu_{1j}y_2^2
\]

\[
+ \left(28\mu_{1x}^2 + 4\mu_{1j}y_2^2\right) + \left|\mu_{1x}^2 + \mu_{1z}^2\left(28\mu_{1x}^2 + 4\mu_{1j}y_2^2\right)\right| + \left|\mu_{1x}^2 + \mu_{1z}^2\left(28\mu_{1x}^2 + 4\mu_{1j}y_2^2\right)\right| + \left|\mu_{1x}^2 + \mu_{1z}^2\left(28\mu_{1x}^2 + 4\mu_{1j}y_2^2\right)\right| > 0.
\]

According to Eq. (30), if \(\mu_{1y} = \mu_{1z} = 0\), then \(m = 0\) results in \(Q_2 = Q_1\), which means the energy consumption of Sat1 in Case 1 is equal to its energy consumption in Case 2. If \(\mu_{1y} = 0\), then \(m\) has a similar form, which can be determined from the expressions of the far-field model on the y-axis and the z-axis. Thus, if the pointing direction of the magnetic moment of Sat2 is not along the x-axis, then \(m > 0\), which means

\[
\frac{Q_2}{Q_1} > 1.
\]

In conclusion, when the desired forces are satisfied, if the magnetic moment of Sat1 points to Sat2, the energy consumption of Sat2 will be minimized. Thus, the numerical simulations in Section 5 will follow this law.

To further validate the derivation results above for different desired forces, the energy consumption of Sat2 is calculated at different magnetic moment allocations of Sat1. First, note that the expressions of the far-field model on the y-axis and the z-axis are the same. Then, according to the definition of the EC frame, the y-axis and the z-axis do not have unique definitions and may be defined differently according to the actual situation. Therefore, arbitrary desired forces can be described in the EC frame by the components of the x-axis and the y-axis or the x-axis and the z-axis; that is, it is reasonable to demonstrate the derivation results in two dimensions. Assume that the magnitude of the magnetic moment of Sat1 is a constant equal to 5000 \(\muT\), which is distributed on the x-axis and the y-axis. The following figures show the energy consumption of Sat2 relative to the different magnetic moment allocations of Sat1 at four different desired forces.
The figures on the left are the three-dimensional calculation results, and the figures in the middle and on the right are the elevation views and side views, respectively.

Figure 7 shows the calculation results when the desired force is on the $x$-axis. When the magnetic moments of Sat1 are all distributed to the $x$-axis, the value $Q$ is lowest,
which means that the energy consumption of Sat1 is lowest. The greatest value $Q$ is produced not when the magnetic moments of Sat1 are all distributed to the $y$-axis but rather when the magnetic moments are distributed to both the $x$-axis and the $y$-axis. The conclusions shown in Figures 8 and 9 are the same as in Figure 7. However, as shown in Figure 10, when the desired force is on the $y$-axis and the magnetic moments of Sat1 are distributed to the $x$-axis or the $y$-axis, the value of $Q$ is the lowest. Thus, if the magnetic moment of Sat1 points to Sat2, it can be guaranteed that the energy consumption of Sat2 is the lowest for arbitrary desired forces.

According to the derivation and the verification results above, two conclusions can be drawn: (1) when the magnetic moments of Sat1 and Sat2 satisfy the desired forces, the direction in which the magnetic moment of Sat1 points impacts the energy consumption of Sat2, and in particular, the lowest energy consumption of Sat2 occurs when the magnetic moment of Sat1 points to Sat2; (2) from another point of view, when the magnetic moment of Sat1 points to Sat2, a larger force can be produced when the constraints of the currents of Sat2 are considered.

4. Electromagnetic Docking Control Scheme

4.1. Control Objective. According to the derivation of magnetic moment allocation, assume Sat1 is equipped with a single coil along the docking axis and Sat2 is equipped with three orthogonal coils. Generally, in EMFF, three orthogonal coils are configured with their centroids coinciding. However, in electromagnetic docking, there are greater electromagnetic forces when the dominant docking coil is configured in the form of offset along the docking axis. Here, we assume that the magnitude of the offset along the docking axis is equal to the radius of the coil; thus, the coils of Sat1 and Sat2 are configured as shown in the Figure 11.

As the figure shows, the left coil is coil 1, and the right coils are coil 2, coil 3, and coil 4, respectively. Assume that the magnetic moment of Sat1 is a constant that points to Sat2 and that the magnitudes and directions of the electromagnetic forces are controlled by adjusting the currents on each coil of Sat2.

The transformation matrices from the Cb frames of coil 1 and coil 2 to the EC frame are given in Eq. (2) and Eq. (3), respectively. According to the orthogonal relation, the transformation matrices from the Cb frames of coil 3 and coil 4 to the EC frame are derived as

$$
T_{1CB}^{EC} = T_{2CB}^{EC}M_4(-\pi/2),
$$

$$
T_{2CB}^{EC} = T_{1CB}^{EC}M_2(\pi/2).
$$

where $M_i(\cdot)$ and $M_j(\cdot)$ are the unit transformation matrices.

The magnetic moment vectors produced by coil 1, coil 2, coil 3, and coil 4 at their Cb frames are expressed as

$$
\mathbf{\mu}_{iCB} = [\mu_i \quad 0 \quad 0]^T, \quad (i = 1, \ 2, \ 3, \ 4),
$$

By controlling the independent currents of the orthogonal coils on Sat2, a composed magnetic moment can be generated. Thus, in the EC frame, the magnetic moment vectors of Sat1 and Sat2 can be expressed as

$$
\begin{align*}
\mathbf{\mu}_1 &= T_{1CB}^{EC}\mathbf{\mu}_{1CB}, \\
\mathbf{\mu}_2 &= T_{2CB}^{EC}\mathbf{\mu}_{2CB} + T_{3CB}^{EC}\mathbf{\mu}_{3CB} + T_{4CB}^{EC}\mathbf{\mu}_{4CB}.
\end{align*}
$$

Substituting these two expressions into the improved far-field model yields the electromagnetic force on Sat2:

$$
\frac{\partial F_{2EC}}{\partial \mathbf{\mu}_1} = \frac{3\mu_0\mu_1}{4\pi} A C \frac{\partial F_{2EC}}{\partial \mathbf{\mu}_2} = \frac{3\mu_0\mu_1}{4\pi} A
$$

where

$$
A = \begin{bmatrix}
c_x d^{-4} & 0 & 0 \\
0 & c_y (d + a)^{-4} & 0 \\
0 & 0 & c_z (d + a)^{-4}
\end{bmatrix},
$$

FIGURE 11: Configurations of the coils on Sat1 and Sat2 in the EC frame.
\[
\begin{align*}
c_{11} &= -2\cos\alpha\cos\beta + \sin\alpha\sin\beta\cos(\delta - \chi), \\
c_{12} &= 2\cos\alpha\sin\beta + \sin\alpha\cos\beta\cos(\delta - \chi), \\
c_{13} &= -\sin\alpha\sin(\delta - \chi), \\
c_{21} &= \cos\alpha\sin\delta + \sin\alpha\cos\delta, \\
c_{22} &= \cos\alpha\cos\delta - \sin\alpha\sin\delta, \\
c_{23} &= -\cos\alpha\sin\delta, \\
c_{31} &= \cos\alpha\sin\delta + \sin\alpha\cos\delta, \\
c_{32} &= \cos\alpha\cos\delta - \sin\alpha\sin\delta, \\
c_{33} &= \cos\alpha\delta.
\end{align*}
\]

In Eq. (35), coil radius \( a \neq 0 \), \( c_x, c_y \), and \( c_z \) are the modification terms of the improved far-field model and not equal to zero; during docking, relative distance \( d \neq 0 \) and \( \mu_i \neq 0 \), so \( \det A \neq 0 \); moreover, it can be calculated that \( \det C = -2 \neq 0 \) when the magnetic moment vector of Sat1 points to Sat2. Thus, according to the desired electromagnetic force, the desired magnetic moment vector of Sat2 can be solved as

\[
\mu = \begin{bmatrix}
\mu_2 \\
\mu_3 \\
\mu_4
\end{bmatrix} = \frac{4\pi}{3\mu_0\mu_1}C^{-1}A^{-1}\begin{bmatrix}
F_{2\text{EC}} \\
F_{2\text{yEC}} \\
F_{2\text{zEC}}
\end{bmatrix}.
\]

The translational dynamics model of electromagnetic docking can be rewritten as

\[
\ddot{\rho} = f(\rho, \dot{\rho}) + g(\rho)U + D,
\]

where

\[
d = \left(\rho_x^2 + \rho_y^2 + \rho_z^2\right)^{1/2},
\]

\[
f(\rho, \dot{\rho}) = \begin{bmatrix}
2\omega\rho_y + 3\omega^2\rho_x - 2\omega\dot{\rho}_x - \omega^2\rho_x \\
2\omega\rho_x - 3\omega^2\rho_y + 2\omega\dot{\rho}_y - \omega^2\rho_y
\end{bmatrix}^T,
\]

\[
g(\rho) = \begin{bmatrix}
\frac{3\mu_0\mu_1}{4\pi} (1/m_1 + 1/m_2)\mathbf{T}^{\text{EC}}_0C
\end{bmatrix},
\]

\[
U = \begin{bmatrix}
\mu_2 & \mu_3 & \mu_4
\end{bmatrix}^T,
\]

\[
D = \begin{bmatrix}
D_x & D_y & D_z
\end{bmatrix}^T.
\]

It should be noted that the actual control variables are the currents on the coils of Sat2. Since the turns and radii of the coils are fixed, the magnetic moments are equivalent to the currents. Thus, the magnetic moment components of Sat2 are chosen as the control variables.

According to the dynamics model described by Eq. (39), the control objectives are expressed as

\[
\rho(t) \rightarrow \rho_d(t), \quad \dot{\rho}(t) \rightarrow \dot{\rho}_d(t),
\]

where \( \rho_d(t) \) and \( \dot{\rho}_d(t) \) are the desired relative position and velocity vectors, respectively.

The tracking errors are defined as

\[
e = \rho(t) - \rho_d(t), \quad \dot{e} = \dot{\rho}(t) - \dot{\rho}_d(t).
\]

The goal of spacecraft electromagnetic docking control is to design a control scheme that guarantees that tracking errors converge to zero in finite time and that is robust to model uncertainties and external disturbances.

4.2. Disturbance Observer Design. Since model uncertainties and unknown external disturbances have an adverse impact on docking control performance, robustness and high-precision control are required. Using a disturbance observer, disturbance information can be captured to compensate for the dynamics model, so that the control system is guaranteed to have an anti-interference capability. Furthermore, to realize docking perfectly, fast convergence and high-precision tracking are crucial for the disturbance observer. Thus, based on dynamics characteristics, a disturbance observer with an exponential convergence rate is designed for electromagnetic docking.

Eq. (39) can be rewritten as

\[
D = \ddot{\rho} - f(\rho, \dot{\rho}) - g(\rho)U.
\]

The main idea of the disturbance observer design is to modify the disturbance estimates by the differences between estimated outputs and actual outputs. Thus, the disturbance observer is designed as

\[
\dot{\hat{D}} = K\hat{D} = K(\hat{D} - \hat{D}) = -K\hat{D} + K(\ddot{\rho} - f(\rho, \dot{\rho}) - g(\rho)U),
\]

\[
K = \text{diag} (K_x, K_y, K_z),
\]

where \( \hat{D} \) denotes the disturbance estimates; \( K_x, K_y, \) and \( K_z \) are positive constants; \( \hat{D} \) denotes the disturbance estimate error.

To avoid using high-order differential information of state variables, an auxiliary variable is defined as

\[
V = \hat{D} - K\dot{\rho}.
\]

Thus,

\[
V = \hat{D} - K\dot{\rho} = -K\hat{D} + K(-f(\rho, \dot{\rho}) - g(\rho)U).
\]

Then, the disturbance observer is rewritten as

\[
\begin{cases}
\dot{V} = -K\hat{D} + K(-f(\rho, \dot{\rho}) - g(\rho)U), \\
\hat{D} = V + K\dot{\rho}.
\end{cases}
\]

For constant disturbance or slowly time-varying disturbance, assuming \( \hat{D} = 0 \) yields

\[
\hat{D} = \hat{D} - \hat{D} = -V - K\dot{\rho}.
\]
Further derivation yields
\[
\dot{\mathbf{D}} = -\mathbf{V} - \mathbf{K} \dot{\mathbf{p}} = - (\mathbf{K} \dot{\mathbf{D}} + \mathbf{K} (\mathbf{f}(\mathbf{p}, \dot{\mathbf{p}}) - \mathbf{g}(\mathbf{p}) \mathbf{U})) - \mathbf{K} \dot{\mathbf{p}} \\
= \mathbf{K} (\mathbf{f}(\mathbf{p}, \dot{\mathbf{p}}) - \mathbf{g}(\mathbf{p}) \mathbf{U}) + \mathbf{D} = \mathbf{K} (\mathbf{D} + \mathbf{\dot{D}}) = -\mathbf{K} \mathbf{\dot{D}}.
\]
Thus,
\[
\dot{\mathbf{D}} + \mathbf{K} \mathbf{\dot{D}} = 0.
\]
The solution of this equation is
\[
\mathbf{D}(t) = \mathbf{K} \mathbf{\dot{D}}(0) = \text{diag}(\mathbf{e}^{-K_1 t}, \mathbf{e}^{-K_2 t}, \mathbf{e}^{-K_3 t}) \mathbf{\dot{D}}(0),
\]
where \(K_\alpha\) is a diagonal matrix. Because \(\dot{\mathbf{D}}(0)\) is a constant vector determined by the initial time, the designed disturbance observer converges exponentially, and the convergence accuracy is determined by \(K\). When the interaction period is 0.2 \(s\) and \(K_\alpha = K_\beta = K_\gamma = 5\), this disturbance observer can reduce the disturbance tracking error to 13% in two interactions and to 1% in four interactions. Thus, for slowly time-varying external disturbances and continuous bounded model uncertainties, this disturbance observer has superior tracking performance.

4.3. FNTSM-Based Electromagnetic Docking Controller Design. Compared with other conventional control methods, SMC is a special kind of nonlinear control. The striking feature of SMC is its total insensitivity to system uncertainties and external disturbances. However, in conventional SMC, the sliding manifold is linear and the convergence of system states to the equilibrium point is asymptotic but not in finite time. TSM and NTSM introduce nonlinear terms to design the sliding manifolds and offer system properties such as finite-time convergence and less steady-state errors. This paper presents a disturbance observer-based FNTSM controller for spacecraft electromagnetic docking. In this controller, global fast finite-time convergence is guaranteed, the singularity problem is avoided, a disturbance observer is adopted to estimate the model uncertainties and external disturbances, and a power reaching law is used to diminish the chattering.

The FNTSM manifold is designed as
\[
s = \mathbf{e} + C_1 \mathbf{e}^r + C_2 \mathbf{e}^{p/q}, \tag{52}
\]
where \(C_1 \in \mathbb{R}^{3 \times 3}\) and \(C_2 \in \mathbb{R}^{3 \times 3}\) are diagonal matrices with positive elements; \(r\) is a constant greater than 1; \(p\) and \(q\) are positive odd numbers satisfying \(q < p < 2q\); \(\mathbf{e}^r\) and \(\mathbf{e}^{p/q}\) are column vectors defined as \(\mathbf{e}^r = [\mathbf{e}_x^r, \mathbf{e}_y^r, \mathbf{e}_z^r]^T\) and \(\mathbf{e}^{p/q} = [\mathbf{e}_x^{p/q}, \mathbf{e}_y^{p/q}, \mathbf{e}_z^{p/q}]^T\), respectively.

For convenient analysis, taking the scalar sliding manifold \(s = 0\) in Eq. (52) yields
\[
c_2 \mathbf{e}^{p/q} = -e - c_1 \mathbf{e}^r. \tag{53}
\]

It is obvious that the convergence rate is governed by the linear term \(-e\) near the equilibrium point and by the nonlinear term \(-c_1 \mathbf{e}^r\) far from the equilibrium point, which guarantees global fast convergence.

To demonstrate the merits of FNTSM, the convergence rates of LSM and NTSM are compared.

\[
\text{LSM} : c_2 \mathbf{e} = -e, \tag{54}
\]
\[
\text{NTSM} : c_2 \mathbf{e}^{p/q} = -e. \tag{55}
\]

The solutions of these two expressions are
\[
\mathbf{e}_{\text{LSM}}(t) = \mathbf{e}_{\text{LSM}}(0) \exp(-c_1^{-1} t), \tag{56}
\]
\[
\mathbf{e}_{\text{NTSM}}(t) = \left(\mathbf{e}_{\text{NTSM}}(0) \mathbf{1}^{-q/p} - (p - q)/\left(2c_1^2\right) \cdot t\right)^{1-q/p}. \tag{57}
\]

In Eq. (56), letting \(\mathbf{e}_{\text{LSM}}(t) = 0\) yields \(t \longrightarrow \infty\).

In Eq. (57), letting \(\mathbf{e}_{\text{NTSM}}(t) = 0\) yields \(t = \mathbf{e}_{\text{NTSM}}(0) \mathbf{1}^{-q/p} pc_1^2 T / (p - q)\).

Thus, the NTSM is a finite-time convergent, and the LSM is asymptotic convergent. Comparing Eq. (53) to Eq. (55), the FNTSM introduces a nonlinear term \(-c_1 \mathbf{e}^r\), which results in faster convergence than that of the NTSM. Comparing Eq. (53) to Eq. (54), the number of the parameters of the FNTSM is more than that of the LSM, such as \(p\) and \(q\); thus, the convergence rate of the FNTSM can be adjusted more flexibly, and the FNTSM can converge to equilibrium point in finite time while the LSM cannot.

Thus, we choose the expression in Eq. (52) as the sliding manifold. Differentiating this sliding manifold \(s\) yields
\[
\dot{s} = \dot{\mathbf{e}} + rC_1 \mathbf{diag}(\mathbf{e}^{-1}) \mathbf{e} + \frac{p}{q} C_2 \mathbf{diag}(\mathbf{e}^{p/q}) \mathbf{e}. \tag{58}
\]

According to the docking dynamics model and the disturbance observer, the FNTSM controller is designed as
\[
\mathbf{U} = \mathbf{g}(\mathbf{p})^{-1} \left( -\mathbf{f}(\mathbf{p}, \dot{\mathbf{p}}) - \mathbf{\tilde{D}} + \tilde{p}_d \right) - \frac{q}{p} C_2^{-1} \mathbf{diag}(\mathbf{e}^{2p/q}) \cdot \left( I_3 + rC_1 \mathbf{e}^{-1} - \eta \ \text{sgn} (s) - \theta \ \text{diag} (|s|^T) \ \text{sgn} (s) \right), \tag{59}
\]

where \(I_3 \in \mathbb{R}^{3 \times 3}\) denotes the unit column vector; \(\eta > 0\), \(\theta > 0\), and \(0 < \tau < 1\); \(|s|^T\) denotes \([s_x]^T, [s_y]^T, [s_z]^T]^T\), and \(\text{sgn} (s)\) denotes the sign function.

Consider the following Lyapunov function
\[
V = \frac{1}{2} s^T s + \frac{1}{2} \tilde{D}^T \tilde{D}. \tag{60}
\]

Differentiating this expression yields
\[
\dot{V} = s^T \dot{s} + \tilde{D}^T \dot{\tilde{D}}. \tag{61}
\]
Substituting Eq. (58) and Eq. (50) into this expression yields

\[ \dot{V} = s^T \left( \dot{e} + rC_1 \text{diag}\left( e^{(q-1)} \right) \dot{e} + \frac{p}{q} C_2 \text{diag}\left( e^{(q-1)} \right) \dot{e} \right) - \tilde{D}^T \tilde{K} D. \quad (62) \]

Substituting Eq. (39) and Eq. (59) into this expression yields

\[ \dot{V} = s^T \left( \dot{e} + rC_1 \text{diag}\left( e^{(q-1)} \right) \dot{e} + \frac{p}{q} C_2 \text{diag}\left( e^{(q-1)} \right) \dot{e} - \tilde{D}^T \tilde{K} D \right. \\
\left. \quad - \tilde{D}^T \tilde{K} D = s^T \left( \frac{p}{q} C_2 \text{diag}\left( e^{(q-1)} \right) \left( \tilde{D} - \eta \text{sgn}(s) - \delta \text{diag}(|s|^r) \text{sgn}(s) \right) \right) \right) \]

\[ - \tilde{D}^T \tilde{K} D. \quad (63) \]

According to the definitions of the parameters in this expression, \( p/q - 1 = (p - q)/q > 0 \) and the numerator \( (p - q) \) is an even number; thus, whatever the sign of \( \dot{e} \) is, we have \( e^{(q-1)} > 0 \).

When \( s = 0 \), we have

\[ \dot{V} = -\tilde{D}^T \tilde{K} \tilde{D} \leq 0. \quad (64) \]

In this case, the system states are on the sliding manifold \( s = 0 \), and the states converge according to the designed sliding manifold.

When \( \dot{D} = 0 \), we have

\[ \dot{V} = s^T \left( \frac{p}{q} C_2 \text{diag}\left( e^{(q-1)} \right) \left( \tilde{D} - \eta \text{sgn}(s) - \delta \text{diag}(|s|^r) \text{sgn}(s) \right) \right) \]

\[ < -\frac{p}{q} |s|^r C_2 \text{diag}\left( e^{(q-1)} \right) |s|^r < 0. \quad (65) \]

In this case, the system can be regarded as the FNTSM control without external disturbances, and the states will converge to the sliding manifold \( s = 0 \) according to the reaching law.

Further derivation of Eq. (63) yields

\[ \dot{V} = s^T \left( \frac{p}{q} C_2 \text{diag}\left( e^{(q-1)} \right) \left( \tilde{D} - \eta \text{sgn}(s) - \delta \text{diag}(|s|^r) \text{sgn}(s) \right) \right) - \tilde{D}^T \tilde{K} D = \frac{p}{q} s^T C_2 \text{diag}\left( e^{(q-1)} \right) \left( \tilde{D} - \eta \text{sgn}(s) \right) \]

\[ - \frac{p}{q} |s|^r C_2 \text{diag}\left( e^{(q-1)} \right) |s|^r - \tilde{D}^T \tilde{K} D \]

\[ \leq \frac{p}{q} |s|^r C_2 \text{diag}\left( e^{(q-1)} \right) \left( |\tilde{D}| - \eta I_3 - \delta |s|^r \right) \text{sgn}(s) \quad (66) \]

\[ - \tilde{D}^T \tilde{K} D = \frac{p}{q} |s|^r C_2 \text{diag}\left( e^{(q-1)} \right) \left( |\tilde{D}| - \eta I_3 - \delta |s|^r \right) - \tilde{D}^T \tilde{K} D. \]

### Table 1: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>Sat1: 2000 kg; Sat2: 50 kg</td>
</tr>
<tr>
<td>Magnetic moment of Sat1</td>
<td>500π A·m²</td>
</tr>
<tr>
<td>Current amplitude of Sat2</td>
<td>10 A</td>
</tr>
<tr>
<td>Number of turns</td>
<td>500</td>
</tr>
<tr>
<td>Orbit</td>
<td>500 km, circle orbit</td>
</tr>
<tr>
<td>Direction of docking</td>
<td>Along the velocity of the center of the system</td>
</tr>
<tr>
<td>Control cycle</td>
<td>0.2 s</td>
</tr>
<tr>
<td>Initial relative position</td>
<td>[0.05, 2.00, -0.05] T m</td>
</tr>
<tr>
<td>Initial relative velocity</td>
<td>[-0.004, -0.001, 0.005] T m/s</td>
</tr>
<tr>
<td>External disturbances</td>
<td>x-axis: 10⁻⁴cos(0.05 t) m/s²</td>
</tr>
<tr>
<td>Controller parameters</td>
<td>y-axis: 2 × 10⁻⁴cos(0.05 t) m/s²</td>
</tr>
<tr>
<td></td>
<td>z-axis: -2 × 10⁻⁴sin(0.05 t) m/s²</td>
</tr>
<tr>
<td>K</td>
<td>5 = diag (5, 5, 5)</td>
</tr>
<tr>
<td>p/q</td>
<td>5/3; r = 5/3</td>
</tr>
<tr>
<td>θ</td>
<td>0.05; τ = 0.8</td>
</tr>
</tbody>
</table>

The sign of this expression is determined by the term \(|\tilde{D}| - \eta I_3 - \delta |s|^r \). Suppose the initial estimation error of the disturbance observer \( \tilde{D} = D(0) \) and \( \tilde{D} \) converges to zero exponentially, as in Eq. (51). We take \( \eta \) as a positive constant greater than the largest element in \( |\tilde{D}(0)| \). Thus, we have

\[ \dot{V} \leq -\frac{p}{q} |s|^r C_2 \text{diag}\left( e^{(q-1)} \right) |s|^r - \tilde{D}^T \tilde{K} D \leq 0. \quad (67) \]

Therefore, the system is stable.

#### 4.4. Docking Trajectory.

To take the controllability of the system into account and avoid excessive control gains, pre-designing a time-driven desired trajectory to provide docking guidance may be advisable.

In this paper, the desired trajectory is designed by the expressions in Eq. (68). The advantage of this kind of trajectory is the nonlinear relationship between relative distance and relative velocity, which accords with the characteristics of the electromagnetic force. To increase docking efficiency and reduce time consumption, the docking trajectory designed in this paper has three phases: the acceleration phase, the deceleration phase, and the constant velocity phase. These phases are defined as follows:

\[
\begin{cases}
(\dot{\rho}_1 - \dot{\rho}_0)/(\rho_1 - \rho_0) \cdot (\rho_d - \rho_0) + \dot{\rho}_0, & \rho_d > \rho_1 \\
(\dot{\rho}_2 - \dot{\rho}_1)/(\rho_2 - \rho_1) \cdot (\rho_d - \rho_2) + \dot{\rho}_2, & \rho_2 < \rho_d < \rho_1 \\
\dot{\rho}_d = (\dot{\rho}_2 - \rho_1)/(\rho_2 - \rho_1) \cdot (\rho_d - \rho_2) + \dot{\rho}_2, & \rho_d < \rho_2 \\
\end{cases}
\]

\[ (68) \]
where $\rho_d$ and $\dot{\rho}_d$ are the relative distance with respect to the initial value $\rho_0$ and the relative velocity with respect to the initial value $\dot{\rho}_0$, respectively; $\rho_i (i = 1, 2)$ and $\dot{\rho}_i (i = 1, 2)$ are the switching parameters of the relative distance and relative velocity. With the predesign of $\rho_i (i = 0, 1, 2)$ and $\dot{\rho}_i (i = 0, 1, 2)$, the desired relative distance and velocity driven by time are obtained.

5. Numerical Simulations and Analyses

In this section, numerical simulations are conducted using the proposed control scheme. The control commands are computed by the presented controller, and the actual control variables are computed by the exact model.

5.1. Simulation Parameters. The simulation parameters are given in Table 1.

For the docking trajectory, we take $\rho_0 = 2$ m, $\rho_1 = 0.5$ m, $\rho_2 = 0.1$ m, $\rho_0 = -0.002$ m/s, $\rho_1 = 0.08$ m/s, and $\rho_2 = -0.01$ m/s in the direction of docking, and the desired relative positions and desired relative velocities in the other two directions are all taken to be 0. To avoid the singularity of the trajectory solution, the initial desired relative velocity cannot be 0 but it can be a small number. The designed docking trajectory is shown in Figure 12.

5.2. Simulation Results. In this section, two simulation scenarios are presented to illustrate the necessity of modifying the far-field model and the effectiveness of the proposed control scheme.

Scenario 1. Verification of the necessity of modifying the far-field model without external disturbances.

In this scenario, three simulations are conducted and compared with each other to verify the necessity of modifying the far-field model. Here, to make the verification convincing, the unknown external disturbances are not considered. The three simulations are (1) no modification of the far-field model and no use of the disturbance observer (nonmodification and non-DO), (2) no modification of the far-field model and use of the disturbance observer (nonmodification and DO), and (3) modification of the far-field model and use of the disturbance observer (modification and DO).

Figure 13 shows the variations of the sliding manifold components relative to time. Figure 14 shows the variations of the position tracking errors and velocity tracking errors relative to time. Figure 15 shows the variations of the desired control forces and actual control forces relative to time. In the case of “nonmodification and non-DO,” the model error increases rapidly with decreasing relative distance, and the actual forces acting on the satellites become smaller than the calculated desired control forces in the final phase (see Figure 15). Thus, the state components of the x-axis and the y-axis cannot be maintained on the sliding manifolds (see Figure 13), which results in increased tracking errors (see Figure 14). In the case of “nonmodification and DO,” although the results improve, the model error increases so fast that the disturbance observer is unable to track it in time. In the case of “modification and DO,” the simulation results show the best performances among these three cases because the model error is restricted to a slowly changing and small-bounded range and can be estimated and compensated effectively by the disturbance observer. It should be noted that the components of the z-axis converge to 0 in all three cases, since the model is more accurate in the early phase and the motions of the z-axis are decoupled from the x-axis and the y-axis.

From the simulation results above, in order to design a robust and high-precision controller for electromagnetic docking, it is important and necessary to modify the far-field model for establishing the dynamics model.

Scenario 2. Electromagnetic docking control with model uncertainties and external disturbances.

In this scenario, the improved far-field model, disturbance observer, and FNTSM controller are combined and the model uncertainties and unknown external disturbances are considered, and a simulation is conducted to verify the effectiveness of the proposed control scheme.

Figure 16 shows the variations of the relative positions during docking in a three-dimensional representation. It can be seen from this figure that along the docking direction (y-axis), there exist relative position deviations on the x-axis.
Figure 13: Comparisons of the sliding manifold components.

Figure 14: Comparisons of the trajectory tracking error.
and the z-axis at the initial time, and these deviations are eliminated at the relative distance of 1.8 m.

Figure 17 shows the variations of the relative position components and relative velocity components relative to time. In the improved far-field model, the modification terms can on-line self-adjust and directly influence the control input by modifying the current on each coil to make the actual forces correspond to the desired forces. It can be seen from Figure 17 that in the presence of the initial state deviations, two spacecraft can realize soft-docking using the proposed control scheme. The docking takes 84 s, and the relative velocity is 0.01 m/s in the end.

Figure 18 shows the variations of the sliding manifold components relative to time. Figure 19 shows the variations of the desired control forces and actual control forces.
of the currents on the coils of Sat2 relative to time. At the beginning of docking, the states starting off the sliding manifold $s = 0$ move toward it, and the chattering is diminished, which means that the adopted reaching law is effective and reasonable. During the reaching phase of each axis, the current on the corresponding coil is saturated (see Figure 19), which means that the states are driven by the controller to move to the sliding manifold $s = 0$ as fast as possible. Following the sliding phase, the states are confined to the sliding manifold $s = 0$ and move according to Eq. (53).

Figure 20 shows the variations of the position tracking error components and velocity tracking error components relative to time. For the motions on the $x$-axis and $z$-axis, since the desired relative positions and desired relative velocities are all 0, the initial tracking errors are the initial deviations along the docking direction. It can be seen that
the tracking errors on the $x$-axis and the $z$-axis converge to 0 at 45 s and that after 45 s, the motions on the $x$-axis and the $z$-axis are not uncontrolled (see Figure 19) because of the external disturbances and the dynamics coupling of the $x$-axis and the $y$-axis (as in Eq. (17)). On the $y$-axis, the motions are driven by the designed docking trajectory. The position tracking accuracy and the velocity tracking accuracy are superior to 1 mm and 1 mm/s, respectively, which verifies that the proposed control scheme provides a fast convergence rate and high tracking accuracy.

For the proposed disturbance observer, Figure 21 shows the comparison of the actual disturbances and the estimated disturbances and the variations of the tracking errors relative to time. It should be pointed out that the actual disturbances shown in this figure consist of the model uncertainties and unknown external disturbances, and the sample cycle of the
observer is equal to the control cycle of 0.2 s. It can be seen that the tracking rate is fast and high-precision tracking can be guaranteed.

### 6. Conclusions

This paper presents a spacecraft electromagnetic docking control scheme combining an improved far-field model, a fast-nonsingular terminal sliding mode controller, and a disturbance observer. In contrast with electromagnetic formation flight, it is feasible to use normal magnetic coils rather than superconducting coils to realize spacecraft electromagnetic docking because of the close range of the docking process. Because the error of the far-field model increases with decreasing relative distance, the improved far-field model is proposed, and the percent error is reduced within 5% when the axes of two coils are aligned. The modification terms of the improved model can online self-adjust in terms of the system states. Taking energy consumption as an index, the magnetic moment allocation problem is analyzed. When the magnetic moment of one spacecraft points to another, the calculated energy consumption of the other spacecraft is minimized in terms of the desired electromagnetic force. A disturbance observer-based fast-nonsingular terminal sliding mode controller for electromagnetic docking is designed, which offers not only the main advantages of linear sliding model control and nonsingular terminal sliding model control but also a global fast finite-time convergence rate, and the stability of the closed-loop system is proven. Two simulation scenarios are conducted: the first one verifies the necessity of modifying the far-field model, and the second one confirms the superior features of the proposed control scheme, such as global fast finite-time convergence, strong robustness, high-precision control, and chattering-free property.
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