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The mission planning for multisatellite is a complex optimization problem, which is sensitive to time delay caused by
communication and decision. Different modes are suitable for different situations. Therefore, we design the workflows of
three modes: the independence mode, the MAS mode, and the ground-based mode. And then, a real-time mode selection
method based on the three-way decision is proposed to choose the best mode onboard. The experiments proved the
effectiveness and advantage of our proposed method.

1. Introduction

Satellite remote sensing is aimed at obtaining information
from the earth’s surface and has been widely used in geogra-
phy, earth science, meteorology, military, etc. [1]. Early
remote sensing missions are accomplished by a single satel-
lite, and the missions are usually planned offline. With the
growing development of onboard hardware and software,
some well-developed onboard mission planning systems are
designed. For example, a remote agent technology-based
mission planning system under an autonomous agent archi-
tecture was designed for DS-1 (Deep Space-1) [2, 3] to make
itself intelligent [4]. The ASE [5, 6] (Autonomous Science
craft Experiment) was another famous system used on EO-
1 [7, 8] (Earth Observe). In August 2000, the ASPEN [9,
10] (Automated Planning/Scheduling Environment) was
successfully used on CX-1 (Citizen Explorer).

The main disadvantage of single-satellite remote sensing
is its long response time. One way to overcome it is to use a
satellite cluster or satellite constellation. This, however,
brings a new challenge to mission planning, i.e., to determine
how different satellites cooperate to observe multiple targets.
Researchers proposed many methods to address the above
challenge. MAS (multiagent system) is the main solution to
the distributed autonomy problem for multiple satellites. In
order to get the balance between algorithm complexity and

mission profit, the research on the MAS was carried out from
two aspects. On the one hand, the researchers were devoted
to applying the algorithms onboard. Heuristics algorithms
are widely considered to be effective onboard [11]. Wang
et al. [12] designed a cooperative coevolutionary algorithm
and a novel fixed-length binary encoding mechanism for
mission management, which can improve the efficiency of
mission management. Morgan et al. [13] presented a decen-
tralized, model predictive control algorithm to control hun-
dreds to thousands of agents. Du and Li [14] proposed a
new multidimensional and multiagent cluster collaboration
model. The usage of contract net protocol-based secondary
allocation strategy increased the observation benefit and
reduced the impact of task conflicts. Cheng et al. [15] pro-
posed and compared three negotiation models: acquain-
tance’s trust-based announcing bidding, adaptive bidding
with swarm intelligence, and a multiattribute decision-
based fuzzy evaluation bidding method. The abovemen-
tioned methods prefer effectiveness to optimality and can
be applied onboard. On the other hand, some researchers
focused on mission profit including the coverage rate of tar-
gets and load balance. Iacopino et al. [16] designed an inno-
vative self-organizing multiagent ground-based automated
planning and scheduling architecture, inspired by ant colony
optimization algorithms. Gallud and Selva [17] presented an
agent-based simulation framework. The systems of observing
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autonomous vehicles performing a set of observational tasks
were verified on the framework. Globus et al. [18] applied
and compared the genetic algorithm, simulated annealing,
squeaky wheel optimization, and stochastic hill-climbing
methods, which solve the scheduling problem effectively,
and simulated annealing with 1-9 random swaps performed
the best. However, these methods can hardly be used
onboard considering computation and communication limi-
tations. In addition, these methods may become unstable in
the case of time delay.

The above researches mainly focused on either the effi-
ciency or the optimality of the MAS. However, as far as we
know, there is few research aimed at balancing the two sides.
In fact, efficiency and optimality can be achieved under cer-
tain situations. When communication is unavailable or the
sensing mission is urgent, the satellite only concerns itself,
which is similar to the single-satellite mission planning situ-
ation. On the contrary, when communication is available or
consistency is achievable, multiple satellites should work as
a cluster and the mission should be planned corporately.

In this paper, we propose a multimode method based on
the three-way decision under a decentralized architecture.
Firstly, we establish a multimode negotiation model which
consists of three modes: the independence mode, MAS mode
(multiagent system mode), and the ground-based mode. In
the independence mode, the satellite finishes the mission
planning and the observation all by itself. In the MAS mode,
the satellite works as an agent and negotiates with each other
to manage the missions. In the ground-based mode, the
information of satellites and missions are both sent to the
ground station similar to [19, 20]. Three modes are switched
according to communication delay. Then, algorithms out-
standing on the coverage rate of targets and load balance
are used. Secondly, we use the three-way decision method
to intelligently select the best mode from the three modes.
More specifically, we simulate the ground-based mode and
the MAS mode with different time delays as samples. Then,
we cluster the mission selections in these samples to find out
the boundaries between each mode. The envelopes of bound-
aries with different time delays are found out. They divide the
mission selections into several areas, including the certain
areas and the fuzzy areas. The certain area belongs to one
mode for sure. And the fuzzy area belongs to more than one
mode. Different strategies are used in different areas.

The remainder of the paper is organized as follows. In Sec-
tion 2, the problem of mission management is introduced. In
Section 3, the workflow of each mode is designed. In Section
4, an intelligently real-time mode selection method based on
the three-way decision is proposed. In Section 5, experiments
are carried out to verify this method in different conditions.
Finally, the conclusions of the study are given in Section 6.

2. The Proposed Approach

Suppose there are M satellites and N targets. The xk,i,j is one
selection of the jth mission of the ith target for kth satellite,
where k ∈ ½1,M�, i ∈ ½1,N�, j ∈ ½1, 5�. j is the index of mission
stages which are discovery, identification, confirmation,
tracking, and monitoring. xk,i,j = 1 when the kth satellite

selects the jth mission of the ith target. Therefore, the mission
management problem of satellite cluster can be described as

find : X,

max : 〠
M

k=1
〠
N

i=1
〠
5

j=1
Pi,jxk,i,j, xk,i,j ∈ X,

s:t: :

Coi
tð Þ = 1,

Cgi
tð Þ = 1,

CTi
tð Þ = 1,

ð1Þ

where X is the mission selection matrix, and xk,i,j is one ele-
ment in the X. Pi,j is the mission profit defined in [21]. The
optical visibility constraint Coi

ðtÞ and the geometric visibility
constraint Cgi

ðtÞ are calculated the same as [21]. The time
constraint CTi

ðtÞ is described as

CTi
tð Þ =

1, Toi + Tdi + Tpi < Twi,

0, else,

(
ð2Þ

where Toi is the mission origin time of the ith mission. Tdi is
the time delay of the negotiation process. Tpi is the prepara-
tion time of ith mission, including the satellite switch mode
time, attitude maneuver time, and payload prepare time.
Twi is the start time of observe window of the ith mission.

To manage missions on different situations, a multimode
method is developed. Firstly, three effective modes are estab-
lished: an independent mode, a ground-based mode, and a
MAS mode. Dynamic programming is used in the ground-
based mode to search for the optimal solution. A two-level
negotiation method is used in the MAS mode. After that,
motion planning for a single satellite is used to adjust the
mission sequence dynamically. Secondly, we use the three-
way decision method to distinguish the best mode for differ-
ent missions. We sample the mission selection by different
time delays. Mission clustering is used to find the boundaries
between modes. Then, the envelopes are found out and
divide the missions into several certain areas and fuzzy areas.
Different strategies are applied to different areas. The flow-
chart of the multimode architecture proposed in this paper
is illustrated in Figure 1.

3. Multimode Negotiation Model

We propose a space-ground integrated decentralized frame-
work, shown in Figure 2. The satellite cluster can be divided
into several domains. In each domain, the satellites form a
small decentralized network. Two consistency algorithms
[22] and PBFT [23] of the private chain are suitable for a sin-
gle domain. Satellites play different roles: leader node
(Leader) or follower node (Follower). The Leader is responsi-
ble for managing its Followers in the domain and communi-
cates with other Leaders in other domains and the ground
stations. Each Follower can originate missions and request
for negotiation. The Leaders form a large decentralized
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network that connects all domains. Two consistency algo-
rithms (DPOS [24] and RIPPLE [24]) of the alliance chain
are suitable for interdomain decentralization. The architec-
ture of negotiation has two levels. In the first level, the satel-
lites reach an agreement in each domain. In the second level,
satellites reach an agreement among the domains. The
ground station is a cloud server in the system, which can sup-
port some complex ground-based algorithms.

We evaluate missions with two properties: urgency and
significance. Then, the best mode to manage the mission is
selected on board. For emergency missions, the best choice
is the independent mode without negotiation. For the
ground-based mode, the mission information and the satel-
lite status are both sent to the ground station. The satellites

follow the command of the ground station. For the MAS
mode, the decision is made by all Leaders of domains. The
satellites follow the command of their Leader.

3.1. Ground-Based Mode. The ground-based mode uses the
cloud server of the ground station to complete the mission
management requested by the satellites, which is suitable
for the important and less urgent missions. There are many
factors considered in ground cloud planning, including con-
straints such as payload working duration, memory, power,
and thermal status. Dynamic programming algorithm is
applied in solution. The process is shown in Figure 3.

(i) Step1: mission origin. The mission origin behaviour
of each satellite is automatically triggered when there
is no mission. The behaviour is a one-time behaviour
and is removed after completion. Firstly, the satellites
perform the orbit recursion and coordinate system
transformation. Secondly, the observation time win-
dows are calculated according to the relative position
between the satellite and the targets. Finally, the profit
and cost of each time window are calculated

(ii) Step2: mission submission. The status of the satellite
and the missions suitable for ground-based mode is
submitted to the Leader, which includes the remain-
ing working duration of the payload, the remaining
capacity, the remaining power, target ID, mission
type, expected time window, and other parameters

(iii) Step3: mission delivery. The Leader delivers the mis-
sion status to the ground station

(iv) Step4: mission assignment. The ground station starts
the mission assignment when there are no new
requests delivered for some time or the first request
has been idle for some time. The assignment is
regarded as a knapsack problem, and the dynamic
programming algorithm is applied. The infeasible
solutions are removed

(v) Step5: release result. The mission assignment results
are released to the Leaders, and the Leader releases
the results to the Followers

(vi) Step6: result check and execute. The satellites receive
the assignment results and verify the feasibility of the
results. The satellites execute missions if feasible. If
not, the satellites pick as many missions as they
can and feed the failure reason back to the ground
for correction. The selection of the kth satellite
onboard can be described as

find : Xk,

max : 〠
N

i=1
〠
5

j=1
Pi,jxi,j, xi,j ∈ Xk

s:t: : 〠
N

i=1
〠
5

j=1
ci,jxi,j < cmax,

, ð3Þ

Multimode negotiation model

Real-time decision on board

Mission clustering

Independence mode

No negotiation
For emergency missions

•
•

MAS mode

Two-level architecture
Negotiate intersatellites

•
•

Ground-based mode

Higher time delay
Better negotiation effect

•
•

Mission selections In different areas

Input

Certain area A Certain strategy

Certain strategyCertain area B

Fuzzy area A-B Fuzzy controlThree-way
decision

Figure 1: The flowchart of the multimode method.

Domain 3

Domain 2

Domain 1

Domain N

Figure 2: The architecture of decentralized satellite clusters.

3International Journal of Aerospace Engineering



where ci,j is the mission cost of the jth mission of the ith tar-
get for the kth satellite, cmax is the max cost that the kth satel-
lite can afford.

3.2. Multiagent System Mode. In the MAS mode, all satellites
are regarded as agents, which can origin missions and request
for negotiation. A two-level negotiation architecture is
designed. The satellites of each domain calculate all possible
time windows and negotiate with each other. After consis-
tency is reached in domain, the Leaders start to negotiate
with each other. The process can be divided into the follow-
ing steps shown in Figure 4:

(i) Step1: mission origin. Same as before

(ii) Step2: mission submission. The missions suitable for
the MAS mode are sent to the cluster leader, includ-
ing the start time and duration of the time window,
mission type, mission profit, and mission cost

(iii) Step3: mission assignment in the domain. The
Leader is responsible for processing the received task
requests periodically. A dynamic programming
algorithm is used in this step. The best solution is
found and recorded in the block

(iv) Step4: result block verification. In order to avoid
errors in mission assignment, the temporary block
should be published in the domain first and be veri-
fied by Followers in the domain before the next step.
The verification basis is as follows:

(1) Follower only verifies missions related to itself

(2) Follower compares the submitted mission set
with the result block. When the mission set in
the result block is a subset of the submitted mis-
sion set and is not empty, the verification is
passed

(3) The sum of the execution cost of all missions in
the result block is no more than the max cost
that satellite can afford

If the verification is passed, the missions are released to
the domains, then go to Step6 for inter-domain negotiation.
If not, go to Step5.

(v) Step5: mission adjusting. The missions should be
adjusted according to the problems. The possible
problems and corresponding treatment strategies
are as follows:

(1) The mission set in the result block contains mis-
sions not belong to the submitted mission set, the
mission should be deleted

(2) The mission set for some Followers in the result
block is empty. The mission assignment process
runs again only for all the Followers with an
empty mission set

(3) The total cost of the mission exceeds the capabil-
ities of the satellite

The missions of the satellite sort missions according to
the cost-effectiveness ratio, and the missions with a high
cost-effectiveness ratio are given up. Go back to Step4.

(vi) Step6: negotiation between clusters. The DPOS
decentralized algorithm is used among domains,
which means that the Leaders of each domain form
a leader group, and one Leader is voted to be the
president of that group. All Leaders in the group
participate in the negotiation and generate the
result block at the same time

(vii) Step7: verification interdomain. The president of
the leader group has the authority to release the

Mission origin Wait for follower

Delivery

Delivery

Delivery

Execute

Follower Leader Ground

Correct

Wait for request

Mission assignment

ReleaseRelease

Verification

Pass?

Y
N

Feedback

Submit

Figure 3: Ground-based mode process.
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result block. It transfers the block in the leader
group first. All Leaders in the group compare the
local result block and the received result block.
Then, the compare result is recorded as positive if
the same or negative if not

(viii) Step8: Result release. If more than half of Leaders
vote positive, the result block is considered correct.
The president of the leader group releases the block
in the leader group. The Leaders release the result
block in their own domain

4. Real-Time Mode Selection

The satellite needs to select an appropriate mode for each
mission. Mode selection is also difficult because the time
delay is mainly caused by communication and the decision
is random, which is related to the number of total missions.
Thus, we cluster the missions in three modes to find certain
areas and fuzzy areas. Then, we use the three-way decision
method to simplify the decision in a certain area, which can
use linear formula. The satellites focus on the decision in
the fuzzy area using fuzzy control.

4.1. Sample Collection. The time delay constraint can be
described as

Toi + Tgi + Tpi < Twi,

Toi + Tmi + Tpi < Twi,

(
ð4Þ

where Tgi is the time delay of the ground-based mode, and
Tmi is the time delay of the MAS mode.

There are two influence factors of the time delay of the
ground-based mode and the MAS mode. The first one is
the number of the decision missions, which affects the band-

width during communication and processing time during
decision. The second one is the environment factor, which
is random. Thus, the actual time delay can be described as

Tgi = T nð Þ
g + T rð Þ

g ,

Tmi = T nð Þ
m + T rð Þ

m ,

(
ð5Þ

where TðnÞ
g is the time delay of the normal decision in the

ground-based mode. TðrÞ
g is the random time delay of the

ground-based mode.TðnÞ
m is the time delay of the normal

decision in the MAS mode. TðrÞ
m is the random time delay of

the MAS mode.
We firstly test the processing time of mission assignment

algorithms in both modes. The values of TðnÞ
g and TðnÞ

m

depend on the test result. The values of TðrÞ
g and TðrÞ

m are set
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Mission assignment
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Verification

Verification
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Execute

Follower FollowerLeader (president) Leader

Release

Release
Release

Delivery

Execute

Verification

Pass?

Vote Vote

AnnounceAnnounce

Submit Submit
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Figure 4: MAS mode process.
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Figure 5: The areas of the mission property space.
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by experience. Thus, the ranges of Tg and Tm are deter-
mined. The section method is used to divide the time delay
into several parts. Thus, we get the total profit of each mode
with different time delays as samples.

4.2. Mission Clustering.Mission clustering is aimed at finding
the best boundary of each mode. We describe the boundary
as a linear function. For the independence mode and the
MAS mode, we should find a boundary in order to maximize
the profit summary. The profit summary consists of two
parts. One is the missions on the left of the boundary in the
independence mode. The other is the missions on the right
of the boundary in the MAS mode. This process can be
described as

find : kl, bl,

max : 〠
N inð Þ

i=1
P inð Þ
i + 〠

N mð Þ

j=1
P mð Þ
j ,

s:t: :

P inð Þ
i > klt

inð Þ
i + bl,

P mð Þ
j < klt

mð Þ
j + bl,

kl > 0,

ð6Þ

where NðinÞ is the number of missions in the independence

mode. PðinÞ
i is the ith mission’s profit in the independence

mode. tðinÞi is the execution time of the ith mission in the

independence mode. NðmÞ is the number of missions in the

MAS mode, and PðmÞ
j is the jth mission’s profit in the MAS

mode. tðmÞ
j is the execution time of the jth mission in the

MAS mode.
The missions in the sample are discrete; therefore, there

might be several solutions in one condition. Besides the mul-
tiple samples, we can get a set of boundaries, shown as the red
line on the left in Figure 5. We pick the envelope as the
boundary of the certain area, shown as the blue dotted line
on the left in Figure 5.

We also obtain the boundary of the MAS mode and the
ground-based mode, which can be described as

find : kr , br ,

max : 〠
N gð Þ

i=1
P gð Þ
i + 〠

N mð Þ

j=1
P mð Þ
j ,

s:t: :

P gð Þ
i > krt

gð Þ
i + br ,

P mð Þ
j < krt

mð Þ
j + br ,

kr < 0,

ð7Þ

where NðgÞ is the number of missions in the ground-based

mode. PðgÞ
i is the ith mission’s profit in the ground-based

mode. tðgÞi is the execution time of the ith mission in the
ground-based mode. we can get a set of boundaries, shown

Table 1: Temperature and wildlife count in the three areas covered by the study.

Target ID Position Course angle (°) Velocity (knot) Mission initial profit

1 128.08°E, 25.61°N -135 3.2 10

2 131.32°E, 11.33°S -23 16.3 7

3 143.65°E, 16.19°N 56 8.6 5

… … … … …

Table 2: Parameters for satellite 1.

Category Parameter Value

Orbit parameter

Semimajor axis (m) 6878000

Eccentricity 0

Inclination (°) 56

RAAN (°) 80

Argument of perigee (°) 0

True anomaly (°) 130

Attitude parameter

Agile Y

Max. maneuver angle 45

Angular velocity 1

Angular acceleration 0.1

Maneuver mode Trapezoid method

Payload parameter
Imaging width (km) 4

Image size per frame (Mb) 6.4

6 International Journal of Aerospace Engineering



Table 3: The orbit parameters of all satellites.

Satellite ID Semimajor axis (m) Eccentricity Inclination (°) RAAN (°) Argument of perigee (°) True anomaly (°)

1 6878000 0 40 80 0 130

2 6878000 0 40 80 0 125

3 6878000 0 40 80 0 120

4 6878000 0 40 80 0 115

5 6878000 0 40 80 0 110

6 6878000 0 40 80 0 70

7 6878000 0 40 80 0 65

8 6878000 0 40 80 0 60

9 6878000 0 40 80 0 55

10 6878000 0 40 80 0 50

11 6878000 0 40 80 0 10

12 6878000 0 40 80 0 5

13 6878000 0 40 80 0 0

14 6878000 0 40 80 0 -5

15 6878000 0 40 80 0 -10

16 6878000 0 40 80 0 -50

17 6878000 0 40 80 0 -55

18 6878000 0 40 80 0 -60

19 6878000 0 40 80 0 -65

20 6878000 0 40 80 0 -70

21 6878000 0 40 80 0 -110

22 6878000 0 40 80 0 -115

23 6878000 0 40 80 0 -120

24 6878000 0 40 80 0 -125

25 6878000 0 40 80 0 -130

26 6878000 0 40 80 0 -170

27 6878000 0 40 80 0 -175

28 6878000 0 40 80 0 -180

29 6878000 0 40 80 0 -185

30 6878000 0 40 80 0 -190

31 6878000 0 40 170 0 145

32 6878000 0 40 170 0 140

33 6878000 0 40 170 0 135

34 6878000 0 40 170 0 130

35 6878000 0 40 170 0 125

36 6878000 0 40 170 0 85

37 6878000 0 40 170 0 80

38 6878000 0 40 170 0 75

39 6878000 0 40 170 0 70

40 6878000 0 40 170 0 65

41 6878000 0 40 170 0 25

42 6878000 0 40 170 0 20

43 6878000 0 40 170 0 15

44 6878000 0 40 170 0 10

45 6878000 0 40 170 0 5

46 6878000 0 40 170 0 -35

47 6878000 0 40 170 0 -40

48 6878000 0 40 170 0 -45
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Table 3: Continued.

Satellite ID Semimajor axis (m) Eccentricity Inclination (°) RAAN (°) Argument of perigee (°) True anomaly (°)

49 6878000 0 40 170 0 -50

50 6878000 0 40 170 0 -55

51 6878000 0 40 170 0 -95

52 6878000 0 40 170 0 -100

53 6878000 0 40 170 0 -105

54 6878000 0 40 170 0 -110

55 6878000 0 40 170 0 -115

56 6878000 0 40 170 0 -155

57 6878000 0 40 170 0 -160

58 6878000 0 40 170 0 -165

59 6878000 0 40 170 0 -170

60 6878000 0 40 170 0 -175

61 6878000 0 40 260 0 160

62 6878000 0 40 260 0 155

63 6878000 0 40 260 0 150

64 6878000 0 40 260 0 145

65 6878000 0 40 260 0 140

66 6878000 0 40 260 0 100

67 6878000 0 40 260 0 95

68 6878000 0 40 260 0 90

69 6878000 0 40 260 0 85

70 6878000 0 40 260 0 80

71 6878000 0 40 260 0 40

72 6878000 0 40 260 0 35

73 6878000 0 40 260 0 30

74 6878000 0 40 260 0 25

75 6878000 0 40 260 0 20

76 6878000 0 40 260 0 -20

77 6878000 0 40 260 0 -25

78 6878000 0 40 260 0 -30

79 6878000 0 40 260 0 -35

80 6878000 0 40 260 0 -40

81 6878000 0 40 260 0 -80

82 6878000 0 40 260 0 -85

83 6878000 0 40 260 0 -90

84 6878000 0 40 260 0 -95

85 6878000 0 40 260 0 -100

86 6878000 0 40 260 0 -140

87 6878000 0 40 260 0 -145

88 6878000 0 40 260 0 -150

89 6878000 0 40 260 0 -155

90 6878000 0 40 260 0 -160

91 6878000 0 40 350 0 175

92 6878000 0 40 350 0 170

93 6878000 0 40 350 0 165

94 6878000 0 40 350 0 160

95 6878000 0 40 350 0 155

96 6878000 0 40 350 0 115
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as the red line on the left in Figure 5. We pick the envelope as
the boundary of the certain area, shown as the blue dotted
line on the left in Figure 5.

4.3. Three-Way Decision for Mode Selection. The three-way
decision is proposed by Yao [25–27]. The basic idea is to
divide a complex problem to three domains, which can be
described as two certain problems and one fuzzy problem.
Different strategies are used in different problems, which
reduce the cost and time of decision.

We preserve the envelopes, which divide the space into
six areas. These six areas are either certain areas or fuzzy
areas. The left area CAi is the certain area of the indepen-
dence mode. CAm in the middle is the certain area of the
MAS mode. The right area CAg is the certain area of the
ground-based mode. The red area FAim is the fuzzy area to
select from the independence mode or the MAS mode. The
blue area FAmg is the fuzzy area to select from the MASmode
or the ground-based mode. The green area FAimg is the fuzzy
area to select from all three modes.

For the fuzzy area FAim, we use the fuzzy control method.
The membership can be described as

A imð Þ
i =

d lð Þ
i

d lð Þ
i + d rð Þ

i

, ð8Þ

where AðimÞ
i is the membership of the ith mission in the fuzzy

area FAim, d
ðlÞ
i is the distance from the ith mission point in

space to the left envelope, and dðrÞi is the distance from the ith

modei =
independencemode, A imð Þ

i <
2Nm

N
,

MASmode, else,

8<
: ð9Þ

where modei is the ith mission’s mode. Nm is the number of
missions in the MAS mode, which varies during selection. N
is the total mission number.

Table 3: Continued.

Satellite ID Semimajor axis (m) Eccentricity Inclination (°) RAAN (°) Argument of perigee (°) True anomaly (°)

97 6878000 0 40 350 0 110

98 6878000 0 40 350 0 105

99 6878000 0 40 350 0 100

100 6878000 0 40 350 0 95

101 6878000 0 40 350 0 55

102 6878000 0 40 350 0 50

103 6878000 0 40 350 0 45

104 6878000 0 40 350 0 40

105 6878000 0 40 350 0 35

106 6878000 0 40 350 0 -5

107 6878000 0 40 350 0 -10

108 6878000 0 40 350 0 -15

109 6878000 0 40 350 0 -20

110 6878000 0 40 350 0 -25

111 6878000 0 40 350 0 -65

112 6878000 0 40 350 0 -70

113 6878000 0 40 350 0 -75

114 6878000 0 40 350 0 -80

115 6878000 0 40 350 0 -85

116 6878000 0 40 350 0 -125

117 6878000 0 40 350 0 -130

118 6878000 0 40 350 0 -135

119 6878000 0 40 350 0 -140

120 6878000 0 40 350 0 -145

Table 4: Random time delay of the MAS mode for simulation.

Group ID 1 2 3 4 5 6

Random time delay (min) 0 0.4 0.8 1.2 1.6 2

Table 5: Random time delay of the ground-based mode for
simulation.

Group ID 1 2 3 4 5 6 7 8

Random time delay (min) 0 0.5 1 1.5 2 3 4 5
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For the fuzzy area FAmg, we also use the fuzzy control

method. The membership’s definition AðmgÞ
i is same as

AðimÞ
i . The mode selection can be described as

modei =
MASmode, A mgð Þ

i <
2Ng

N

ground basedmode, else,

8<
: ð10Þ

where Ng is the number of missions in the ground-based
mode, which varies during selection.

For the fuzzy area FAimg, we first find out the crossover
point D, which is also the crossover point of the right enve-
lope of the FAim and the left envelope of the FAmg. Suppose
TD as the execution time of the crossover point D shown in
Figure 5. Therefore, the fuzzy area FAimg can be divided into
two parts by the function ti = TD (the dotted line shown in
Figure 5). The strategy of the fuzzy area FAimg can be
described as

modei =

MASmode, ti ≤ TD andNm <
N
3
,

ground basedmode, ti > TD andNg <
N
3
,

independencemode, else,

8>>>>><
>>>>>:

ð11Þ

4.4. Experiments and Analyses

4.4.1. Experimental Data.We randomly generated a set of 77
ship targets. The target’s motion is also random including
course angle ψi between -180° and 180° and velocity vi
between 0 and 30 knots. Part of the targets is shown in
Table 1.

Satellite parameters are shown in Table 2. There are 120
isomorphic satellites in the scene, consisting of 24 domains
with 5 satellites in each of them. The middle nodes of the
domains form a 24-node walker constellation in 6 orbit
planes. The interval phase between two adjacent satellites in
one domain is 5°. The detailed orbit parameters of all satel-
lites are shown in Table 3.

4.4.2. Sample Collection. We set different time delays for the
MAS mode shown in Table 4. And the ground-based mode
and target number is shown in Table 5.

We collect 6 samples for the MAS mode and 8 samples
for the ground-based mode.We collect 1 sample for the inde-
pendence mode because there is no negotiation.

4.4.3. Mission Clustering. Firstly, we cluster the mission selec-
tions in each sample of the independence mode and the MAS
mode. Therefore, we get 1 × 6 = 6 groups of boundaries and
their envelopes, shown in Figure 6. The blue circles denote
the missions in the sample of the independence mode. The
red triangles denote the missions in the 6 samples of the
MAS mode.

Secondly, we cluster the mission selections in each sam-
ple of the MAS mode and the ground-based mode in the
same way. Therefore, we get 6 × 8 = 48 groups of boundaries
and their envelopes, shown in Figure 7. The red triangles
denote the missions in the 6 samples of MAS mode. The
black pentagrams denote the missions in the sample of
ground-based mode.

Finally, we obtain the three certain areas and three fuzzy
areas shown in Figure 8.

5. Experiment Result

We apply all three modes and the multimode, with a
1-minute time delay of the MASmode and a 2.5-minute time

18

16

14

12

10

8
M

iss
io

n 
pr

ofi
t

6

4

2

0
0 500 1000 1500

Execution time (s)

2000

Independence mode
MAS mode

2500 3000

Figure 6: The boundaries and envelopes of the clustering result of the independence mode and the MAS mode.
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delay of the ground-based mode. The profits of the missions
are shown in Figure 9.

Comparison of the profits of all modes is presented in
Figure 9. It can be seen that the multimode method can get
the highest profit throughout the observation. The profits of
the ground-based mode and the MAS mode do not increase
at the beginning because of the delay of communication
and decision. Therefore, the simulation result matches well
with the expected result, which validates the multimode
method.

In order to get higher profit with limited resources of
communication and computation, a multimode method is

proposed. We compare the multi-mode method with the tra-
ditional methods of the three modes, including the indepen-
dence mode, the MAS mode, and the ground-based mode.
The profits of the missions are shown in Figure 9. Three con-
clusions can be obtained:

(1) The multimode method performs best among these
modes

(2) Because of the time delay, some missions failed at the
beginning in the MAS system mode and the ground-
based mode
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Figure 7: The boundaries and envelopes of the clustering result of the MAS mode and the ground-based mode.
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(3) The ground-based mode performs worse than the
MAS mode, which is mainly because of the higher
time delay

To make real-time decisions of mode selection onboard,
we divide the mission selections clustering into two parts.
One is for the independence mode and the MAS mode; the
other is for the MAS mode and the ground-based mode.
Then, we get two sets of boundaries. The mission properties
space can be divided into six areas, including three certain
areas and three fuzzy areas, which is the same as expected.

6. Conclusions

Because of the limited computation ability and communica-
tion ability, some multiagent system algorithms are hardly
used onboard. Therefore, keeping the balance of the profit
and algorithm complexity attracts our attentions. In this
paper, a multimode method based on the three-way decision
under decentralized architecture is proposed, which is
proved to be effective. The advantages of the proposed
method are summarized as follows:

(1) The three modes perform differently with different
time delays. We propose a multimode method to
use different modes for different missions, which
brings better profit

(2) The selection of mode may take some time, which
also causes time delay. Therefore, the three-way deci-
sion method is used to simplify the decision-making
process and make a real-time selection

(3) A decentralized network consisting of 120 satellites is
established in the scene, which might be extensible to
larger satellite clusters in the future
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