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Experimental Analysis of Neural Approaches for Synthetic Angle-of-Attack Estimation
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Synthetic sensors enable flight data estimation without devoted physical sensors. Within modern digital avionics, synthetic sensors can be implemented and used for several purposes such as analytical redundancy or monitoring functions. The angle of attack, measured at air data system level, can be estimated using synthetic sensors exploiting several solutions, e.g., model-based, data-driven, and model-free state observers. In the class of data-driven observers, multilayer perceptron neural networks are widely used to approximate the input-output mapping angle-of-attack function. Dealing with experimental flight test data, the multilayer perceptron can provide reliable estimation even though some issues can arise from noisy, sparse, and unbalanced training domain. An alternative is offered by regularization networks, such as radial basis function, to cope with training domain based on real flight data. The present work’s objective is to evaluate performances of a single-layer feed-forward generalized radial basis function network for AoA estimation trained with a sequential algorithm. The proposed analysis is performed comparing results obtained using a multilayer perceptron network adopting the same training and validation data.

1. Introduction

Next-generation commercial aviation may use synthetic sensors (SS) for safety-critical operations [1] in addition or replacing devoted physical sensors. A synthetic sensor is mainly a state observer, or estimator, able to fuse together flight data available on the avionic bus aiming to estimate other flight parameters. As far as the air data system (ADS) is concerned, synthetic sensors can also be used as a means of mitigation to overcome some issues towards certification for unmanned aerial vehicles (UAVs) [2] and urban air mobility (UAM) aircraft [3].

State-of-the-art angle-of-attack (AoA) physical sensors are typically vanes (or multihole probes) protruding externally from the aircraft fuselage able to provide a direct measure of the flow angle.

Digital avionic solutions, e.g., fly-by-wire, enable AoA synthetic sensor implementation along with physical (or mechanical) sensors in order to analytically increase the system redundancy [4–6]. Another possible application is to use synthetic sensors to monitor physical sensors and to accommodate possible failures [7, 8]. Moreover, the concurrent use of dissimilar sources of the same air data (physical and synthetic ones) can be beneficial to solve some issues related to common failure modes or incorrect failure diagnosis of modern air data system [9, 10].

Synthetic sensors can be grouped into three classes: (1) model-based (e.g., Kalman filter) [11]; (2) data-driven (e.g., neural networks) [12]; and model-free [13, 14]. A comparison between these approaches can be found in [15]. Working with neural networks, training dataset based on experimental flight tests can be characterised by noisy data, uncovered (i.e., low density), or overpopulated (i.e., high density) areas of the flight envelope.

These aspects can lead to common issues of data concentration (nonuniform density) and unbalanced (or sparse)
hypercube where the neural network (NN) is defined. Although the multilayer perceptron is widely used for AoA estimation, this kind of network suffers from sparse domain with nonuniform density. In fact, in [16], it emerged that a “modified” ad hoc training dataset is necessary to achieve an acceptable level of AoA estimation accuracy. The “modified” training dataset is obtained using suitable data preprocessing techniques briefly discussed in Section 3.

In the present work, in order to avoid modifying the training dataset accordingly to the specific aircraft application, a “local” approximator is chosen for the intrinsic capability to better tolerate sparse domain (where the NN is defined) with respect to the “global” approximators (e.g., multilayer perceptron (MLP)). Moreover, the overpopulated areas work as “attractors” for batch training algorithms, whereas nonuniform density domains should be better tolerated by sequential training strategies. Among “local” approximators, the generalized radial basis function (GRBF) networks have shown to be very effective for (online) sequential learning [17] and, hence, sequentially trained GRBF are considered in this paper as alternative to batch-trained MLP. Considering the same training and validation databases, the objective of the present work is to compare GRBF and MLP performances in order to assess the approach to be used in operative scenarios for AoA estimation.

Training and test manoeuvres are extracted from experimental flight trials as described in Section 3, whereas the rationale behind the neural approaches is detailed in Section 2. The approach used for angel-of-attack estimation is described in Section 4, and a brief overview of previous works is described in Section 5. The GRBF-NN is introduced in Section 6 with a particular focus on parameter setup to select the most suitable GRBF-NN architecture to be applied to the present input-output mapping defined on experimental flight data. A comparison analysis between the SS-MLP and SS-GRBF is proposed in Section 7 before concluding the work.

2. Description of Neural Approaches

In [18], it is demonstrated that multilayer perceptron (MLP) neural networks with a single hidden layer and sigmoidal activation functions can approximate any continuous nonlinear input-output mapping function. In [19], it is demonstrated that a regularisation network (such as the radial basis function (RBF) networks) with a single hidden layer, radial activation functions, and constant smoothing factors can approximate any continuous nonlinear input-output mapping function. Given an input-output mapping function, the accuracy of MLP and GRBF approximations cannot be defined a priori as it depends on several considerations; the more relevant considerations for the neural approaches are discussed in this section.

The MLP has the ability to construct “global” approximations to nonlinear input-output mapping, whereas GRBF construct “local” approximations to nonlinear input-output mapping. The activation function of MLP belongs to ridge function class (e.g., Equation (4)), whereas the GRBF activation functions are classified as radial ones (e.g., Equation (5)) leading to regularization networks. The latter aspects can be observed in the hidden unit behaviour. In fact, the argument of any MLP’s activation functions is the inner product of the input vector and the synaptic weight vector. On the other hand, the argument of the activation function of a single GRBF’s neuron computes the Euclidean norm (or distance) between the input vector and the center vector (i.e., each center is dedicated to a specific input) of that hidden unit.

In [20], it is shown that the MLP can perform the nonlinear function approximation with fewer parameters of the RBF neural network for the same degree of accuracy. This is due to “global” characteristics of the MLP. In [21], the relationship between the MLP and the GRBF is demonstrated. Under some hypothesis, the MLP can approximate the GRBF with the same number of hidden units, the MLP’s synaptic weights and biases replace the centers of the GRBF, and, hence, the GRBF’s “local” representation of the input domain is devoted to the MLP’s synaptic weights. The vice versa is only possible under more strict hypothesis; i.e., the GRBF cannot always approximate the MLP with the same number of neurons.

Even though MLP’s “global” approximations can be demonstrated to be more powerful than the GRBF’s “local” approximation with the same number of hidden neurons [21], the choice between the MLP and GRBF cannot be done a priori. In fact, experiments to prove the aforementioned connection between the MLP and GRBF are carried out on uniformly distributed input domains. This latter aspect is not very common dealing with aircraft flight tests that often leads to noisy and sparse definition domain. In [22, 23], the problem of sparse, or unbalanced, input domain, i.e., the density of the training data is lower if compared to other areas of the input domain, is discussed. Under this hypothesis, it is shown that the MLP has less approximation capabilities with respect to the GRBF. Another important aspect is the training dataset used to approximate the nonlinear input-output mapping function. In [24], the effect of input noise is studied for MLP, and in [25], the immunity to input noise is assessed for GRBF networks.

As far as NN applications for flow angle estimation are concerned, the first example of NNs used for flow angle estimation without using dedicated physical sensors (e.g., vane and distributed flush ports) can be found in [26] where a nonlinear autoregressive exogenous (NARX) technology is used to estimate noise-free AoA. Later, noisy flight data are used to train and validate NNs in [27] with a single-layer time-delay NN that is demonstrated to be effective if at least two past values of the same input series are considered, whereas in [28], single-layer feed-forward MLP-NN shows larger errors if past values are neglected. In [29], the AoA estimation is based on a single-layer feed-forward MLP-NN exploiting a patented approach [30] that is also used for the present work.

In Figure 1, training and validation stages are described within the external loop necessary for the trade-off parameter for MLP and GRBF networks.

As preliminary activity, training and validation data are selected from the entire flight test database as described in Section 3. Once the network type is selected, several NNs are defined considering several numbers of neurons. All
networks that satisfy performance requirements (defined in Section 4.1) are compared, and the best is selected according to the criterion introduced in Section 6.1. If no network is able to satisfy the performance requirements, MLP and GRBF require different analyses. As far as the MLP is concerned, a possible solution is given in [16] where the training dataset is “modified” ad hoc and the trade-off is repeated. The same approach cannot be adopted for GRBF networks trained sequentially where the training algorithm [31] expects to process continuous data. Therefore, rather than “modified” training data, the GRBF trade-off is based on training parameter tuning. Moreover, dealing with experimental flight data, training data manipulations are not always straightforward and they should fit the specific aircraft application. In fact, as described in Section 5, the MLP required several actions until satisfactory performances are achieved.

3. Training and Validation

Database Description

The flight test database is populated by data collected during a flight test campaign conducted in the north of Italy during certification flight trials of the ULM aircraft G70 Figure 2(a). The G70 is a propeller-driven aircraft with traditional wing-tail configuration, 2 seats, and nonretractable landing gear. A fully fledged flight test instrumentation (FTI) suite is installed onboard [32], and it is capable of supporting certification procedures. A second FTI used for synthetic sensor implementation is installed onboard that is equipped with an independent ADS and attitude and inertial reference system (AHRS).

From the whole flight test database, suitable manoeuvres, or records, are chosen for the learning and the validation stages of the synthetic sensor as reported in Tables 1 and 2, respectively. The objective of the training dataset is to cover the widest area of the aircraft flight envelope by means of exciting as much as possible one dynamic mode at a time, whereas the test dataset is aimed at collecting manoeuvres that are not represented in the training dataset, e.g., coupling aircraft modes. As can be seen from Figure 3(c), the training was collected within the normal operative range (i.e., from the stall speed without flaps $V_{S1}$ to maximum normal operative airspeed $V_{NO}$), whereas some points chosen for the validation stage exceed the $V_{NO}$ (i.e., the yellow areas) due to high dynamics involved in the manoeuvres. Therefore, these points are acceptable exceptions for the present application. In fact, the same airspeed is already considered in the AoA estimation with Equation (2); therefore, the dynamic pressure exceedance is not recognised as critical. Moreover, the proposed view of Figure 3(c) is only limited to a single input variable ($q_e$ or CAS) out of seven.

Validation manoeuvres are selected from the available flight test database that are not included in the training dataset as can be seen from Table 2. Moreover, in [16], in order to overcome domain’s low-density areas, artificial points are considered. As the lack of points is noted during a steady-state flight condition, the flight test database is artificially augmented using one hundred (100) points and collected under the “flight test no. 8” that here is only used for validation purposes. The artificial steady-state points are calculated using the G70 aerodynamic model identified with flight tests as described in [16]. These artificial points are calculated simulating steady-state flight conditions in the operative AoA range between $0^\circ$ (corresponding to maximum airspeed in turbulent
and 12° (corresponding to the controlled low speed conditions) as it would be measured by the Pitot boom. The input-output mapping related to artificial AoA values is characterised by null inputs (and consequently included in the training boundaries) except for the pitch angle ($\theta = \alpha$) and the airspeed ($q_c = 1/2 \rho \infty V^2 = (2W/S)/C_{L\infty \alpha}$) that is calculated considering a mean weight. It can be observed that they are within the training boundary in the plane CAS-AoA of Figure 3(c).

Once all data are selected, all variables contained in the input/output training vectors are normalised between ±1 considering minimum and maximum values of the training.

### Table 1: Description of training manoeuvres.

<table>
<thead>
<tr>
<th>Flight test no.</th>
<th>Date and time</th>
<th>Total time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10th June 2017 8:50</td>
<td>2220</td>
<td>Sawtooth glide, pitch sweep</td>
</tr>
<tr>
<td>2</td>
<td>10th June 2017 9:45</td>
<td>2000</td>
<td>Sawtooth glide, dutch roll</td>
</tr>
<tr>
<td>3</td>
<td>10th June 2017 14:35</td>
<td>420</td>
<td>Phugoid (stick fixed and free)</td>
</tr>
<tr>
<td>4</td>
<td>10th June 2017 16:41</td>
<td>480</td>
<td>Steady heading sideslip</td>
</tr>
</tbody>
</table>

### Table 2: Description of validation manoeuvres.

<table>
<thead>
<tr>
<th>Flight test no.</th>
<th>Date and time</th>
<th>Total time</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10th June 2017 14:30</td>
<td>580</td>
<td>Sawtooth glide</td>
</tr>
<tr>
<td>6</td>
<td>10th June 2017 15:37</td>
<td>1900</td>
<td>Sawtooth glide, Phugoid (stick fixed and free)</td>
</tr>
<tr>
<td>7</td>
<td>11th June 2017 16:35</td>
<td>900</td>
<td>Sawtooth glide</td>
</tr>
<tr>
<td>8</td>
<td>N/A</td>
<td>N/A</td>
<td>Simulated steady-state flight condition [16]</td>
</tr>
</tbody>
</table>

This characteristic is intrinsic of the flight test database as it is practically impossible to fly all possible input data combinations. Moreover, in order to achieve a uniform hypercube, all training manoeuvres should be repeated for all possible aircraft weight and balance configurations that again is practically not feasible. The flight tests considered in this work are flown with several weight and balance configurations, and this aspect is mitigated by the proposed approach that considers a preliminary kinematic AoA evaluation as in Equation (2).

Data distribution shown in Figure 3(b) demonstrates that most of the flight test data is included in the training domain, whereas, as said before, some test points lay outside the training perimeter, such as the dynamic pressure or the calibrated airspeed (CAS).

### 4. Proposed Approach for AoA Estimation

With the patent [30], the nonlinear mapping between input and output is proposed as follows:

$$\alpha_{SS} = \hat{\alpha} + \Delta \alpha,$$

(a) and 12° (corresponding to the controlled low speed conditions) as it would be measured by the Pitot boom. The input-output mapping related to artificial AoA values is characterised by null inputs (and consequently included in the training boundaries) except for the pitch angle ($\theta = \alpha$) and the airspeed ($q_c = 1/2 \rho \infty V^2 = (2W/S)/C_{L\infty \alpha}$) that is calculated considering a mean weight. It can be observed that they are within the training boundary in the plane CAS-AoA of Figure 3(c).

Once all data are selected, all variables contained in the input/output training vectors are normalised between ±1 considering minimum and maximum values of the training. The hypercube where the NN is defined is represented with the box plot method [33]. For each single box, the central mark indicates the median and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers (dashed vertical lines) cover to the most extreme data points not considered outliers whereas the outliers are plotted using the + symbol.

From analysis of Figure 3(a), it is clear that the training domain is sparse (due to the presence of large number of outliers denoted with the + symbol) and it is not uniformly covered. This characteristic is intrinsic of the flight test database as it is practically impossible to fly all possible input data combinations. Moreover, in order to achieve a uniform hypercube, all training manoeuvres should be repeated for all possible aircraft weight and balance configurations that again is practically not feasible. The flight tests considered in this work are flown with several weight and balance configurations, and this aspect is mitigated by the proposed approach that considers a preliminary kinematic AoA evaluation as in Equation (2).

Data distribution shown in Figure 3(b) demonstrates that most of the flight test data is included in the training domain, whereas, as said before, some test points lay outside the training perimeter, such as the dynamic pressure or the calibrated airspeed (CAS).
where functional dependencies are split into two contributions $\hat{\alpha}$ and $\Delta \alpha$. A first estimation $\hat{\alpha}$ is obtained with levelled flight equations [34], whereas $\Delta \alpha$ is the difference between the first estimation and the true value, $\hat{\alpha} - \alpha$. From kinematic considerations, the initial estimation $\hat{\alpha}$ is evaluated as follows:

$$\hat{\alpha} = \theta - \gamma = \theta - \arcsin \left( \frac{V_D}{V_\infty} \right),$$

(2)

where $\theta$ is the pitch angle, $\gamma$ is the flight path angle, $V_D$ is the down velocity in the inertial reference system (or GNSS), and $V_\infty$ is the true airspeed. For low and constant altitudes, as in the present application, the $V_\infty$ can be substituted with the CAS avoiding the onboard temperature measure.

The correction $\Delta \alpha$ proposed in [35] is based on NN using the feed-forward approximator described as

$$\Delta \alpha = f_a(q_c, \dot{q}_c, n_x, n_z, \theta, q, \hat{\alpha}),$$

(3)

where $q_c$ is the impact pressure (defined as the difference between the total and static pressure); $\dot{q}_c$ is the time derivative of $q_c$; $n_x$, $n_y$, and $n_z$ are the inertial (or proper) accelerations measured by the AHRS, respectively, along $X_{\text{Body}}$, $Y_{\text{Body}}$, and $Z_{\text{Body}}$ axes; and $q$ is the pitch rate. A possible implementation of the AoA synthetic estimation is represented in Figure 4, where data from the GNSS, ADS, and AHRS are required.

4.1. Error Requirements. The estimation error is calculated as the difference between the estimated AoA ($\alpha_{\text{SS}}$) and the true AoA ($\alpha$). To accommodate future applications of alternative solutions for flow angle estimations, a working group is defining the new standard AS7984 “Minimum Performance Standards, for Angle of Attack (AoA) and Angle of Sideslip (AoS)” to cover the various sensor technologies used to measure flow angles that provide relevant output to other aircraft safety-critical systems [36]. In this work, the AoA estimation targets are qualitatively established as follows:

(i) Steady-state mean error < 0.5°

(ii) Steady-state max error < 1.0°

(iii) Dynamic 2σ error < 1.5°

Figure 3: Comparison between training and test datasets.
Dynamic max error < 5°

5. AoA Synthetic Sensor Based on MLP-NN

The MLP-NN trade-off is presented in [29] leading to a NN architecture with a single hidden layer with 13 neurons and one linear output layer. The activation functions is a sigmoid function:

\[ f_j(x) = \frac{2}{1 + e^{-x}} - 1, \quad (4) \]

where \( f_j \) is related to the \( j \)th neuron processing all inputs \( x \).

During the training stage, neural network’s parameters are estimated solving the nonconvex problem of the error function optimization. Different heuristic rules exist, and the Levenberg-Marquardt algorithm is considered [16]. The MLP-NN is trained using the batch back-propagation algorithm that makes the MLP-NN insensitive to the order in which the data are presented. A single training is performed in about 20 on a personal computer.

Even though the batch-trained MLP-NNs have shown to be very effective for offline learning dealing with flow angle estimation [37], it also emerged that the AoA estimation suffers from two main issues: (1) overfitting and (2) sparse hypercube.

A chance to mitigate the unbalanced definition hypercube, or data concentration, can rely on pruning similar flight data in order to avoid high-density areas in the hypercube as shown in [16]. On the other side, it is not always possible to cover the entire hypercube with a flight test campaign. To solve the latter issue, an augmentation approach was proposed in [16] by means of introducing specific simulated flight test points to populate low-density areas of the training hypercube. Both preprocessing approaches lead to a “modified” training dataset that is useful to increase the MLP-NN performances trained with a batch algorithm.

Table 3 collects results obtained using MLP-NNs from [16, 29]. Results of the SS based on MLP and trained with the entire flight data records are labelled with SS-MLP, whereas the SS-MLP-M indicates results obtained with the same NN architecture but trained with the “modified” training dataset. From error analysis on the flight tests of Table 3, it is clear that the SS-MLP shows larger errors with respect to SS-MLP-M that, instead, has acceptable performances if compared to those required in Section 4.1.

6. AoA Synthetic Sensor Based on GRBF-NN

The AoA estimator proposed with the present work belongs to the class of (growing) generalized radial basis function neural networks (GRBF-NNs) trained with a sequential algorithm. As discussed in Section 2, GRBF are better approximators than MLP with sparse definition domain and the sequential training algorithm should avoid overfitting due to domain’s overpopulated areas. Therefore, dealing with common issues of real flight test data for flow angle estimation, the GRBF pretrained sequentially are expected to perform as the MLP with the “modified” training dataset.

One of the crucial differences with respect to MLP is the GRBF’s Gaussian activation functions that are able to form a local representation of the mapping function to be approximated. This aspect makes GRBF-NN more insensitive to data distribution on the input domain but the order used in the training is crucial as it is designed to work online. In fact, each basis function’s output decays exponentially moving away from its center (or mean value) as can be seen from Equation (5). In a conventional Gaussian GRBF-NN, each \( j \)th neuron has the following activation function:

\[ \phi_j(x) = \exp \left( -\frac{\|x - \mu_j\|^2}{2\sigma^2_j} \right), \quad (5) \]

where \( x \) is the input vector to the network. The neurons are statically allocated on a uniform \( n \)-dimensional grid (where \( n \) is the dimension of the input vector \( x \)) covering the entire flight data. The GRBF-NN is trained using the batch back-propagation algorithm that makes it insensitive to the order in which the data are presented. A single training is performed in about 20 on a personal computer.

Figure 4: General schematic of the AoA estimation using the approach proposed in Equation (1).
the region of interest for the input space. Therefore, the vector \( \mu \) contains \( n \) centers associated to the \( j \)th neuron. According to the universal approximation theorem for RBF [19], there is a single smoothing factor (or Gaussian width) \( \sigma \) associated with the \( j \)th neuron.

While constructive procedures for determining the center positions and the variances of the neurons are introduced in [38], the main problem of GRBF is that the total number of neurons grows exponentially with the input dimension. In order to avoid this problem for conventional GRBF architectures, a sequential learning technique for GRBF–NNs was proposed in [39], defined resource-allocating network (RAN), with emphasis on fast learning, good generalization, and compact representation.

The RAN growth strategy is based on three criteria listed here: (1) the current estimation error criteria \( e(k) = y(k) - \bar{y}(k) \geq E1 \); (2) the novelty criteria \( \|x(k) - \mu_j(k)\| \geq E2 \); (3) the windowed mean error criteria \( (1/N)\sum_{i=0}^{N} |y(k - N + i) - \bar{y}(k - N + i)| \geq E3 \). When all three growth criteria are satisfied, a new neuron \( (M + 1) \) is added; otherwise, the update vector \( \Theta \) containing the tuning parameters is repeated. When a new neuron is added, its center is updated. When a new neuron is added, its center containing the tuning parameters is updated. When a new neuron is added; otherwise, only the vector \( \Theta \) containing the tuning parameters is updated. When a new neuron is added, the new variance is initialised as

\[
\Theta(k + 1) = \lambda \|x(k) - \mu_j(k)\|_{\infty},
\]

with \( j \in [1, M] \) and \( \lambda \) is the “overlap” training parameter.

Least squares and gradient descent algorithms are commonly used [41–44] for online tuning of the network parameters. From previous experiences [31, 40], a gradient-based algorithm is used in the present work because of its lower computational effort. The online discrete time adaptation rule is given by

\[
\Theta(k + 1) = \Theta(k) - \eta \frac{\partial e(k)}{\partial \Theta_k} e(k),
\]

where \( e(k) \) is the prediction error and \( \eta \) is the learning rate. For a fully tuned RAN, the vector of parameters to be updated at each step is given by \( \Theta = [W, \Pi, \Sigma] \) and \( W \) is the vector of the output weights, \( \Pi \) is the vector containing the positions (centers) of each neuron, and \( \Sigma \) is the vector of the variances for each neuron. Therefore, generally speaking, three learning rates can be adopted \( \eta_W, \eta_\Pi, \) and \( \eta_\Sigma \), respectively, for \( W, \Pi, \) and \( \Sigma \). In order to avoid an excessive increase of the network size, a pruning strategy can also be applied when the defined maximum neuron number is reached. This modified architecture is called minimal RAN (MRAN) [31]. When a neuron is pruned, a new one is added following the same rules described before.

With the fully tuned extended MRAN (EMRAN), the growing and pruning mechanisms remain unchanged, while the parameters are updated following a “winner takes it all” strategy. In other words, only the parameters of the neurons within a defined “radius” are updated because they are considered the most active, while all the others are left unchanged. This strategy allows a significant reduction of the number of parameters to be updated online and a significant reduction of computational requirements with negligible performance degradation with respect to the MRAN [31]. Even though the EMRAN algorithm is designed for online training, it is worth underlying that in this work, the sequential algorithm is used to train the NN offline in order to have a pretrained NN onboard.

6.1. Training Parameter Setup and NN Downselection. The GRBF training strategy is inspired by [40] where a similar application was studied. The GRBF is trained with the EMRAN algorithm several times in order to achieve a satisfactory convergence of the error. In this work, the GRBF–NNs are retrained 250 times unless a convergence criteria, the training \( 2\sigma \) error < 1.5°, is reached. A single sequential training takes about 5 s on a personal computer and, therefore, up to 21 min for the 250 retrainings considered in this work. The learning rates are set to \( \eta_w = 1 \times 10^{-2}, \eta_\Pi = 1 \times 10^{-3}, \) and \( \eta_\Sigma = 1 \times 10^{-3} \) because a faster convergence was noted. Moreover, the three error thresholds introduced in Section 6 are \( E1 = E2 = 0.75 \) and \( E3 = 0.35 \) to avoid a superfluous growth of hidden units from very early iterations, i.e., processing the first training points.

As far as the radius and overlap parameters are concerned, a priori values are not available and they depend on (1) the number of neurons and (2) the sampling rate of the training points. From a preliminary analysis, it emerged that values proposed in [40] would not be
applicable to the present dataset and, therefore, a trade-off was necessary.

The candidate GRBF-NNs are evaluated considering maximum neuron numbers in the range $[10, 13, 25, 50, 100]$, where 13 is suggested by the MLP architecture recalled in Section 5. Any GRBF-NN is retrained with radius $\in [0.5, 1, 2, 5, 7, 10]$ and overlap $\in [0.05, 0.1, 0.2, 0.5, 0.75, 1]$.

Figure 5(a) represents the best training GRBF-NN performances obtained with all possible combinations of radius and overlap, hereinafter indicated as $(R, O)$. The $2\sigma$ error is the main criteria adopted to choose the maximum number of neurons. In Figure 5(a), the $2\sigma$ error is minimised (1.46°) using no more than 13 neurons even though similar results can be achieved with the limit of 50 neurons, whereas the limit of 100 neurons would lead to very large maximum errors and, therefore, it is discarded. Between the maximum number of 13 and 50, considering a possible onboard implementation and the chance to be compared to MLP with the same number of hidden units, the SS-GRBF with a maximum number of 13 neurons is selected.

Best results reported in Figure 5(a) are only the ones obtained with the best couple $(R, O)$ for the training manoeuvres. In order to evaluate their influence on the generalization capabilities, $2\sigma$, $3\sigma$, and max test errors can be analysed in Figure 5(b) for the GRBF-NN with no more than 13 neurons. Considering the $2\sigma$ and $3\sigma$ errors, it is clear that the radius shall be 2, whereas the overlap can be chosen in the range $0.25 \div 0.75$. Even though the minimum $2\sigma$ error (1.12°) is reached for overlap $= 0.75$, the analysis of the maximum error of Figure 5(a) clearly suggests to choose overlap $= 0.5$.

Therefore, in this work, the GRBF-NN used for AoA estimation is trained with the EMRAN algorithm using $R = 2$ and $O= 0.5$ with the maximum number of 13 hidden units. Hereinafter, the latter GRBF-NN is labelled as SS-GRBF.

### 7. SS-GRBF Performance

The SS-GRBF defined in Section 6.1 is tested on manoeuvres introduced in Section 3, and time histories are reported in Figure 6. Results of AoA estimation, in terms of mean, $2\sigma$, and maximum errors, are collected in Table 3 both for training
Figure 6: Continued.
and validation manoeuvres to be compared to results obtained with SS-MLP and SS-MLP-M introduced in Section 5.

The limited $2\sigma$ errors suggest a general good agreement between the true AoA values and SS-GRBF’s estimations even if maximum errors around 5° can be observed (e.g., in flight tests 1, 2, and 5).

The SS-GRBF shows worse training performances (relative to flight test nos. 1-4) if compared to SS-MLP (Table 3) in terms of mean, maximum, and $2\sigma$ errors. In fact, as known, the batch training algorithm can be very effective on the training with respect to the sequential one. On the other side, as far as validation manoeuvres are concerned, it can be noted that the $2\sigma$ error is below the acceptance limits of 1.5° defined in Section 4.1 except for flight test number 4. The maximum error during the simulated steady-state conditions is compliant with respect to the required 1.0°, and it is smaller than the SS-MLP one. Recalling the qualitative nature of the requirements presented in Section 4.1, both noncompliance $2\sigma$ (flight tests 4 and 7) and max errors $2\sigma$ (flight test 2) do not invalidate the SS-GRBF. In fact, the SS-GRBF shows similar estimation capabilities of the SS-MLP-M-trained ad hoc for AoA estimations with a “modified” training dataset. Moreover, large maximum errors can be also observed in SS-MLP and SS-MLP-M but they not represent an issue as they are very limited in time (often spike errors).

The latter consideration is corroborated by analysis of Figure 7(b) where AoA estimation errors are plotted in the plane AoA-CAS and the training boundary is extruded in order to highlight the location of the maximum errors. It can be noted that the largest errors are located across or outside the training boundary, whereas the maximum error inside the training boundary is about 3.5°. This behaviour is expected because the SS-GRBF is extrapolating instead of working as a regressor.

From Figure 7(a), the AoA estimation error for training manoeuvres reveals, as expected, that the largest errors are...
close to the training perimeter even though the maximum errors (up to 5.12° for flight test 2) are inside the training boundary. However, the largest errors are spike errors (as can be seen in Figure 6(b)) that do not usually represent real issues to be handled.

Considerations presented in this section show the potentiality of the GRBF networks to be used as the AoA estimator adopting the proposed approach for AoA estimation dealing with experimental flight test data. Similar performances can be achieved with MLP networks but some actions shall be considered to prepare the training dataset, whereas the GRBF is more tolerant to noisy data and sparse and unbalanced training domain. However, even though the SS-GRBF shows similar 2σ errors of SS-MLP-M, larger maximum errors are always observed.

To conclude, as far as the AoA estimation is concerned, the choice between MLP and GRBF cannot be generic and it is related to the specific application. In fact, if the GRB shows better capability than MLP networks to cope with issues related to operative scenarios, in some circumstances, the MLP can also lead to better results if the training dataset is adequately preprocessed.

8. Conclusion
Training a synthetic sensor based on neural network with experimental flight test data can be challenging when recorded data is noisy and not regularly distributed on the network definition domain. Some issues can arise, and an adequately “modified” training dataset can be adopted. The present work explores the use of a radial basis function network trained sequentially using the EMRAN algorithm with the entire training dataset as alternative to a previous MLP-NN trained with a “modified” training dataset. The GRBF’s optimal training parameters and the optimal neuron number are identified. The GRBF-NN showed acceptable generalization capabilities dealing with experimental flight test data comparable to those obtained with MLP-NN trained with a “modified” training dataset. To conclude, as far as the NN-based AoA estimation is concerned, the choice between MLP-NN and GRBF-NN in operative scenarios is not obvious because of their comparable performances and the decision should be weighted according to the specific application. However, the proposed analysis suggests that the GRBF should be used when approaching a new research topic, e.g., choosing the right training manoeuvres, whereas, once the training is defined, a performance increase can be obtained with MLP with adequate experimental data manipulations. In fact, from the present work, it emerges that the GRBF are more effective with real flight data that is often noisy and sparse with variable density in the input domain. On the other hand, MLP can achieve similar, or better, performances if trained using ad hoc modified training dataset.

Nomenclature
ADS: Air data system
AHRS: Attitude and heading reference system
AoA: Angle of attack
AoS: Angle of sideslip
CAS: Calibrated airspeed
EMRAN: Extended minimal resource-allocating network
FTI: Flight test instrumentation
GNSS: Global navigation satellite system
GRBF: Generalized radial basis function
MLP: Multilayer perceptron
MRAN: Minimal resource-allocating network
NARX: Nonlinear autoregressive exogenous
NN: Neural network
RAN: Resource-allocating network
RBF: Radial basis function
SS: Synthetic sensors
UAM: Urban air mobility
UAV: Unmanned aerial vehicles
ULM: Ultralight machine
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