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In the terminal guidance phase of intercepting aerial target, a guidance law, satisfying impact angle constraint, acceleration
constraint, and second-order dynamic characteristic of interceptor autopilot, is designed based on the prescribed performance
control and dynamic surface control method. Firstly, a two-dimensional plane interception model considering the dynamic
characteristics of autopilot and input constraints is established. Furthermore, for the nonconstrained system, based on the
dynamic surface control, the prescribed performance reaching law is used to ensure that the line-of-sight angle and the line-of-
sight angle rate can converge to the prescribed range in finite time. At the same time, an adaptive law is used to estimate the
uncertainty caused by target maneuver and autopilot. Then, aiming at the acceleration constraint, an auxiliary system is
established to convert the restricted system into a nonrestricted system. The finite-time convergence of the terminal line-of-
sight tracking error, the line-of-sight rate, and the uniform ultimate boundedness of the system are rigorously proved by
Lyapunov stability theory. Finally, the simulation results show that the proposed guidance law can make the interceptor have
better interception performance when attacking targets with different maneuvering forms.

1. Introduction

In the terminal guidance phase of high-speed maneuvering
target interception, the final miss distance between the mis-
sile and the maneuvering target is often used as an important
indicator of the guidance law design. In addition, direct col-
lision is the most effective way to intercept high-speed
maneuvering target, which requires the interceptor to attack
the target at a specific impact angle to improve the success
rate of direct collision [1]. Therefore, it is necessary to design
a guidance law to meet the impact angle constraint.

In the actual execution of the guidance law, there is a certain
time delay between the guidance command signal and the con-
trol rudder deflection signal due to the dynamic characteristics
of the missile’s autopilot. It is difficult to ensure the guidance
accuracywithout considering the autopilot delay dynamics, espe-
cially for interceptingmaneuvering targets [2].What is more, due
to the limited capability of missile’s actuator, the acceleration
constraint should be concerned. A series of nonlinear guidance

laws were designed for the guidance system with acceleration
saturation constraint, but only for stationary targets [3–5]. At
present, there are few studies on the guidance problemofmaneu-
vering target, considering the second-order dynamic characteris-
tics of missile’s autopilot and the input limitation. For example,
the dynamic surface guidance law is designed to meet the
second-order dynamic characteristics of the missile’s autopilot
but did not consider the control input constraints in [6]. In [7],
based on the differentiator, backstepping method, and adaptive
technology, an adaptive guidance law is designed for impact
angle constraint and second-order dynamic characteristics of
autopilot which did not consider the input saturation, and the
adaptive parameters were not bounded in the guidance process.

In order to design guidance law with constraints, experts
and scholars have conducted a lot of research based on slid-
ing mode control (SMC) methods and have obtained many
valuable results [8–11]. Since the sliding mode control has
the characteristics of robustness and easy realization for
the system uncertainty, many guidance laws with terminal
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line-of-sight angle constraint are designed based on sliding
mode control theory. In reference [12], a nonsingular termi-
nal sliding mode guidance law is designed satisfying impact
angle constraint based on nonsingular sliding mode control
theory; in reference [13], an adaptive sliding mode guidance
law is designed based on adaptive control technology and
nonlinear sliding mode control theory, satisfying the first
order dynamic delay of autopilot; in reference [14], an adap-
tive dynamic surface guidance law is designed by using bar-
rier Lyapunov function under the view constraint of seeker
and first order dynamic characteristics of autopilot; in refer-
ence [15], a sliding mode guidance law is designed, consider-
ing the autopilot as a first-order dynamic characteristic,
using online homogeneous observer to estimate the line-of-
sight (LOS) angular rate; in reference [16], a sliding mode
dynamic surface guidance law is designed for the case of
impact angle constraint and missile second-order autopilot’s
dynamics.

The guidance lawdesignbasedonSMCincludes twoparts:
the design of sliding mode surface and the design of reaching
law. The sliding mode surface is designed to ensure that each
item constituting the sliding mode surface can converge to
the predetermined value, such as the system state and tracking
error. The forms of sliding mode surface are diverse, and the
commonlyusedslidingmode is linear slidingmode,nonsingu-
lar terminal slidingmode, integral slidingmode, and fractional
sliding mode [17]. The sliding mode reaching law mainly
includes constant velocity reaching law, exponential reaching
law, and general reaching law [18]. The reaching law canmake
the slidingmode variable converge quickly and then guarantee
that the system state or tracking error reaches the slidingmode
surface.

In the design of the slidingmode guidance law, the conver-
gence performance of the sliding mode variable can be
achieved by adjusting the parameters of the reaching law.
However, the reaching law designed based on the Lyapunov
theory and the finite-time convergence theory cannot guaran-
tee the same convergence effect under different interception
conditions. It is not easy to find the appropriate parameters
to ensure the transient convergence performance of the sliding
mode variable, especially at the beginning of the terminal
guidance.

In recent years, prescribed performance control (PPC)
has been widely used in the design of guidance and control
systems [19–21]. In reference [22], the attitude tracking
error of spacecraft is limited to the prescribed range by using
the prescribed performance method. In reference [23], the
prescribed performance method for hypersonic vehicle
height control is proposed to ensure the desired dynamic
performance and steady-state accuracy.

Based on the PPC theory, the tracking error can con-
verge according to the convergence range predefined by
the prescribed performance function (PPF), which provides
a simple method for the transient and steady-state perfor-
mance of error convergence.

In order to solve the input constraint, impact angle con-
straint, and missile’s autopilot delay constraint, an adaptive
prescribed performance guidance law is designed by intro-
ducing auxiliary system, adaptive technology, low-pass filter,

backstepping method, and prescribed performance control
technology. An improved PPF is applied to design guidance
law with constraints, ensuring the sliding mode variable con-
vergence to the predefined range. Finally, the effectiveness is
verified by digital simulation.

2. Problem Description

The relative motion of two-dimensional pitching plane is
shown in Figure 1. The relative motion equation is as fol-
lows:

_R =VT cos ηT − VM cos ηM , ð1Þ

R _q = −VT sin ηT + VM sin ηM , ð2Þ
_θM = aM

VM
, ð3Þ

_θT = aT
VT

, ð4Þ

where θM = q − ηM ; θT = q − ηT ; R is the relative distance
between the missile and the target; _R is the relative velocity
between the missile and the target; VM and VT , respectively,
represent the velocity of the missile and the target; θM and
θT , respectively, represent the trajectory inclination angle
of the missile and the flight path angle of the target; q and
_q, respectively, represent the LOS angle and the LOS angular
rate of the missile and the target; aM and aT , respectively,
represent the normal acceleration acting on the missile and
the target. Kinematic trajectory of missile can be obtained
by integrating relative motion equations.

Although the actual missile autopilot has high-order
dynamic characteristics, it can be approximated as the fol-
lowing form of second-order dynamic characteristics in the
design of guidance law.

€uq = −2ζωn _uq − ω2
nuq + ω2

nuθ + d2, ð5Þ

where ζ represents the damping ratio, ωn represents the
natural frequency, uq represents the actual guidance com-
mand, uθ represents the ideal guidance command, and d2
is the uncertainty of the model. Considering the input con-
straint condition, equation (5) can be rewritten as follows:

€uq = −2ζωn _uq − ω2
nuq + ω2

nsat uθð Þ + d2, ð6Þ

where satð·Þ represents the saturation function which
satisfy the following requirements

sat uθð Þ =
umax, uθ > umax,
uθ,−umax ≤ uθ ≤ umax,
−umax, uθ < umax,

8>><
>>: ð7Þ

where umax denotes the upper bound of the known guidance
command. Synthesizing equations (1)–(7), the plane guidance
equation with impact angle constraint, input constraint, and
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autopilot second-order dynamic characteristics is

_x1 = x2,

_x2 = −
2 _R
R
x2 − _ψ2

l sin x1 cos x1 −
1
R
x3 + d1,

_x3 = x4,
_x4 = −2ζωnx4 − ω2

nx3 + ω2
nsat uθð Þ + d2,

8>>>>>><
>>>>>>:

ð8Þ

where d1 = aT cos ηT /R is the uncertainty of target maneu-
ver, d2 is the uncertainty of the autopilot, state variable x1 = q
− qd, x2 = _x1 = _q, x3 = uq, x4 = _uq, and qd is the expected LOS
angle in the longitudinal plane. In the process of terminal guid-
ance, we consider _R ≈ const so that €R ≈ 0.

The target designed in this paper: for the guidance model
(8) with multiple constraints, a prescibed performance guid-
ance law is designed based on adaptive dynamic surface
method, and the corresponding stability proof is given. A
low-pass filter is introduced to avoid the phenomenon of
“differential expansion” caused by multiple derivative of vir-
tual control. At the same time, a new adaptive algorithm is
used to estimate the unknown upper bound of external
interference online. Finally, the effectiveness of the guidance
law is verified by digital simulation.

3. Basic Theory of Prescibed
Performance Control

3.1. Performance Function. By introducing the performance
function, the transient and steady-state performances of
tracking error eðtÞ are set, and the performance function is
defined as follows.

Definition 1. The continuous function ρ : R+ ⟶ R+ is called
the performance function, which satisfies:

(1) ρðtÞ is positive and strictly decreasing

(2) lim
t⟶∞

ρðtÞ = ρ∞ > 0

On the premise that the initial error eð0Þ is known, the
inequality constraints are given:

−δρ tð Þ < e tð Þ < ρ tð Þ, e 0ð Þ > 0,
−ρ tð Þ < e tð Þ < δρ tð Þ, e 0ð Þ < 0,

(
ð9Þ

where t ∈ ½0,∞Þ, δ ∈ ½0, 1�.
This paper selects the form of performance function as

follows:

ρ tð Þ = ρ0 − ρ∞ð Þ exp −ltð Þ + ρ∞: ð10Þ

where l is the convergence coefficient and ρ0 is the initial
value of ρðtÞ. If inequality (9) holds, the error curve will be
limited between −δρðtÞ and ρðtÞ. In addition, combined
with the decreasing characteristics of ρðtÞ, it can be seen that
the error eðtÞ will rapidly converge to a neighborhood of 0

under the clamping force of −δρðtÞ and ρðtÞ. Constant ρ∞
is the upper bound of the preset steady-state error, the decay
rate of ρðtÞ is the lower bound of the convergence rate of the
tracking error eðtÞ, and the maximum overshoot of the
tracking error is not greater than δρð0Þ. Therefore, the
steady and transient state of the tracking error can be
restricted by selecting the appropriate performance function
ρðtÞ and constant δ.

3.2. Error Transformation. In theprocessof systemdesign, it is
very difficult to deal with inequality constraints directly. The
error transformation function SðεÞ is used to transform
inequality constraints into equality constraints and then deal
with them.The error transformation function is defined as fol-
lows:

S εð Þ = ιup exp εð Þ − ιdown exp −εð Þ
exp εð Þ + exp −εð Þ , ð11Þ

where ιup, ιdown is the normal number of the design. Equation
(11) satisfies

−ιdown < S εð Þ < ιup,
lim

ε⟶−∞
S εð Þ = −ιdown,

lim
ε⟶+∞

S εð Þ = ιup:

8<
:

ð12Þ

Besides, for ∀ε ∈ ð−∞, +∞Þ, dSðεÞ/dε > 0 are bounded,
and SðεÞ is sufficiently smooth and strictly monotone increas-
ing bounded.

The relationship between tracking error e and transfor-
mation error ε can be expressed as

e tð Þ = ρ tð ÞS εð Þ: ð13Þ

The error transformation function SðεÞ is simplified as

S εð Þ = ιup −
ιup + ιdown
exp 2εð Þ + 1 : ð14Þ

VM
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Figure 1: Missile-target relative motion relations.
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The inverse function of SðεÞ can be obtained:

ε = 1
2 ln

ιup + ιdown
ιup − S εð Þ − 1

 !
: ð15Þ

Let T = S−1 denote the inverse function of function S,
then formula (15) can be equivalently expressed as

ε = T
e
ρ

� �
: ð16Þ

If εðtÞ ∈ ℓ∞ and t ∈ ½0,∞Þ, then the inequality constraint
(9) is satisfied. With the convergence of ρðtÞ, the tracking
error will eventually be limited in the following range:

E = e ∈ R : −ιdownρ∞ < e tð Þ < ιupρ∞
� �

: ð17Þ

4. Design of Prescribed Performance
Guidance Law

For guidance system (8), the prescribed performance adaptive
dynamic surface guidance law is designed, and the correspond-
ing stability analysis is given. By introducing a low-pass filter,
the “differential expansion” phenomenon caused by multiple
derivations of virtual control is avoided. The unknown upper
bounds of external disturbances d1 and d2 are estimated online
by using a new adaptive algorithm, which can ensure that the
adaptive parameters are bounded in the guidance process. The
specific process is as follows.

Step 1. Firstly, the guidance law is designed in the two-
dimensional plane, and the linear sliding mode surface is
constructed according to the line-of-sight angle error x1
and line-of-sight angle rate x2 in the pitch plane.

s1 = c1x1 + c2x2: ð18Þ

The constants c1 and c2 are positive and satisfy Hurwitz
stability. When s1 = 0 holds, x1 and x2 approach 0 in finite
time.

Set the tracking error to be z1 = s1 − 0, the derivation of
tracking error is calculated as

_z1 = c1 _x1 + c2 _x2: ð19Þ

Using error conversion function:

S1 ε1ð Þ = ιup,1 exp ε1ð Þ − ιdown,1 exp −ε1ð Þ
exp ε1ð Þ + exp −ε1ð Þ ,

ρ1 tð Þ = ρ0,1−ρ∞,1
� �

exp −l1tð Þ+ρ∞,1,
ð20Þ

where ιup,1, ιdown,1 is the normal number of design, ρ1 is
the performance function, ρ0,1 and ρ∞,1 are the boundary
value, and T1 = S1

−1 is the inverse function of S1. Then, the
transformation error can be expressed as

ε1 = T1
z1
ρ1

� �
: ð21Þ
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Figure 2: Trajectory curve.
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The derivative of (21) is

_ε1 =
dT1

d z1/ρ1ð Þ
_z1
ρ1

−
dT1

d z1/ρ1ð Þ
_ρ

ρ1
2 z1: ð22Þ

Combining the guidance model (8) with the transformed
error rate equation (23), it can be obtained:

_ε1 =
dT1

d z1/ρ1ð Þ
_z1
ρ1

−
dT1

d z1/ρ1ð Þ
_ρ1
ρ1

2 z1,

_z1 = c1 _x1 + c2 _x2,

_x2 = −
2 _R
R

x2 − _ψ2
l sin x1 cos x1 −

1
R
x3 + d1:

8>>>>>><
>>>>>>:

ð23Þ

Therefore, _ε1 can also be expressed as

_ε1 =
r1
ρ1

c1x2 + c2 −
2 _R
R
x2 − _ψ2

l sin x1 cos x1 −
1
R
x3 + d1

 ! !
− r1

_ρ1
ρ1

2 z1,

ð24Þ

where r1 = dT1/dðz1/ρ1Þ > 0, ρ1 > 0. Introducing a vir-
tual control law x3c to ensure that ε1 ⟶ 0. x3c is designed as

x3c = −R _ψ2
l sin x1 cos x1 − 2 _Rx2 −

R
c2
x2 − R

_ρ1
ρ1

z1 + R
ρ1
r1

k1ε1 + Rd̂1,

ð25Þ

where k1 is a positive constant and d̂1 is the estimated
value of the disturbance term d1. Assuming that the actual

disturbance d1 changes slowly, it can be concluded that d1
⋅

≈ 0. The following adaptive law is designed to estimate d1

_̂d1 = −σ1d̂1 −
r1
ρ1

c2ε1, ð26Þ

where σ1 is adaptation coefficient. Selecting Lyapunov
function as

Vε1
= 1
2 ε

2
1 +

1
2
~d
2
1, ð27Þ

where ~d1 is the estimation error

~d1 = d1 − d̂1: ð28Þ

Combining (27) and (28), the derivative of (27) is calcu-
lated as

_Vε1
= ε1 _ε1 = −c2

r1
ρ1

1
R
y2ε1 − c2k1ε1ε1 + σ1d̂1~d1, ð29Þ

where y2 is the filtering estimation error, which is
defined in the next section. A low-pass filter is designed to
avoid differential expansion caused by derivative of virtual
control

τ1 _x3d + x3d = x3c, x3d 0ð Þ = x3c 0ð Þ: ð30Þ

Among them, τ1 is the filter time constant.
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Figure 3: Missile acceleration curve.
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Step 2. Define z2 as tracking error between virtual control x3c
and actual state x3

z2 = x3 − x3c: ð31Þ

The derivation of tracking error (31) is calculated as

_z2 = x4 − _x3d: ð32Þ
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Figure 4: Change curve of LOS angular.
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Virtual control law x4c is

x4c = −k2z2 + _x3d +
c2r1
Rρ1

ε1, ð33Þ

where k2 is a positive constant. And define a Lyapunov
function as

Vz2
= 1
2 z

2
2: ð34Þ

The derivation of Vz2
is calculated as

_Vz2
= z2 _z2 = z2 z3 + x4c + y3 − _x3dð Þ = −k2z2z2 + z2y3, ð35Þ

where y3 is the filtering estimation error, which is
defined in the next section. A low-pass filter is designed to
avoid differential expansion caused by derivative of virtual
control

τ2 _x4d + x4d = x4c, x4d 0ð Þ = x4c 0ð Þ: ð36Þ

Among them, τ2 is the filter time constant.

Step 3. In order to eliminate the deviation caused by the
acceleration constraint, an auxiliary system is introduced to

compensate the acceleration error.

_χuθ
= −kuθχuθ

+ ω2
n sat uθð Þ − uθð Þ, ð37Þ

where kuθ > 0 is the parameter to be designed and χuθ
is

the compensation quantity; the corrected state tracking error
is redefined as

z3 = x4 − x4d − χuθ
: ð38Þ

The derivation of (38) is calculated as

_z3 = −2ζωnx4 − ω2
nx3 + ω2

nsat uθð Þ + d2 − _x4d + kuθχuθ
− ω2

n sat uθð Þ − uθð Þ:
ð39Þ

So that the expected acceleration instruction uθ can
design as

uθ =
1
ω2
n

−k3z3 − z2 + 2ζωnx4 + ω2
nx3 − d̂2 + _x4d − kuθχuθ

h i
,

ð40Þ

where k3 is a positive constant, d̂2 is the estimated value of
the disturbance term d2, and the actual disturbance d2
changes slowly. Assuming that the actual disturbance d2
changes slowly, we can obtain that d2

⋅ ≈ 0. The adaptive
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Figure 8: Change curve of sliding surface.
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law is designed as

_̂d2 = −σ2d̂2 − z3, ð41Þ

where σ2 is the adaptation coefficient. Constructing
Lyapunov function

Vz3
= 1
2 z

2
3 +

1
2
~d
2
2: ð42Þ

Combining (39)–(42), the derivative of (42) is calculated
as

_Vz3
= z3 _z3 + ~d _~d = −k3z

2
3 + σ2d̂2~d2: ð43Þ

5. Stability Proof of Guidance Law

Theorem 2. For the pitch plane guidance subsystem (8) con-
sidering the impact angle constraint, the second-order
dynamic characteristics of autopilot, and the acceleration
constraint, it can ensure that the LOS rate converges in finite
time and the LOS angle converges to the desired terminal LOS
angle in finite time under the action of adaptive prescribed
performance guidance law as shown in equation (40).

Proof. Define filter estimation error:

yi = xid − xic, i = 2, 3: ð44Þ

Constructing Lyapunov function:

Viy =
1
2 y

2
i i = 2, 3: ð45Þ

The derivative of (45) is calculated as

_Viy = yi ‐ yi
τi

+ ηi

� �
= ‐ 2y

2
i

τi
+ yiηi, ð46Þ

where j _xicj ≤ ηi and ηi is a bounded normal number [24].
Constructing Lyapunov function

V = Vε1 +Vz2 +Vz3 +V2y +V3y: ð47Þ

Calculate the derivative of V and combine (29), (35),
(43), and (46), we can obtain that

_V = _Vε1 + _Vz2 + _Vz3 + _V2y + _V3y

= −c2k1ε
2
1 − k2z

2
2 − k3z

2
3 − c2

r1
ρ1

1
R
y2ε1 + z2y3

+ σ1d̂1~d1 + σ2d̂2~d2 −
2y22
τ2

+ y2η2 −
2y23
τ3

+ y3η3:

ð48Þ

In view of

d̂1~d1 = ‐ 12
~d
2
1 − d1

2 + d̂1
2� 	
,

d̂2~d2 = ‐ 12
~d
2
2 − d2

2 + d̂2
2� 	
:

8>><
>>: ð49Þ
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We could obtain

_V = _Vε1 + _Vz2 + _Vz3 + _V2y + _V3y

= −c2k1ε
2
1 − k2z

2
2 − k3z

2
3 − c2

r1
ρ1

1
R
y2ε1 + z2y3 − σ1

1
2
~d
2
1

+ σ1
1
2 d1

2 − σ1
1
2 d̂1

2
− σ2

1
2
~d
2
2 + σ2

1
2 d2

2 − σ2
1
2 d̂2

2

−
2y22
τ2

+ y2η2 −
2y23
τ3

+ y3η3,

ð50Þ

where −σ1ð1/2Þd̂1
2
−σ2ð1/2Þd̂2

2 < 0, so we could obtain

_V ≤ −c2k1ε
2
1 − k2z

2
2 − k3z

2
3 − σ1

1
2
~d
2
1 − σ2

1
2
~d
2
2 −

2y23
τ3

+ y3η3 + σ1
1
2 d1

2 + σ2
1
2 d2

2 − c2
r1
ρ1

1
R
y2ε1 + z2y3

−
2y22
τ2

+ y2η2,

ð51Þ
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where d1 and d2 are all bounded disturbances, so it is
clear that σ1ð1/2Þd12, σ2ð1/2Þd22 are all bounded. Setting
bounded interference upper bound to Ld

σ1
1
2 d1

2 + σ2
1
2 d2

2 ≤ Ld: ð52Þ

The scale of _V can be further determined

_V ≤ −c2k1ε
2
1 − k2z

2
2 − k3z

2
3 − σ1

1
2
~d
2
1 − σ2

1
2
~d
2
2 − c2

r1
ρ1

1
R
ε1y2

+ z2y3 −
2y22
τ2

+ y2η2 −
2y23
τ3

+ y3η3 + Ld:

ð53Þ
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On the basis of

−c2
r1
ρ1

1
R
ε1y2 + z2y3 + y2η2 + y3η3 ≤ c2

r1
ρ1

1
R
ε1y2










 + z2y3j j

+ y2η2j j + y3η3j j:
ð54Þ

We could obtain

_V ≤ −c2k1ε
2
1 − k2z

2
2 − k3z

2
3 − σ1

1
2
~d
2
1 − σ2

1
2
~d
2
2 −

2y22
τ2

−
2y23
τ3

+ c2
r1
ρ1

1
R
ε1y2










 + z2y3j j + y2η2j j + y3η3j j + Ld:

ð55Þ

In consideration of

ε1y2 ≤
1
2 ε

2
1 +

1
2 y

2
2,

z2y3 ≤
1
2 z

2
2 +

1
2 y

2
3,

yiηi ≤
1
2 y

2
i +

1
2 η

2
i ,

ð56Þ

we could obtain

_V ≤ −c2 k1 −
1
2
r1
ρ1

1
R

� �
ε21 − k2 −

1
2

� �
z22 − k3z

2
3 − σ1

1
2
~d
2
1

− σ2
1
2
~d
2
2 −

2
τ2

− 1
� �

y22 −
2
τ3

− 1
� �

y23 +
1
2 η

2
2 +

1
2 η

2
3 + Ld:

ð57Þ

Setting Lη = ð1/2Þη22 + ð1/2Þη23 and substituting Lη into
equation (57), we could obtain

_V ≤ −c2 k1 −
1
2
r1
ρ1

1
R

� �
ε21 − k2 −

1
2

� �
z22 − k3z

2
3 − σ1

1
2
~d
2
1

− σ2
1
2
~d
2
2 −

2
τ2

− 1
� �

y22 −
2
τ3

− 1
� �

y23 + Lη + Ld ,

ð58Þ

Cmin =

−c2 k1 −
1
2
r1
ρ1

1
R

� �
,− k2 −

1
2

� �

−k3,−σ1
1
2 ,−σ2

1
2 ,−

2
τ2

− 1
� �

−
2
τ3

− 1
� �

0
BBBBBBBB@

1
CCCCCCCCA
: ð59Þ
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According to equation (59), equation (58) can be rewrit-
ten as

_V ≤ −CminV + Lη + Ld ,

Ω =
Lη + Ld
Cmin

:
ð60Þ

Accordingly, as long as Cmin ≥ ðLη + LdÞ/Ω, when V ≥Ω,

we have _V ≤ 0, so that V ≤Ω is an invariant set. If Vð0Þ ≤Ω,
it is true for all t > 0 satisfies VðtÞ ≤Ω. Therefore, as long as
appropriate parameters such as k1, k2, k3, σ1, σ2, τ2, and τ3
are selected, the LOS angle rate and LOS angle can converge
to a sufficiently small error range.

The upper bound of the converge time can be defined as

tr =
1
l1

ln ρ0,1−ρ∞,1
ρr

� �
, ð61Þ

where ρr is a smaller positive constant; we could obtain
tr from ρ1ðtÞ. Setting ρ1ðtÞ ≤ ρ∞,1 + ρr , we could obtain

ρ0,1−ρ∞,1
� �

exp −l1tð Þ+ρ∞,1 ≤ ρ∞,1 + ρr ,
ρ0,1−ρ∞,1
� �

exp −l1tð Þ ≤ ρr ,

t ≥
1
l1

ln ρ0,1−ρ∞,1
ρr

� �
:

ð62Þ

So, when t ≥ tr , the s1 will eventually be limited to the

following range:

−ιdown,1 ρ∞,1 + ρr
� �

< s1 < ιup,1 ρ∞,1 + ρr
� �

: ð63Þ

6. Numerical Simulation

In order to verify the effectiveness of the prescribed perfor-
mance guidance law (PPCG), first is verifying whether the
PPCG can meet different terminal line of LOS angle con-
straint when the target is not maneuvering; secondly, the
PPCG is simulated under two modes: arc maneuver and spi-
ral maneuver in the circular; at the end, the simulation is
compared PPCG with the fast terminal sliding mode guid-
ance law (TSMG) under the same simulation conditions to
highlight the characteristics of the PPCG.

Setting missile velocity VM = 1000m/s, initial trajectory
inclination is 60°, and initial position coordinate is 0m and
5000m. The target velocity is VT = 700m/s, the blind area
of the seeker is rb = 300m, the initial trajectory angle of the
target is 0°, and the initial position coordinates is 15000m
and10000m. The expected LOS angle is 45°, the simulation
step is 0.001 s, and the interceptor acceleration is limited to
±15 g; ιup and ιdown are converged in the following form:

d
dt

ιup = −2ιup + 1,

d
dt

ιdown = −2ιdown + 1:

8>><
>>: ð64Þ

The guidance law parameters are selected as ρ0,1 = 2,
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Figure 17: Comparison of LOS angular changes.
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ρ∞,1 = 2, l1 = 0:3, k1 = 1:5, k2 = 0:5, k3 = 0:3, and kuθ = 2:5.
The filtering parameter is selected as τ1 = 0:01 and τ2 =
0:01. The adaptive law parameter is selected as σ1 = 0:8
and σ2 = 0:8. The parameters of interceptor autopilot are
selected as ζ = 0:8, ωn = 8 rad/s, and d2 = 200 sin ðtÞ.

Case 1. Tracking different expected LOS angle when target is
not maneuvering. The simulation results are shown in
Figures 2–6.

It can be seen from Figures 2 and 4 that the PPCG can
satisfy different terminal LOS angle constraint, and the
LOS angle gradually converges to the expected LOS angle
as the interception proceeds. Figure 5 shows that the LOS
angle rate converges rapidly to zero, and the interceptor is
close to zero-control interception state. Correspondingly,
in Figure 3, the acceleration of the interceptor has been sat-
urated in the first 2 s of the simulation to adjust the direction
of the interceptor speed. Figure 6 shows that the sliding
mode variable can converge in preset range. In different
LOS angle constraints, sliding mode variables have similar
convergence performance under the same PPF, and the
upper bound of the converge time is about 4.054 s.

Case 2. The target performs circular arc maneuver with
aTly = 2g in the longitudinal plane, the expected LOS angle
is 7:8∘, and the simulation results are shown in Figures 7–13.

According to the simulation results, the duration of the
whole interception process is 10.94 s, and the final miss-
distance is 0.018m, indicating that the PPCG designed in this
paper canmeet the requirements of accurate attackon the con-
stantmaneuvering target. Figure8 shows thevariationcurveof
the sliding mode variable which can be seen that the sliding

mode variable can converge in the prescribed performance
range under the action of PPCG, and the convergence time is
about 2.8 s. The sliding mode variable changes gently in the
convergence process and can continue to maintain smooth
and no chattering after convergence. From Figures 9 and 10,
it can be seen that the convergence characteristics of the LOS
angular rate are basically consistentwith the slidingmode var-
iable and the LOS angle finally reaching the expected angle. As
shown in Figures 11 and 12, when the acceleration is close to
saturation, theauxiliary systemcompensates the trackingerror
of the sliding mode variable. Even if the acceleration is in an
instantaneous saturated state, the sliding mode variable can
still be stabilized near zero. When the acceleration is in a sat-
urated state, the state variable χuθ

of the auxiliary system can
provide effective compensation for the tracking error of the
sliding mode variable in time, so as to ensure the steady
change of LOS angle and LOS angular rate.

It can be seen from Figure 13 that the estimation errors
~d1 and ~d2 can converge within 1.8 s. The uncertainty in
PPCG is compensated by using the estimation information
output by the adaptive law, and the target can be intercepted
successfully when the target is maneuvering, and the uncer-
tainty of autopilot is considered. Therefore, it has a good
ability of uncertainty compensation.

Case 3. Target performs sinusoidal maneuvering with aTly
= 2g + g sin ðπt/4Þ in the longitudinal plane. In order to
further highlight the superiority of the proposed PPCG, it
is compared with TSMG for simulation. The specific form
of TSMG is as follows:

s = x2 + k1x1 + k2 sign x1ð Þ x1j jρ,
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Figure 18: Comparison of LOS angular rate changes.
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uSMG = −2 _Rx2 + Rγ1 sign sð Þ + R k1x2 + k2ρx2 sign x1ð Þ x1j jρ−1� �
+ R ζ1s + ζ2 sj jδ sign sð Þ
� 	

,

ð65Þ
where

ζ1 = 1:7,
ζ2 = 1:5,

δ = 3
5 ,

k1 = 1:8,
k2 = 1:9,

ρ = 3
5 ,

γ1 ≥ aTly


 

:

ð66Þ

The simulation conditions are the same as those in Case
2, and the simulation results are shown in Figures 14–18.

It can be seen from the simulation results that, on the
whole, the interception time of the two guidance laws is sim-
ilar; all of them can meet the requirements of maneuvering
target interception, but the miss-distance of TSMG is larger
than PPCG. Figure 16 shows that the sliding mode variable
of TSMG and PPCG has good convergence characteristics.
However, the transient performance and steady-state perfor-
mance of TSMG are not as good as PPCG. The sliding mode
variable of PPCG can converge according to the prescribed
performance, and the convergence accuracy is higher than
TSMG. In terms of convergence speed, PPCG is also faster
than TSMG. TSMG cannot overcome the impact of target
maneuver and autopilot delay and cannot adjust missile
acceleration in time when it is saturated, which cause larger
fluctuations in LOS angle and LOS angular rate compared to
PPCG as shown in Figures 17 and 18. In contrast, the PPCG
with auxiliary variables proposed in this paper is more con-
ducive to missile execution.

7. Conclusions

This paper focuses on the guidance law design of interceptor
hitting high-speed maneuvering targets under multiple con-
straints, and the main work is as follows:

First, in order to meet the actual interception process, a
two-dimensional relative guidance model is established
under the constraints of interceptor’s terminal LOS angle,
autopilot’s second-order dynamic delay characteristic, and
the saturation constraint of interceptor’s acceleration. Then,
based on the prescribed performance control theory and the
dynamic surface control method, a prescribed performance
control guidance law is designed under multiple constraints,
and an auxiliary system is designed to compensate for the
influence of limited input on the guidance system of inter-
ceptor missile, guaranteeing that the LOS angle and LOS
angular rate can converge to the expected value in limited
time according to the prescribed performance function.

The stability of the guidance law is proved strictly by Lyapu-
nov theorem, and its validity is verified by numerical
simulation.

PPCG can overcome the influence of target maneuver,
attenuate the effects of autopilot delay, and adjust accelera-
tion saturation. Setting the parameters of PPCG is conve-
nient, and the same set of parameters can adapt to
different interception situations and satisfy multiple con-
straints. However, PPCG’s ability to deal with constraints
is limited, and the prescribed performance function adopted
has problems of uncontrollable convergence time and over-
shoot. Therefore, how to design a prescribed performance
function with controllable convergence time and overshoot
to further improve the ability of PPCG to deal with con-
straints is worthy of further study.
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