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In the unmanned aerial vehicle (UAV) swarm combat system, multiple UAVs’ collaborative operations can solve the bottleneck of
the limited capability of a single UAV when they carry out complicated missions in complex combat scenarios. As one of the
critical technologies of UAV collaborative operation, the mobility model is the basic infrastructure that plays an important role
for UAV networking, routing, and task scheduling, especially in high dynamic and real-time scenarios. Focused on real-time
guarantee and complex mission cooperative execution, a multilevel reference node mobility model based on the reference node
strategy, namely, the ML-RNGM model, is proposed. In this model, the task decomposition and task correlation of UAV
cluster execution are realized by using the multilayer task scheduling model. Based on the gravity model of spatial interaction
and the correlation between tasks, the reference node selection algorithm is proposed to select the appropriate reference node
in the process of node movement. This model can improve the real-time performance of individual tasks and the overall
mission group carried out by UAVs. Meanwhile, this model can enhance the connectivity between UAVs when they are
performing the same mission group. Finally, OMNeT++ is used to simulate the ML-RNGM model with three experiments,
including the different number of nodes and clusters. Within the three experiments, the ML-RNGM model is compared with
the random class mobility model, the reference class mobility model, and the associated class mobility model for the network
connectivity rate, the average end-to-end delay, and the overhead caused by algorithms. The experimental results show that the
ML-RNGM model achieves an obvious improvement in network connectivity and real-time performance for missions and tasks.

1. Introduction

Over the last decade, the usage of UAVs has been strictly
increasing in the area like agriculture, construction, industry,
and defense. Usually, several UAVs are considered to per-
form a complicated mission cooperatively as they can handle
practical tasks with complexity, diversity, and relevance,
such as close air support, reconnaissance, air defense, and
coordinated attack. Meantime, the UAV swarm can improve
operational performance through a reliable Ad hoc network.

UAV warm is a complex system, which involves many
aspects, such as task allocation, path planning, effectiveness
evaluation, and networking protocol. Among the above
aspects, networking plays the most important role for
UAV mission execution [1] and usually constructs a hierar-

chical cluster network. To ensure the stability and reliability
of the UAV cluster network, numerous networking methods
and routing protocols have been proposed and analyzed to
enhance the networking performance. For task allocation
and cooperative execution, many scholars have already
made a lot of achievements. Li et al. and Tu [2, 3] first pro-
posed the concept of avionics cloud based on UAV swarm
and designed a cloud model for avionics system integration.
After that, Lu et al. [4] described a hierarchical and cluster-
ing architecture for avionics systems to meet the new
requirements of information interaction and resource shar-
ing in future large-scale and complex combat scenes. Wang
et al. [5] also proposed a multilayer task scheduling model
for layered and clustered UAV swarms. Their research
mainly focused on the cooperative task processing and
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resource scheduling for the UAV group but did not consider
the group mobility model which in fact has an obvious influ-
ence on UAV mission execution.

Since UAVs are always in a mobile state during operation,
if the group mobility of UAVs is not considered during net-
working or task allocation, the lack of the mobility model
maybe results in serious loopholes or potential risks. Espe-
cially, while considering the real networking environment,
the selection of mobile model is of great importance [6]. For
example, some scholars have suggested that mobile nodes with
different mobility characteristics could dramatically affect
FANET network performance. Therefore, the study of group
mobility models suitable for UAV clusters has important prac-
tical significance. The research on the mobility model for
UAVs has been addressed in the literature, which can be
roughly divided into two categories: the mobility model strat-
egy and the mobility model performance test. For the mobility
model strategy, the research can be further divided into three
kinds: firstly, the random class mobility model [7–14], includ-
ing the random waypoint mobility (RWP) model, random
walk mobility (RWM) model, random direction mobility
(RDM)model, and GaussianMarkovmobility (GMM)model;
secondly, the reference class mobility model [15–19], includ-
ing the reference velocity group mobility (RVGM) model, ref-
erence zone mobility (RZM) model, and other models derived
from the reference point group mobility (RPGM) model; and
thirdly, the associate mobility model [20–28], including the
pheromone exclusion mobility (PEM) model and connected
overlay mobility (COM) model. The above mobility models
established plenty and consistent principles with the experi-
mented movement rules for UAV. However, in UAV swarm
practical collaboration scenarios, the abovementioned mobil-
ity models only consider the physical factors of node move-
ment, such as speed, direction, and position of nodes, and do
not take into account the indicators associated with the collab-
orative mission.

Since the mobility model needs to consider the applica-
tion scenario, scholars are now developing a flexible mobile
framework that allows us to model different applications
and network scenarios. For UAV combat scenarios, litera-
ture [11, 13, 15, 16, 18–25, 29–32], respectively, modeled
and analyzed the UAV movement problem from the per-
spectives of network coverage, connectivity, routing, etc.
Among these jobs, literature [19, 23, 31] mainly designed
appropriate mobility models for UAV clusters that perform
different tasks such as attack, defense, and detection. These
studies are more suitable for small-scale UAV clusters that
implement a single task, but for large-scale UAV swarms,
even a single UAV maybe perform different types of tasks.
Meanwhile, the existing models seldom consider the various
resource requirements of the tasks and the relationships
between tasks. In a highly dynamic environment, the mobil-
ity model has an important impact on network performance
and task execution efficiency. An appropriate mobility
model will effectively increase the maintenance time of com-
munication links and increase the connectivity of the net-
work nodes and shorten the completion time of mission
tasks. Therefore, it is an urgent problem to design a suitable
mobility model for UAV cluster.

In this paper, a group mobility model was studied and
designed, which is suitable for the scenario where UAV clus-
ter performs complex tasks collaboratively. It solves the
problem of how to move the large-scale UAV swarm when
they are executing associated tasks through a hierarchical
task dispatching method, eventually, to improve the task
real-time ability and network connectivity. Based on the
multilayer task scheduling model [5], the existing RPGM
algorithm was improved and the multilevel reference node
group mobility (ML-RNGM) model for the UAV swarm
was proposed. To evaluate the performance of the proposed
group mobility model, statistic data related to task schedul-
ing and network link for better analysis were added. Three
experiments were designed to analyze the performance of
the ML-RNGM model with other classical mobility models.

The remainder of this paper is organized as follows: In
Section 2, it presents the related work about mobility models
in recent years. In Section 3, the task scheduling architecture
for the UAV swarm is presented. In Section 4, the proposed
UAV swarm mobility model and performance indicators are
described in detail. The contrast experiments and the results
obtained from the experiments are given in Section 5.
Finally, conclusions are drawn in Section 6.

2. Related Work

Mobility model of flight vehicles has been widely studied
recently. It should present the movement of UAV nodes
and how their position, acceleration, and velocity change
over time [33]. Table 1 gives a basic result of sorting the cor-
responding studies on the mobility model in recent years.
According to the main movement strategies of these models,
they can be divided into three categories: the random class,
the reference class, and the associate class. The random class
mobility model mainly means the movement strategy of the
position and speed for the next moment depends on a ran-
dom generation algorithm. As the reference class, nodes
need to refer to the position and speed of other reference
nodes. For the associate class model, nodes rely on the mes-
sage interaction between nodes when they move.

The random class mobility model includes the tradi-
tional random mobility models, such as RWM, RDM,
RWP, and the improved models, such as the Gaussian Mar-
kov mobility model, smooth random mobility model, and
paparazzi mobility model. The traditional random class
models randomly generate the velocity or direction of the
state at the next moment according to the given time interval
and the random strategy. For example, in the RDM model,
when the node reaches the boundary, the speed and direc-
tion will be changed randomly. For the improved random
mobility models, they consider the fact that the uncon-
strained movement relying on random strategy may easily
lead to the phenomena of uneven distribution and density
wave, etc. [8]. The Gaussian Markov mobility model gener-
ates the velocity and direction at the next moment according
to the influence of the previous moment. The smooth ran-
dom mobility model uses the derivative method to generate
the state change for the next moment to ensure a smooth
speed and direction. The paparazzi mobility model directly
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divides the moving trajectory into five types with strong con-
straints on the random speed and direction. The random
class mobility model is the most popular model for UAV
movement, especially in simulation scenarios, but not suit-
able for FANET networks as UAVs cannot change their
speed and direction rapidly and randomly in a practical
scenario.

As for the reference class mobility model, the representa-
tive models [14–18] include the RPGM model, particle
swarm mobility model, reference velocity mobility model,
and freeway mobility model. All of these mobility models
have features with individual logical reference points or
group logical reference points. The RPGMmodel introduced
the concept of logic reference points. A single node not only
maintains its random behavior according to its logical refer-
ence point but also considers the group logical center while
moving. When the number of nodes participating in the col-
laboration is large, the calculation is quite complex and
time-consuming. Based on the RPGM model, the RVGM
model uses the group movement speed and the local node’s
velocity to replace the logical reference point and the motion
vector and can ensure that each node keeps the aggregation
moving state all time. Particle swarm and freeway mobility
models are also based on the reference point or reference
direction, but with special consideration on particle swarm
optimization (PSO) algorithm or freeway model algorithm
to avoid the collision problem. Although the reference
model has a certain similarity with the actual UAV cluster
movement, it is a lack of consideration on the relationship
of node tasks, especially associated with mission executions.

Representative models for the associated class include
literature [20–28], such as the pheromone rejection model,
hierarchical influence model, connected coverage model,
and community model. The associate class mobility model
mainly considers the connection between nodes to form a
certain motion vector to realize high connectivity, wide cov-
erage, or other targets. For example, the pheromone rejec-
tion model places the pheromone in the position when it
has reached and makes the node choose movement paths
according to the value of the pheromone around it to ensure
the movement coverage. The community mobility model
realizes node movement according to the relationship
between individuals. The hierarchical influence mobility
model mainly focuses on mobile nodes of various heteroge-
neous classes. The connected coverage mobility model is
aimed at the connectivity and coverage area of the network
by exchanging information such as location and speed
between nodes. Although the associate class mobility models
take the connection between nodes as the main attention
aspect, it seldom considers the relevance of different tasks
executed by different UAVs, especially in a practical scenario
where the UAV swarm just performs a quite complicated
mission cooperatively. Usually, the execution time of the
mission should be the key indicators to evaluate the effi-
ciency of different mobility models.

By summarizing the movement strategies of the above
three categories of mobility models, it is clear that those
models are continuously evolving towards the direction of
random individual behavior, group behavior, and adoption
of complex missions. Besides, the constraints of node

Table 1: Mobility model categories in Ad hoc in recent years.

Class Mobility name Main schemes
Related
literature

Random
class

Random walk mobility Random but limited speed and angle [7]

Random direction mobility
Random speed and angle. Not changing speed and angle until encountering

borders
[8]

Random waypoint mobility
Based on the random walk mobility by adding a wait time when arriving at

the destination
[9]

Gauss-Markov mobility Similar to the random walk mobility, but adding a speed correlation factor [10, 11]

Smooth random mobility
Similar to the random waypoint mobility, but with smoothed changes for

speed and direction
[12]

Paparazzi mobility Paparazzi movements: stay, waypoints, scan, oval [13, 14]

Reference
class

Reference point group
mobility

Logical reference point and center which will affect the speed of the next
moment

[15, 16]

Particle swarm mobility
Random speed and waypoints, collision-free adjustment by particle swarm

algorithm
[17]

Reference velocity group
mobility

Reference point with speed and direction, similar to reference point group
mobility

[18]

Freeway mobility Reference direction which emulates the freeway motion [19]

Associate
class

Pheromone repel mobility Random movement, pheromone driven [20, 21]

Hierarchical influence
mobility

Nature-based model by using binary influence in different nodes [22]

Connectivity and coverage
mobility

Ensure connectivity and coverage mainly for reconnaissance tasks [23–27]

Community mobility Based on social relationships among individuals [28]
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motion vector are further taking into account the features
about the task requirements and network performances.
The abovementioned mobility models can be simply and
quickly deployed into the UAV swarm, but they cannot
guarantee the real-time information interaction between
UAV nodes during the process of complex mission execu-
tion. In this scenario, each task within the mission has com-
plicated relationships and timing requirements with others.
For example, the random class mobility model only reflects
its movement of a single UAV without the consideration
of the relationship among other nodes. For the reference
class mobility model, the logical reference points and their
accurate positions are difficult to obtain in the practical sce-
nario. For the associated class mobility model, if the refer-
ence vector is not selected properly, it will cause a large
number of message exchanges between nodes, and this kind
of information not only wastes wireless channel bandwidth
resources but also has a negative impact on the whole net-
work performance.

Therefore, in a complex UAV swarm cooperative mis-
sion execution scenario, the mobility model not only should
consider how these different UAVs move but should also
pay more attention to the effectiveness of cooperative task
execution, the relationships among different nodes, and the
reliability of the whole network. To solve these problems, a
new mobility model for UAV swarm is proposed, which
considers the features of the multilayer task scheduling
strategy.

The reference nodes and task relationships were com-
bined together to design the multilevel reference node group
mobility (ML-RNGM) model, for better real-time perfor-
mance guarantee for task and mission and better network
connectivity. For the inner real-time performance evaluation
of a UAV, literature [34, 35] gave general schemas to solve it.

3. Task Scheduling Architecture for
UAV Swarm

3.1. Multilayer Task Scheduling Model. In this paper, a mul-
tilayer task scheduling model for UAV swarm is constructed.
It is an integrating model for avionics, especially when con-
sidering functions and resources are distributed in different
UAVs to perform complex missions under limited UAV
resources. In this architecture, the dynamic management
and dispatch of swarm resources are realized by using the
concept of resource virtualization in cloud computing. Com-
pared with the traditional avionics scheduling strategy lim-
ited within a single platform, the avionics cloud scheduling
model for UAV swarm emphasizes the network as the cen-
ter, allocates the common service resources according to
the mission and task requirements, makes full use of the
advantages of network resource sharing and task coopera-
tion among UAVs, and increases the completion rate and
real-time performance of mission and task. To full use of
the advantage of avionics cloud scheduling architecture, a
corresponding multilayer task scheduling model [4], namely,
the ML-TS model, is proposed and shown in Figure 1.

The multilayer task scheduling model mainly consists of
three steps: step 1, resource reporting, which is shown by the

purple dot-dash arrow in Figure 1. In this step, the UAV
internal network controller reports its resource information
to the corresponding cluster head, the cluster head reports
its resource information to the central controller, and this
kind of resource reporting just form a hierarchical UAV
resource pool. In step 2, task allocation, as shown by the
red arrow in Figure 1, the UAV swarm begins to assign tasks
from the center controller to each cluster and then to each
UAV. To improve the real-time performance of missions
and tasks, the missions are divided into subtasks and finally
distributed from the central controller to the internal end
systems (ESs) within each UAV [5]. In step 3, a collaborative
operation, each normal UAV begins to fly to its destination
according to the assigned tasks, receives information from
other UAVs, and performs the dispatched tasks.

In step 2, the most essential substep for task allocation is
mission decomposition. System engineering methods such
as the Zachman method and Functional Flow Block Dia-
gram (FFDB) can be used to decompose these complex mis-
sions. The smallest granularity of mission decomposition is
that the divided tasks can be performed by a single UAV.
The mission decomposition can be further divided into the
following four stages:

(1) Determine the mission group which should be per-
formed by the UAV swarm

(2) FFDB is used to divide the mission into different task
segments

(3) Distinguish the specific functional requirements of
each task segment according to the overall require-
ments and analyze the functional components and
resource requirements required by tasks

(4) Analyze the information exchanging requirements
among different task segments and determine the
relationships between task segments through infor-
mation exchange

Generally, a mission group includes several interrelated
missions, and these missions can be further divided into
tasks with special sequential orders. Thus, the execution of
these tasks by the node UAVs also should obey the inherent
sequential order. Figure 2 gives the diagram of the mission
decomposition architecture. A mission group is a set of mis-
sions, and these missions have logical relationships with
each other and contain different tasks. To illustrate the rela-
tionships among different tasks, FFDB is used to describe
them. In Figure 3, boxes are used to represent tasks, and
the directional connections between boxes are used to show
the relationships, for example, the predecessor tasks and the
successor tasks.

In Figure 3, there are 5 mission groups and 16 tasks in
total. Each mission group contains a different number of
tasks. For example, mission 1 contains 4 tasks and has three
predecessor tasks which are task 1, task 2, and task 3. When
the execution of the three tasks is finished, task 4 can be exe-
cuted. For missions, also there exist relationships between
them. For example, mission 1 and mission 2 are the prede-
cessor missions for mission 3, and the output of mission 1
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and mission 2 can be seen as the input for mission 3. Typi-
cally, tasks should be executed in UAVs. As a different
UAVs may contain a different number of processing
resources, the numbers of tasks which can be executed in
UAVs are different. Furthermore, each mission should be
executed within a UAV cluster to guarantee the strict timing
requirements for tight coupling tasks.

In the FFDB model, all missions and tasks can be
ordered as a hierarchical tree according to the predecessor
and successor relationships. For example, if a task A is one
of the inputs of task B, then A is regarded as a child node
of B, and B is regarded as the parent node of A. According
to the principle, the final executed task can be seen as the
root of the hierarchical tree, and the tasks without predeces-
sors can be seen as the basic nodes. To evaluate the relevance
degree between tasks, a variable H is introduced to show the
level where the considered task locates. The calculation of
the H value can be obtained according to the following steps:
(1) establish a hierarchical tree according to the correlation

between tasks; (2) find the longest path from the root node
to the basic nodes, and the longest path should be seen as
the maximal distance or the maximal level of the root node;
(3) the basic nodes with the longest path apart from the root
node should be seen as the first executing nodes, and the
level of these nodes should be set as one; (4) the H level of
the other nodes can be obtained according to the distance
from the root node. A more edge apart from the root node,
then the H level should minus one. For example, the root
node is located at the highest level, and the level or H of
the root node should be the longest path from the root node
to one of the basic nodes. When the maximal H is figured
out, the exact values of other nodes can be obtained accord-
ing to the parent and child relationships. The lowest value of
H is considered as one, which means the corresponding
nodes are just the starting nodes and have the longest execu-
tion path to the root node. Figure 4 gives the general idea for
the task correlation level tree. In addition, the level of each
task is assigned according to the predecessor and successor
relationships shown in Figure 4. With the assistance of H,
the executing orders for these interrelated tasks can also be
found. The larger the value H is, the later the task should
be executed, vice versa. Besides, the level difference between
two tasks also can be seen as the correlation degree for the
two task executions. If the level difference is only one, then
the two tasks must have a direct upstream or downstream
relationship.

Table 2 summarizes the H value corresponding to each
task correlation level shown in Figure 4. For this example,
the minimum value of H is 1, and the maximum value is
6. The tasks with H value as 1 will be executed firstly, and
the task with the maximal H value will be executed lastly.
Tasks with higher H values should only be executed after
tasks with lower H values are completed.

Central Controller

Cluster Head

Resource reporting

Task assignment

Figure 1: The multilayer task scheduling model of UAV swarm.

Mission 
Group

Mission 1 Mission 2

Task

Task 1 Task 2 Task 3 Task N

Mission N

Control layer

Cluster layer

Node layer

groups

Figure 2: Mission decomposition architecture diagram.
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After the mission decomposition is achieved, according
to the FFDB model and H value, all missions and tasks
should be dispatched into the UAV cluster network. The
mapping strategy between the decomposition results and
the network architecture is shown in Figure 5.

Within the control layer, the central controller performs
the process of decomposing the mission group into missions.
Typically, the central controller can adopt the greedy algo-
rithm to achieve the optimal matching between the
resources provided by UAV clusters and the requirements
of missions. Then, each cluster is assigned several missions,
and the information about the assigned missions is distrib-
uted into cluster head nodes. Within the cluster layer, the
UAV cluster head node can adopt the genetic algorithm to
further dispatch subtasks to the appropriate nodes to mini-
mize the total execution time of missions carried out by dif-
ferent UAV clusters and nodes. Each individual UAV node
should receive several assigned tasks within the node layer
and execute these tasks according to its local scheduling
strategy.

3.2. An Example of UAV Swarm Task Scheduling
Architecture. Figure 6 gives an example of the task

Task 1

Task 5

Task 4Task 2 Task 8

Task 6
Task 7

Task 9Task 3 
Task 10

Task 11

Task12

Task 13

Task 14

Task 15

Task 16
Mission 1

Mission 2

Mission 3

Mission 4

Mission 5

Mission relevance within a mission
Relevance between missions

Figure 3: Associated task execution sequence flowchart.

T16

T14 T15

T10 T13

T9T8

T4 T7

T3T2T1 T5 T6

T12T11

1

2

3

4

5

6

Figure 4: Task correlation level tree.

Table 2: H value of each task in Figure 4.

H value Task code

1 T1, T2, T3, T5, T6

2 T4, T7

3 T8, T9, T11, T12

4 T10, T13

5 T14, T15

6 T16
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scheduling architecture for the UAV swarm. In this example,
it is discussed how to realize the task scheduling of a UAV
swarm for an abstracted attack mission group. In a simplified
scenario, the attack mission group is divided into five mis-
sions: target detection, lock search, information fusion, inte-
grated navigation, and fire attack mission. Each mission can
be further divided into different tasks according to functions,
such as target detection including three tasks: TD1, TD2,
and TD3. Tasks belonging to the same mission group will
interact with each other by using message communication. If
the previous task has not been completed, the subsequent tasks
should be blocked and postponed. Taking the attack mission
group, for example, the execution of TP1 depends on the com-
pletion of TD1, TD2, and TD3. If the execution of TD1 is post-
poned, TD3 and TP1 might not be implemented in time, and
this consequence may not only seriously affect the real-time

performance of a single task but also potentially affect the
real-time performance of the whole mission group.

As shown in Figure 6, the attack mission group is taken as
an example and the corresponding H value of each task is
shown in Table 3. The minimum value ofH is 1, and the max-
imum value is 5. For tasks TN5 and TF3, they are both the
final executing tasks but with different relationship paths, so
the maximal value H for the hierarchical mission group
should be the largest value among the final executing tasks.
For this example, TN5 and TF3 have the same H value as 5.

4. Multilevel Reference Node Group
Mobility Model

As mentioned in Section 2, the movement strategy for UAVs
that operate in the same mission group collaboratively is

Drones with different resources

Centrol Controller

Cluster Head

Mission 
group

Mission Mission Mission

Control layer

Cluster layer

Node layer

The control layer communicates
 with the cluster head layer

Cluster head
 communication

Communication between
cluster head layer and node layer

Node layer
 communication

Figure 5: Mapping strategy of UAV cluster network architecture and mission task decomposition.

TD1

TD2

TD3

TT1 TT2 TN1

TN2

TN3

TN4

TN5

TP1

TP2 TF1

TF2

TF3TP3

Target detection

Lock search

Information fusion Fire

Message interaction 
between missions

Message interaction 
between tasks within a 
mission

Integrated navigation

Figure 6: An example of the hierarchical task model: attack mission group.
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quite critical to ensure the real-time performance of the
whole mission group. Different movement strategy has dif-
ferent influences on the completion of missions and tasks.
The goal of this paper is to find an appropriate method to
improve the task real-time capability and network connec-
tivity of the UAV swarm. In this section, the enhanced
UAV swarm mobility model will be described, which not
only depends on the reference node movement strategy but
also refers to the neighbor node’s tasks to form a multilevel
reference chain.

4.1. Reference Point Group Mobility Model. The reference
point group mobility (RPGM) model is a basic group mobil-
ity model based on the reference point. Each node in the
mobility group follows up with a logical center (or reference
point) which determines the group’s motion behavior. The
nodes in the group usually are randomly distributed around
the logical point. Different nodes can use their individual
mobility models but should obey the guideline of the refer-
ence point. During the movement process, each node not
only has its own individual random motion vector but also
should be affected by the group logical center motion vector.

For RPGM model, the following parameters should be
used. When a cluster network is constructed by UAV
swarms, there should be a logical center in each cluster.

(1) t means time

(2) mji means node i in cluster j, and the index i indi-
cates the node’s index in the cluster

(3) mjiðtÞ is the position of node i in cluster j at time t,
and mjiðt + 1Þ means the position at the next
moment

(4) MjiðtÞ is the random part of the moving vector for
the node mji between t and t + 1

(5) WjðtÞ is the motion vector of the cluster head in the
cluster j at time t

(6) V jiðtÞ is the motion vector of mji at time t

For a cluster networking scenario, the cluster heads can
be selected out as the reference points naturally, and all com-
mon nodes in a cluster should refer to the cluster head. The
movement of the cluster head at a time t can be represented
by a motion vector WjðtÞ. It defines the motion of the clus-
ter head itself and provides the general motion trend of the
whole group. For each node, the random part of the motion

vector MjiðtÞ is a random vector deviated by a group mem-
ber from the reference point. Formally, the motion vector of
the group member V jiðtÞ can be described as

V ji tð Þ =Wj tð Þ +Mji tð Þ: ð1Þ

The vector MjiðtÞ usually is an independent identically
distributed random process. Its length is randomly assigned
in the interval ½0, rmax� where rmax is the maximum allowed
distance deviation, and the direction is randomly assigned
in the interval ½0, 2π�. Figure 7 gives the schematic diagram
of the RPGM model.

In Figure 7, each node in the cluster moves according to
the group cluster head and their respective individual
motion vector for the next moment. For example, the
motions of node m11 and node m22 should obey formulas
(2) and (3). The vectors W1ðtÞ and W2ðtÞ represent the
motion vectors of the cluster heads in group 1 and group
2, respectively, and nodes m13 and m21 are just the cluster
heads for group 1 and group 2. Vectors M11ðtÞ and M22ðtÞ
represent the random motions of nodes m11 and m22.

V11 tð Þ =W1 tð Þ +M11 tð Þ, ð2Þ

V22 tð Þ =W2 tð Þ +M22 tð Þ: ð3Þ
Without any other constraints, the motion vector V ji

ðtÞ of nodes at the next moment is mainly determined
by the node random motion vector MjiðtÞ and cluster ref-
erence point motion vector WjðtÞ. The strategy of RPGM
mobile is quite simple, but it has severe shortcomings.
Firstly, the relevant parameters of the RPGM model need
to be configured in advance [15, 16], such as the position
coordinates of the logical reference points of each node
and the group logical reference points of each cluster. This
kind of advanced configuration belongs to off-line calcula-
tion and is not suitable for a real-time state with high
dynamical changes. Secondly, this model does not consider
the relevance between any collectively executed tasks; thus,
it cannot satisfy the collaborative scenario with tight rela-
tionships, especially with the sequence orders among dif-
ferent missions and tasks. However, the concept of
reference point provides a method to restrict the corre-
sponding nodes into an acceptable scope to ensure UAV
swarm network stability when these nodes are performing
the related tasks. In the ML-RNGM model, the concept of
reference point is also adopted but adds some changes to
reflect the relations between tasks.

4.2. Multilevel Reference Node Group Mobility Model. To
enhance the RPGM model to match the hierarchical task
scheduling model, the multilevel reference node group
mobility (ML-RNGM) model is proposed, in which the
node dynamically selects the reference node to move
according to the relationship between the tasks performed
within the nodes. The ML-RNGM model mainly includes
two parts: the basic model framework and the reference
node selection algorithm. The basic model framework is

Table 3: H value of each task in Figure 6.

H value Task code

1 TD1, TD2, TT1

2 TD3, TT2, TN5

3 TP1, TP2

4 TF1, TF2, TP3, TN1, TN2, TN3, TN4

5 TF3, TN5
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aimed at improving the RPGM model efficiency by chang-
ing the logical reference point to the actual physical refer-
ence nodes. The reference node selection algorithm
primarily considers the impact of interaction information
between related tasks, and it is based on the gravity model
of spatial interaction [36, 37]. Thus, the proposed ML-
RNGM model mainly consists of the following two
strategies:

(1) Dynamic Reference Node Selection. The group logical
reference points and the individual logical reference
points in the RPGM model are replaced by the phys-
ical reference central controller and the physical ref-
erence nodes.

(2) Multilevel Reference Chain. The H value of the task is
introduced to constrain the selection of reference
nodes. The nodes executing the associated tasks can
be formed into a multilevel reference link according
to the interaction relationship between tasks.

The ML-RNGM model is designed to execute the collab-
orative tasks by UAV swarm, so the model’s parameters
mainly include two aspects. The first aspect contains the
basic parameters needed by the RPGM model, and the sec-
ond aspect mainly contains the parameters just reflecting
the relationship between tasks and network architecture.
Besides the symbols defined in Section 4.1, there are some
other new parameters as follows.

(1) WjiðtÞ is the motion vector of the node mji from
the reference node at time t

(2) mccðtÞ is the location of the central controllermcc in
the UAV swarm at time t

(3) VccðtÞ is the motion vector of the nodemcc at time t

(4) Fj
ab is the value of the associated gravity between

node mja and node mjb. Fmax is used to represent
the maximum associated gravity

(5) Dab is the distance between node mja and node mjb

(6) r is the radius of node communication

(7) Hi is the level of task i in the hierarchical task
model

(8) Tupdate is the updating task of the reference node.
Meanwhile, Tneigbor, Ta, and Tb are used in Algo-
rithm 1 to represent different task sets

(9) N is the number of tasks performed by one node.
For example, Na and Nb represent the number of
tasks performed in a node mja and mjb, respectively

(10) Vr
jiðtÞ is the motion vector of the reference node

that is associated with mji between t and t + 1

In a UAV swarm, different UAVs are divided into sev-
eral clusters according to the ML-TS model, and each cluster
just performs a mission. For simplicity, the movement of the
central controller node can be determined in advance
through some configured path points. The cluster head in
a single cluster needs to refer the movement vector of the
central controller and the movement vector of the task refer-
ence point. The normal node in a single cluster needs to con-
sider the movement vector of the reference node and has its
own random movement. For the basic model framework, it
is stated in Section 4.2.1. For the second part, the reference
node selection algorithm is introduced in Section 4.2.2.

4.2.1. Basic Model Description. The concept of the improved
mobility model is shown in Figure 8.

Group 2

Group 1

m15(t+1)

m11(t+1)

m21(t+1)

t+1
t

m22(t+1)

m13(t+1)
M11(t)

m11(t)
m13(t)

m15(t)

W1(t)

W1(t)

W2(t)

W2(t)

V11 (t)
V22(t)

m22(t)

M22(t)

m23(t)
m21(t)

Random motion vertor
Motion vector
Reference motion vector

Motion vector of Group
Common Node
Cluster Node

Figure 7: Schematic diagram of RPGM.
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Figure 8 is a schematic diagram for the ML-RNGM
model. The figure just illustrates the movement of nodes in
two clusters from time t to time t + 1. According to the net-
working topology, there are two cluster heads and one cen-
tral controller which is selected out as the physical
reference central controller. Different symbols represent dif-
ferent node types, such as round for the normal node, square
for the cluster node, and pentangle for the central controller
node. Additionally, different colors and styles of arrows
stand for different relationships, such as the red arrow shows
the motion vector of nodes, the black arrow is the motion
vector of the central controller, the green dotted line, and
the solid line shows the motion vector of the central control-
ler, and the purple dotted line shows the reference node
motion vector.

For the cluster head, it needs to consider the motion vec-
tor of the central controller and the motion vector of the ref-
erence node. For example, the node that performs the final
output task in a mission can be selected out as the reference
node. In Figure 8, the motion vector of the central controller
is VccðtÞ. Nodes m11 and m21 are the two cluster heads in the
clusters G1 and G2, respectively. Similar to the RPGM
model, at time t, the reference motion vectors W11ðtÞ and
W21ðtÞ of the two cluster heads should obey the motion vec-
tor VccðtÞ of the center controller, which is represented by
the green dotted line and the motion vector Vr

jiðtÞ of the ref-
erence nodewhich is represented by the purple dotted line.

W11 tð Þ =Vcc tð Þ +Vr
11 tð Þ, ð4Þ

W21 tð Þ =Vcc tð Þ +Vr
21 tð Þ: ð5Þ

Combining formulas (4) and (5) with formulas (2) and
(3), the node motion vectors for m11 and m21 should obey:

V11 tð Þ =W11 tð Þ +M11 tð Þ =Vcc tð Þ +Vr
11 tð Þ +M11 tð Þ, ð6Þ

V21 tð Þ =W21 tð Þ +M21 tð Þ =Vcc tð Þ +Vr
21 tð Þ +M21 tð Þ:

ð7Þ
Thus, the movement vector of the cluster head is deter-

mined by the movement vector V ccðtÞ of the central control-
ler, the movement vector Vr

jiðtÞ of the reference node, and
the random moving vector MjiðtÞ of the node mji.

For other ordinary nodes, their motion vector, random
motion vector, and reference motion vector have the same
relationships. The reference nodes are determined by the ref-
erence node selection algorithm, which will be described in
Section 4.2.2. The nodem15 is shown in Figure 8 as an exam-
ple. The reference node form15 is nodem11. m15ðt + 1Þ is the
expected position of the nodem15 when considering the ran-
dom factor. The motion vectors have the following relation-
ships:

V15 tð Þ =W15 tð Þ +M15 tð Þ: ð8Þ

In formula (8), M15ðtÞ represents the random motion
vector as the random behavior of individual nodes in the
execution of tasks, W15ðtÞ is the motion vector of the refer-
ence node, which is determined bym15ðtÞ andm11ðtÞ. V15ðtÞ
is the final motion vector at time t, which can be expressed
as follows:

V15 tð Þ =Vr
15 tð Þ +M15 tð Þ: ð9Þ

In formulas (6), (7), and (9), the parameters Vr
11ðtÞVr

21
and Vr

15ðtÞ are all related to the reference nodes. Since a suit-
able reference node can effectively improve the efficiency of
the UAV cluster cooperative execution of tasks, the reference
node selection algorithm will be introduced in the next
section.

4.2.2. Reference Node Selection Algorithm. The ML-RNGM
model is specially designed for the Multi-Layer Task

Input: Mobility model parameter: α, β,
Neighbour node set: M = fmj1,mj2,mj3,⋯mjKg,
Task set performed by node mja : Ta;

Output: Optimal selection: mbest
1. initialize: Fmax = 0, Fj

at = 0, Tneigbor =Φ

2. for t = 1, 2, 3⋯ , K do
3. b =M½t�
4. Tneigbor = Get Data From NeigborðbÞ
5. Dab = TASK TO HðTa, TneigborÞ
6. Fj

at = αðwja wjbÞ/ðDab + 1Þβ
7. if Fj

at ≥ Fmax then
8. Saves the current maximum associated gravity: Fmax = Ft
9. Saves the current optimal selection of reference node: mbest = b
10. end if
11. end for
12. mbest ⟶Optimal selection of reference node.

Algorithm 1: Reference node selection for node mja:
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Scheduling (ML-TS) model, which is shown in Figure 3.
Considering the interaction relationship between different
UAVs, the information transmission is added among UAVs
when performing the associated tasks. However, these kinds
of information exchanging would increase the finish time for
mission and task execution. To reduce the time overhead
caused by the distance and message scheduling of UAV
nodes when performing the associated tasks, the gravity
model is introduced to select the best appropriate reference
point during the node movement process. For the gravity
model, three aspects to describe the interaction process are
put forward: the associated gravity, the associated distance,
and the level H of each task. The three aspects are used to
quantify the impact of information interaction between
nodes. The values of the three aspects are calculated with
formula (10), formula (11), and Table 3, respectively. In
the process of node movement, nodes will suffer the associ-
ated gravity from different neighbor nodes, as shown in
Figure 9.

For example, the node m15 is taken to illustrate the grav-
ity model, and the dashed circle in Figure 9 is the sensing
range of m15, which usually is equal to the cover scope of
the cluster G1. Node m15 is subject to the associated gravity
from different neighbor nodes. Its value is related to the
number of tasks executed by any two corresponding nodes
and the associated distance of the task, which can be defined
as follows:

Fj
ab = α

ωjaωjb

Dab + 1ð Þβ
: ð10Þ

In formula (10), α and β are two adjustable parameters,
which can be configured according to the actual number of

nodes and missions. wja and wjb, respectively, represent
the number of tasks in nodes mja and mjb. Dab represents
the associated distance between the two nodes, and the
parameter Dab + 1 is used to prevent the denominator from
zero. Dab can be expressed as follows:

Dab = 〠
Na

i=1
Hi − 〠

Nb

j=1
Hj

�����

�����: ð11Þ

In formula (11), the difference between H values of the
two tasks is used to represent the associated logical distance,
where Hi represents the level of task i in the task correlation
level tree. The closer the H values of the two tasks are, the
stronger the relationship between the two tasks would be.
Ultimately, there would be a lower Dab and higher Fj

ab
between the UAVs which are performing the associated
tasks.
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the central controller
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m11(t+1)
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t+1

W21 (t)V21(t)
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Figure 8: Schematic diagram of the ML-RNGM model.
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Figure 9: Illustration of the gravity model.
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In formula (10), Fj
ab gives the associated gravity of two

nodes. For the cluster head or the reference node, the value
Fj
ab is calculated to assist in assigning a reference displace-

ment vector to the node. Besides, the selection process of
the reference node is carried out by a periodic task with an
updating cycle Tupdate. The periodic selection task will be
executed in every node, responsible for calculating the asso-
ciated gravity between the considered node and the neigh-
boring nodes. After that, the neighboring node with the
maximum gravity value will be selected out as the reference
node. The process is shown in Algorithm 1.

In Algorithm 1, the parameter K represents the number
of neighboring nodes for node mja, M represents the set of
neighboring nodes, and Ta represents the set of tasks per-
formed by node mja. Besides, the functions Get_Data_
From_Neighbor and TASK TO H are two critical opera-
tions in Algorithm 1. Get Data From NeighborðbÞ is
responsible for sending messages to the neighbor node b
and returning Tb, and Tb is the set of tasks performed within
mjb. The function TASK TO H calculates the associated dis-
tance Dab between two nodes according to formula (8).
Finally, the output mbest represents the optimal reference
node mja.

Combined with Figure 8, Algorithm 1 is deployed on
each node in clusters. Taking G1 in Figure 8 as an example,
the normal nodes m14 and m15, respectively, select m15 and
m11 as the reference nodes according to the reference node
selection algorithm. For the cluster head nodes, their refer-
ence nodes include the central controller and the nodes that
perform the following associated tasks in other clusters. And
these nodes can be obtained by using Algorithm 1. For the
cluster head m11, it needs to consider the central control
and the associated nodes in another cluster.

4.3. Performance Indicators. To evaluate the performance of
the ML-RNGM model with other typical mobility models,
three performance indicators are constructed, including the
average end-to-end delay, network connectivity rate, and
the average link duration.

To measure the three indicators, Xjða, b, tÞ represents
the link state between the nodes mjaðtÞ and mjbðtÞ at time
t. If the two nodes are connected, its value is 1; otherwise,
it is 0. To calculate the link duration, Cjða, b, tÞ is used to
indicate the change of Xjða, b, tÞ. If Xjða, b, t − 1Þ = 0 and
Xjða, b, tÞ = 1, then Cjða, b, tÞ = 1. Subsequently, to define
the network connectivity rate and the average link dura-
tion, the symbol Nc is used to represent the number of
node pairs that can communicate with each other, and
Na is used to count the number of all nodes in the
network.

(1) Average end to end delay

The average end-to-end delay represents the perfor-
mance of information transmission in a UAV swarm with
the given mobility model strategy. Usually, end-to-end
delays can be used to evaluate the real-time performance of

tasks. A low end-to-end delay shows that the movement
strategy has a positive impact on the real-time performance.

(2) Network connectivity rate

The connectivity rate of a network is represented by the
symbol p, which shows the probability of a pairwise connec-
tion between two nodes in the network. The definition of
connectivity rate in literature [17] is referred to, and this
indicator is defined as the ratio of the connectable pairs of
nodes to the total pairs of nodes in the network, which is
shown in formula (12). Here, the symbol Ic is used to stand
for the number of connectable pairs, and the symbol Ia rep-
resents the total pairs in the network.

p =
Ic

Ia Ia − 1ð Þ/2 =
2Ic

Ia Ia − 1ð Þ : ð12Þ

(3) Average link duration

The link duration stands for the impact of movement
strategy on message transmission routing performance.
The longer the link duration is, the lower the link change
rate would be. Therefore, longer link duration can result in
better link stability and lower routing cost.

The measure of the link duration is mainly based on the
definition of link change time (LC) and link duration (LD)
[17] as follows:

LCj a, bð Þ = 〠
R

t=1
Cj a, b, tð Þ: ð13Þ

In formula (13), the symbol R represents the current
time, and the symbol LCjða, bÞ represents the link change
time between nodes a and b in the cluster Gj. Therefore,
the link duration of the cluster Gj can be obtained as follows:

LDj a, bð Þ =

∑R
t=1Xj a, b, tð Þ
LCj a, bð Þ , if LCj a, bð Þ ≠ 0,

〠
R

t=1
Xj a, b, tð Þ,   otherwise:

8>>>><
>>>>:

ð14Þ

Thus, in the cluster Gj, the ratio of the sum of LDjða, bÞ
to the value of Ic is the average link duration LD j:

LD j =
∑

N j

a=1∑
N j

b=a+1LDj a, bð Þ
Ic

: ð15Þ

In addition to the above three indicators, other perfor-
mance factors are also considered, such as the algorithm
overhead, the number of neighbor nodes, and the link
length. Besides, the makespan of the individual tasks and
the whole mission group for the proposed model combined
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with the multilayer task scheduling (ML-TS) model will be
evaluated.

5. Simulation Model and Case Study

5.1. Simulation Model. In this section, the simulation model
and the cases will be introduced to evaluate the performance
of the ML-RNGM model. For better illustration, the com-
parison experiments for the ML-RNGM model will be done
with the random class, the reference class, and the associated
class mobility models. OMNeT++ is used as the simulation
platform for these mobility models. Besides, the simulation
parameters are divided into the scenario simulation param-
eters, the mobility model class parameters, and the mobility
model parameters. The scenario simulation parameters
remain unchanged in the whole comparison experiments,
which are shown in Table 4.

Table 4 gives the general scenario simulation parameters
for a default attack mission, and the relationship between
different tasks is shown in Figure 5. The process of the mul-
tilayer task dispatch is mainly carried out in the central con-
troller. The central controller sends the detailed allocation
results to each cluster and then sends them to each UAV
node as shown in Figure 2.

For the parameters related to the mobility models, there
is no message transmission between nodes for the random
class and the reference class mobility models, so the config-
uration and deployment are relatively simple. For the associ-
ate class mobility model, there is a dynamic selection of the
reference nodes through message transmission. In the simu-
lation model, the reference node selection obeys a randomly
assigned strategy. The mobility model class parameters are
shown in Table 5.

Table 5 gives the detailed information for different
mobile models. For the ML-RNGM model, set α = 1 and β
= 2 to simplify the gravity model, and it is mainly referred
to as the universal gravitation.

To analyze the performance difference between the
mobility model and the other three type mobility models,
three experiments were designed as follows:

5.1.1. Experiment 1: Basic Performance Comparison. The pri-
mary performance experiment includes two test cases, and
the difference lies in the number of UAV nodes and the
velocity of nodes. The two cases will statistic the average
end-to-end delay, the network connectivity, and the average
link duration through the simulation method.

For the first case, the number of nodes is fixed to 16 in
each UAV cluster, and the velocity of nodes will be set to
10m/s, 20m/s, 30m/s, 40m/s, and 50m/s, respectively. For
the second case, the velocity of nodes will be held at 20m/
s. To ensure that each drone will have a task execution, the
number of UAVs in clusters will set to the same value as
the number of mission tasks. The corresponding parameter
settings of the number of UAVs and the number of tasks
are shown in Table 6.

In this case, there will be 5 clusters in the UAV swarm.
The mission group is set to 5 to observe the influence of dif-
ferent UAV numbers on the average end-to-end delay, the

network connectivity rate, and the average link duration,
respectively.

5.1.2. Experiment 2: Movement Trajectory Comparison. In
this experiment, the node number within each cluster is set
to 16, and then, the node positions will be counted at the
time of 5, 10, 15, and 20 minutes, respectively, to analyze
the node distribution for each mobility model.

5.1.3. Experiment 3: Real-Time Comparison under Avionics
Cloud. In this experiment, the four mobility models men-
tioned above will be deployed to the UAV swarm succes-
sively. The node number within each cluster is set to 10,
and the number of mission groups is set to 5. Experiment
3 also includes two test cases. For the first case, the mean
and maximum values of five kinds of data are statistics to
analyze the influence of different reference node selection
algorithms on the UAV swarm. These statistical data include
the algorithm overhead, the number of neighbor nodes,
node load, and link length. For the second case, five UAV
clusters are assigned within the same attack mission group
as shown in Figure 5. Different mobility models will be
deployed for the five clusters to calculate the makespan of
the individual tasks and the whole mission group for the
attack mission.

5.2. Simulation Analysis. The of three experiments are col-
lected and analyzed. In this section, these results will be
shown. The statistical data of the average end-to-end delay,
network connectivity, and the average link duration in
experiment 1 are shown in Figures 9 and 10. The position
distribution of nodes and clusters with various mobility
models in experiment 2 is shown in Figure 11. In experiment
3, the various mobility models are applied into the multi-
layer task scheduling model for the UAV swarm, and the rel-
evant simulation results are shown in Tables 7 and 8.

5.2.1. Basic Performance Comparison

(1) The Influence of Node Velocity on Different Mobility
Models. Figure 10 shows the changing trends of the basic
performance indicators with the increase of node velocity

Table 4: Scenario simulation parameters.

Simulation parameter Value

Area size (km2) 20 × 20
Data rate (Mb/s) 10

Message kind BE (best effort)

Message size (byte) 2048

Navigational angle (°) (0, 360)

Wireless range (m) 500

Routing protocol AODV

Mac protocols IEEE 802.11

Collaborative task scenario Attack mission

Mission group 1

Task number 16

Simulation time 100 s
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for the four mobility models. In all subgraphs, the blue color
line specifies the results of the random class model, the yel-
low and green color lines denote the results of the reference
and associated class models, and the last red color line shows
the statistical data of the proposed ML-RNGM model.
According to the four curves in Figure 10, the average end-
to-end delay will increase and the network connectivity rate
and link duration will decrease when the node velocity
increases from 10m/s to 50m/s. These kinds of changing
trends are also consistent with the results in literature [17].
Besides, the above three subgraphs just show the random
class mobility model has the worst performance in each indi-
cator among the four mobility models. For the reference and
associated class models, they perform much better than the
random class. However, the proposed mobility model is
always the best one than the reference class mobility model
and the associated class mobility model. The indicates just
show that the ML-RNGM model can increase the real-time
performance of tasks by 21%, the network connectivity rate
by 15%, and the average link duration by 21% compared
with the best of the other three models when the number
of nodes in UAV swarm is set as 16.

(2) The Influence of Cluster Number on Different Mobility
Models. Figure 11 shows the changing trends of the basic
performance indicators with the increase of node number
within each cluster. The different color curves represent
the same models as Figure 10. Considering the comprehen-
sive performance evaluation combined with the three basic
performance indicators, the random class mobility model
significantly is lower than the other three mobility models.
Except for the random class mobility model, the perfor-
mance trend of the other three mobility models is roughly

similar: the average end-to-end delay decreases slowly with
the increase of the number of nodes, and the network con-
nectivity rate and the average link duration also show an
upward trend with the increase of the number of nodes.
Not surprisingly, the proposed ML-RNGM model still has
the lowest average end-to-end delay and the highest network
connectivity rate and the average link duration than the ref-
erence class and the associate class mobility models. Based
on the statistical analysis, the ML-RNGM model can
increase the real-time performance of tasks by 17%, the net-
work connectivity rate by 12%, and the average link duration
by 24% compared with the best of the other three models
when the velocities of all nodes are holding at 20m/s.

5.2.2. Movement Trajectory Comparison. In the ML-RNGM
model, the relationship between the UAVs is taken into
account which are performing the associated tasks. Com-
pared with the RPGM model, the real-time information
transmission ability between tasks is greatly improved in
the ML-RNGM model. At the same time, due to the exis-
tence of the central node and multilevel reference points in
the model, the concentration degree of UAV members is
increased, which also will be conducive to information shar-
ing and collaborative operation for the UAV swarm. The
experimental results are shown in Figure 11.

Figures 12(a)–12(d) show the results of the random class
mobility model, Figures 12(e)–12(h) show for the reference
class mobility model, Figures 12(i)–12(l) show for the asso-
ciated class mobility model, and Figures 12(m)–12(p) show
for the proposed model. In all subgraphs, the different color
squares show the different UAV clusters.

In Figures 12(a)–12(d), the movement results of the ran-
dom class mobility model are shown from t = 5 minutes to
t = 20 minutes. It is clear that the random class mobility
model tends to be out-of-order since the distance between
nodes keeps increasing even though they are in the same
cluster. If the distance exceeds the maximum available range
for communication between nodes, the information cannot
be exchanged between nodes. Focused on the reference
mobility model and the associated class mobility models,
according to Figures 12(e)–12(h) and 12(i)–12(l), both two
models can greatly constrain the cluster nodes along with
the present state and the clusters can hold a relatively con-
centrated trend. Aimed at the movement trajectories, the
two mobility models have no apparent difference.
Figures 12(m)–12(p) show the simulation results of the

Table 5: The mobility model class parameters.

Mobility model class The specified mobility model Parameters Value

The random class Gauss-Markov mobility [8]
α 0.5

θ (0, 360)

The associated class Hierarchical influence mobility [21] NaN NaN

The reference class Reference point group mobility [14] θ (0, 360)

The proposed model The multilevel reference node group mobility

α 1

β 1

θ (0, 360)

Table 6: The number of UAVs and task parameters.

UAV numbers Mission group Task numbers

5 5 5

10 5 10

15 5 15

20 5 20

25 5 25

30 5 30
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Table 7: The performance of different reference node selection algorithms.

Statistical parameters
Random class Reference class Associate class The proposed model

Mean Maximum Mean Maximum Mean Maximum Mean Maximum

Algorithm overhead (packet/s) 0 0 0 0 1.36 2.2 1.8 2.6

Neighbor nodes (node) 0.4 2 2.4 4 2.6 5 3.3 6

Message average ETE delay (ms) NaN NaN 1.54 1.8 1.47 1.77 1.33 1.55

Link length (node) 1.3 2 2 2 2.3 4 3.5 5

Node load (node) 0 0 1.8 3 2.2 4 1.3 4
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model. Compared to the subgraphs of Figures 12(e)–12(l),
the proposed model always holds a high concentration state
within each cluster, and different clusters keep relatively
tight grouping features.

5.2.3. Stability of Mobility Model Comparison

(1) Reference Node Selection Algorithm. In the experiments
mentioned above, several basic performance indicators
about networking are considered. The difference between
the proposed ML-RNGM model and other existing mobility
models is whether to use an appropriate reference node
migration strategy and how to choose the available reference
nodes. For example, the random class mobility model does
not use the strategy of reference point to guide the following
movement. Both the reference class mobility model and the
associated class mobility model have the strategy of refer-
ence point and adopt the fixed or random methods to select
the reference points, respectively. When encountering the
complicated collaborative scenario with hierarchically dis-
patched missions and tasks, these two move strategies
appear hardly to handle these situations. The proposed
mobility model selects the reference node by the H value
of tasks to shorten the makespans both for the overall mis-
sion group and for individual tasks. Table 7 gives the perfor-
mance comparison of the four reference node selection
algorithms. The results are obtained according to 10 times
independent simulations and represent the average perfor-
mances. In Table 7, the algorithm overhead is evaluated
according to the number of messages generated by the refer-
ence node selection algorithm. The value of neighbor nodes
represents the number of nodes that maintain one-hop con-
nection with the considering node at the current moment.
The message end-to-end delay mainly indicates the delay
of message transmission between two nodes. The link length
stands for the number of nodes connected to the considered
UAV in the process of movement. Finally, the node load is
to show the number of nodes that have the same reference
node. For a node, the neighbor node is usually different from
the value of the node load, but the neighbor node can pro-

vide a prediction value for the node load. Besides, according
to the definitions of the above indicators, smaller values of
algorithm overhead, message average ETE delay, and node
load would be better, thus the overall performance of the
mobility model would be nice. If the values of neighbor node
and link length are large, also the algorithm performance is
fine. The experimental results are shown in Table 7.

Table 7 lists the mean and maximum values of the
observed data in the simulation process. The random class
mobility model and reference class mobility model do not
need message transmission to select the reference points,
so their algorithm overheads are zero. On the other side,
the associated class mobility model and the proposed model
need the operation of selecting the reference nodes through
message transmission among nodes, so the algorithm over-
heads of the two models are nonzero. Generally speaking,
the model has a higher overhead than the associated class
mobility model. Besides, the algorithm overhead is positively
correlated with the number of neighbor nodes. If the num-
ber of neighbor nodes is relatively large, then the network
connectivity rate would be high potentially, which means
the algorithm overhead of selecting the reference node from
the neighbor nodes will increase due to more communica-
tion possibility. In the row of the average end-to-end delay
of messages, the random movement strategy for the random
class mobility model usually causes a long distance between
nodes even beyond the available communication range and
then fails the message transmission. Thus, the end-to-end
delay for the random class mobility model is not a stable
value, and NaN is used to illustrate it. On the whole, the
comparative advantages of the ML-RNGM model with the
other three mobility models are similar as the trends shown
in Figure 10. For the average end-to-end delay or the maxi-
mum delay, the proposed model has obvious advantages in
real-time performance guarantee.

In Table 7, the results of the link length and the node
load are displayed. These two indicators are not only related
to the reference point selection strategy but also related to
the structure of the mission group. For example, when the

Table 8: Average makespans of individual tasks and the whole mission group with different moving strategies (unit: ms).

Mission group

Random class model Reference class model Associate class model The proposed model
Average
makespan

of
individual

tasks

Average
makespan of
the whole

mission group

Average
makespan

of
individual

tasks

Average
makespan of
the whole

mission group

Average
makespan

of
individual

tasks

Average
makespan of
the whole

mission group

Average
makespan

of
individual

tasks

Average
makespan of
the whole

mission group

G1 NaN NaN 4.66 74.56 4.41 70.56 2.65 40.96

G2 NaN NaN 4.13 66.08 4.35 69.60 2.54 40.64

G3 NaN NaN 4.51 72.16 4.55 72.80 2.77 44.32

G4 NaN NaN 5.04 80.64 4.41 70.56 2.66 42.56

G5 NaN NaN 4.51 72.16 4.32 69.12 2.43 38.88

Average
makespan of
the same
mobility model

NaN NaN 4.57 73.12 4.41 70.53 2.61 41.47
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sixteen tasks shown in Figure 5 are dispatched to different
UAVs based on the ML-RNGM model by using the task
allocation method described in Section 3, the UAV that exe-
cutes the task TN5 has the maximum load as 4. But the max-
imal link length, like TD1➔TF3 or TT1➔TN5, could be 5.
Although the model might have a larger algorithm overhead
and a larger load of individual nodes, the other three mobil-
ity models have no obvious advantages for the average node
load. For example, the average value of node load for the
ML-RNGM model is smaller than the reference class mobil-
ity model and the associated class mobility model, which
shows that the model can automatically balance the refer-
ence node selection. If more nodes choose the same node
as the reference node, the load of the selected reference node
might be too large, the network connectivity rate could drop
sharply, and the task execution ability of the whole UAV
cluster will reduce greatly. Furthermore, the average link
length of the ML-RNGM model is also clearly larger than
other models.

(2) Applications of Multilayer Task Scheduling Model for Avi-
onics Clouds. In this section, to verify that the proposed
mobile model can effectively shorten the execution time for
the UAVs to perform complex missions collaboratively,

these four mobility models are applied to the avionics cloud
environment. Besides the basic performance indicators, it
needs some new indexes, such as the makespan of the mis-
sion group and individual tasks, to achieve a complete com-
parison for the four mobility models. In literature [5], it also
discusses the problem of the makespan. The definition of the
makespan for individual tasks or the whole mission group is
the sum of the completion time of its previous task and the
communication overhead between nodes. However, in liter-
ature [5], the communication overhead is just set as a con-
stant when calculating the makespan value. The makespan
of individual tasks can be computed by formula (16).

tTn = tTn−1 + exe Tnð Þ + f nð Þ ×Ocom,  i = 1, 2, 3⋯ n, ð16Þ

where tTn is the makespan of the task Tn and task Tn−1 is the
predecessor task for Tn. According to formula (16), the task
Tn cannot be executed until the task Tn−1 has been finished.
Moreover, the symbol Ocom represents the communication
overhead function f ðnÞ, and exeðTnÞ represents the number
of messages between nodes during the execution of the task
Tn and the execution overhead of the task Tn, respectively.
Finally, the makespan of the whole mission group is
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Figure 12: Trajectory comparison for the four mobility models from t = 5 minutes to t = 20 minutes.
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determined by the following:

tAT = tTn − tT1 : ð17Þ

Here, tAT denotes the makespan of the overall mission
group, and its value is just the makespan difference between
the last executed task and the first executed task.

In the detailed simulation model, the communication
overhead adopts a variable value related to mobility models.
Depending on the API (Application Program Interface) pro-
vided by OMNeT++, the value of communication overhead
changes according to the distance between two nodes plus a
normal noise.

To evaluate the stability of different mobility models, the
same mission group is assigned to the experimented UAV
clusters which have been deployed with the four mobility
models. Then, the makespans of individual tasks and the
whole mission group during the simulation are recorded.
To simplify the experiment, the execution overhead of indi-
vidual tasks is ignored and exeðTnÞ = 0 is set. The results of
different movement models are shown in Table 8.

Table 8 shows the simulation results of the makespans
for the four mobility models, which mainly include the aver-
age makespan of individual tasks and the mean makespans
of the whole mission group for clusters G1 to G5. For the
ML-RNGMmodel, the average makespan of individual tasks
is about 2.61ms, and the average makespan of the whole
mission group is approximately 41.47ms. These two statisti-
cal values are dramatically smaller than the other three
mobility models. Besides, for the random class mobility
model, in most cases, it cannot execute deployed tasks such
as the failure of communication. Thus, the average make-
span of individual tasks and the whole mission group for
the random class mobility model cannot be counted, so both
of them are described by NaN. Based on the data statistics in
Table 8, the model reduces the average makespans of indi-
vidual tasks and the whole mission group by 42% compared
with the best of the other three models.

5.3. Results and Discussions. The logical reference point of
the proposed mobility model is changed to the physical ref-
erence node. Thus, a node can adjust its motion vector in
real-time according to the movement change of its neighbor-
ing nodes. Meanwhile, the introduction of the reference
node selection algorithm further constrains the randomness
of the node movement and improves the stability of the net-
work. Besides, when each node refers to the movement of
the logical adjacent node which just will execute the follow-
ing task, it can effectively shorten the communication dis-
tance between nodes and reduce the transmission delay of
messages and packet loss.

The proposed model has the high concentration, and it is
very beneficial to the intertask communication within the
mission group in the UAV swarm. Meanwhile, high concen-
tration reduces the time overhead brought by information
exchange between the associated UAVs and effectively guar-
antees the makespan of the subsequent mission groups
assigned to the considered UAV cluster. The model poten-

tially has shorter message transmission delay and finally
results in better real-time performance.

Therefore, in the scenario where UAV clusters perform
complicated tasks collaboratively, the proposed mobile
model can effectively shorten the execution time for mis-
sions and tasks. The end-to-end delay and some other com-
parison indicators have been analyzed to illustrate the
performance differences of the four reference node selection
algorithms.

6. Conclusion

In this paper, a new group mobility model is proposed for
the UAV swarm, namely, the ML-RNGM model. The UAVs
equipped with wireless Ad hoc capabilities are required to
achieve a lower average end-to-end delay while maintaining
connectivity with the reference node and a better improve-
ment in the average link duration. A reference node selected
parameter (H level) has been introduced into the mobility
model to select the most suitable reference node that ensures
the real-time communication among UAVs.

Simulation results show that the movement strategy of
the mobility model has a positive impact on the network
connectivity and the real-time performance of mission and
tasks, and the movement strategy can be listed as follows:

(1) Use the physical reference node instead of the logical
reference point

(2) Use the multilevel reference node selection
algorithm

According to the comparison results among the random
class mobility model, the reference class mobility model, the
associated class mobility model, and the ML-RNGM mobil-
ity model, the adopting of reference node strategy in the
mobility model is beneficial to ensure the connectivity rate
of clusters and the real-time performance of message trans-
mission. Besides, the strategy of selecting reference nodes
according to the task relevance will enhance the connectivity
between UAVs which are performing tasks within the same
mission group and further optimize the completion time of
individual tasks and the overall mission group. In addition,
the ML-RNGM model has the advantage of concentrating
UAVs within a limited scope, which would be much suitable
for the scenario with dense and concentrated combat targets.
The mobility model proposed in this paper is suitable for
multi-UAV cluster systems to perform complex missions,
especially when the missions have high demands on real-
time performance and network connectivity. By decompos-
ing complex missions and assigning them individually to
each UAV, the whole cluster can be moved according to
the reference nodes.

For future research, the stability of different routing pro-
tocols can be studied based on the mobility model in the col-
laborative UAV scenario. In addition, high precision clock
synchronization technology is worth pursuing to ensure
the cooperation of UAV clusters. The impact of clock syn-
chronization on UAV cluster collaboration can be studied.
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Furthermore, the semiphysical networking environment can
also be deployed to perform UAV cooperation.
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