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Compared with the impulse LiDAR, the single-photon LiDAR has higher measurement sensitivity in the prominent feature, especially for space-based long-distance imaging. The distance measurement and the detection probability are the critical performance for LiDAR. The ranging of single-photon LiDAR is mainly different from the photon ranging of pulsed LiDAR. Dead time has a significant effect on distance measurement accuracy and detection probability, which are key parameters for detectors when implementing sound control. Therefore, the model of detector dead time, measurement accuracy, and detection probability should be established, and simulation results that meet application requirements should be achieved. Based on the single-photon ranging theory, the dead time, measurement accuracy, and detection probability model of single-photon LiDAR are studied. Furthermore, the systematic simulation of different contrasts is carried out according to the model. The simulation results demonstrate that the model can accurately perform the relationship between dead time and single-photon LiDAR system parameters. The research results can prove the design and verification of single-photon LiDAR dead time.

1. Introduction

The traditional space-based LiDAR ranging uses a linear pulse detection system with low detection sensitivity. It relies on a high threshold-to-noise ratio to distinguish the echo signal from the background noise. Hence, the required laser energy aperture product is significantly large. The laser echo pulse contains at least thousands of photons of energy [1]. On the one hand, the high laser emission energy limits the repetition frequency of the emitted laser, the data sampling rate, and the detection distance. On the other hand, a large number of echo photons are wasted. The advantage of photon-counting laser ranging technology is that it can obtain distance information of long-distance targets with lower laser pulse energy, thereby increasing the number of beams, reducing the system’s requirements for space-based satellite platforms such as power consumption and telescope aperture, and improving system performance, time resolution accuracy, and detection accuracy. The single-photon multimode LiDAR detector adopts a new single-photon system with the detector output energy according to photons [2]. The single-photon detection efficiency and dark count are determined by the dead time of the system. Thus, the dead time of the single-photon detector directly affects the detection of the system. Efficiency and dark count size will ultimately affect the bit error rate, affecting system indicators such as LiDAR detection probability and ranging accuracy.

It is worth noting that the single-photon LiDAR can be used for relative position and velocity control in spacecraft rendezvous and docking with high precision, which can also be adopted in distributed space systems, e.g., satellite constellation, satellite swarm, and federated satellite, including many satellites distributed in different orbits cooperating with each other to perform a very complex space mission [3–5]. However, the measurement of single-photon LiDAR may cause measurement errors or input delay. After docking, for combined spacecraft attitude control problem with the unknown measurement delay and input delay, the work in [6] investigated a novel intermediate-observer to achieve effective stabilization. Nevertheless, the time-delay was only considered, such that the application of this approach was relatively conservative. Much literature has made great
contributions to spacecraft control, most of which depends on that the state information can be known exactly and applied to control instructions directly. In fact, the single-photon LiDAR can make sense to provide the state information [7–9].

In this paper, according to the working principle of single-photon detection, the relationship model between the dead time of the single-photon detector, ranging accuracy, and detection probability is established, and the correctness of the relationship model is verified by simulation under different contrasts. Finally, combined with the free-form surface spectroscopy system, simulations verify the relationship between dead time and probe illumination. The simulation results show that the relational model proposed in this paper can be applied to the determination of the dead time of the single-photon LiDAR detector and the design and verification of the index control.

2. Principle Analysis of Single-Photon Laser Detection

The schematic diagram of the working principle for single-photon laser detection is shown in Figure 1.

Single-photon LiDAR is a photon-counting system. The system completes laser ranging through photon counting [10]. Based on pulsed laser ranging, the introduction of time correlation conforms to single-photon counting, and the linear detection system contains many photons. The detection of the echo waveform is converted into a count for a single echo photon event, making full use of the single-photon level energy in the echo signal, using the correlation of the target distance information and the cumulative count of photon events in the background noise and dark counts. The actual distance data is extracted to improve the detection probability and maximize the system’s detection sensitivity and efficiency. The histogram statistics of photon event detection of echo signal based on time correlation are shown in Figure 2. In this figure, the abscissa is the number of single-photon events and the number of transmitted pulses, and the ordinate is the ranging elevation accuracy.

Unlike the imaging method of CCD or CIS image sensor that is usually used in traditional LiDAR to read the sound charge, single-photon LiDAR generally uses a single-photon avalanche diode [11]. After the array is integrated, the ranging function is realized.

A single-photon avalanche diode is an avalanche photodiode that operates in the Geiger mode [12, 13]. A continuous avalanche breakdown occurs when photons strike the active region of the diode, so a quench circuit is required to stop the avalanche process. Therefore, the output voltage from the avalanche to the end of quenching appears as a single pulse signal one after the other, and one pulse corresponds to one photon. The periodic pulse signal can be output as a pulse square wave signal one by one after the shaping circuit, and the counter can record the number. The light intensity can be quantified by counting the number of pulses, and a detector array composed of multiple single-photon avalanche diodes can be used as a detection device.

3. Dead Time Impact Analysis

Many factors affect the ranging accuracy of single-photon LiDAR, and the modeling process is complicated. The main factors related to single-photon detectors are the influence of the dead time of the avalanche diode on the effective receiving aperture modeling and the dead time of the detector on the ranging accuracy [14].


For each laser pulse detection, the existence of any dead time will limit the number of signal photon events [15]. Suppose the receiver dead time \( \tau_d \) is greater than the signal photon distribution time \( \tau_p \), less than the time corresponding to the distance sampling interval \( \tau_b \), and the number of signal photons reaches the upper limit. The contrast ratio is shown in the following formula:

\[
\lim_{\tau_b \to 1} N_p \approx 1 - \frac{\tau_d}{\tau_b} + \frac{1}{n_b}.
\]

In the above formula, \( C_d \) is the contrast when the number of signal photons reaches the upper limit, \( n_b \) is the average number of signal photons, \( n_b \) is the average number of photons sampled for each distance, \( \tau_d \) is the receiver dead time, and \( \tau_p \) is the time corresponding to the distance sampling interval. When the dead time of the detector or receiver exceeds the distribution of echo signal photons, only one photon in the signal photon stream can be effectively detected, and any redundant signal photons cannot be detected [16]. Due to the existence of the received dead time, when the extreme situation occurs, that is, the signal photon appears within the dead time range of the detector, the signal photon will not be detected at this time, and the noise photon that triggers the detector will be the signal photon event by default. It brings a sizeable ranging error [17]. Since each pixel works independently and does not affect each other for multielement detectors, more signal photons can be obtained in a single laser pulse. The utilization rate of signal photons is significantly increased. At the same time, the background noise photons are distributed to more pixels. When designing the system, the aperture of the leading optical component of the receiver can be appropriately increased, which reduces the requirement for the single-pulse energy of the transmitter [18]. Using a multielement single-photon detector, the maximum allowable effective receiving area is shown in

\[
A_r = \frac{1}{\beta N_p (\tau_b C_d - 1) + 1 - \exp \left(-n_b/N_p\right) + \tau_d}.
\]

In formula (2), \( A_r \) is the maximum allowable effective receiving area, \( C_d \) is the contrast when the number of signal photons reaches the upper limit, \( n_b \) is the average number of signal photons, \( \tau_d \) is the receiver dead time, \( \tau_p \) is the signal photon distribution time, and \( \tau_b \) is the time corresponding...
to the distance sampling interval. \( \beta \) is the composite noise count rate per unit area of the receiver, \( N_p^\beta \) is the number of pixels received by the detector, and \( N_1 \) is the signal photon count event acquired by the detector. \( N_1 \approx N_p^\beta (1 - e^{-n_p}) \), within \( n_p = n_s/N_p \), \( n_s \) is the number of signal photons incident on the photosensitive surface of the detector. The modeling and simulation of the unit detector and the 16-element detector are carried out. Assuming that the receiver dead time is 16 ns and the average signal photon number is 6, the relationship between the effective receiving aperture of the main optical component of the receiver and the signal contrast is shown in Figure 3.

Figure 3 is the dead time of the unit detector and the 16-element detector receiver, respectively. Under the condition of the average number of signal photons \( n_s = 6 \), when the system adopts unit detectors and multielement detectors, the simulation results of the relationship between the maximum allowable effective receiving aperture of the receiver and the signal contrast show that with the increase of the number of detector elements, under the same signal contrast, the required practical receiving the size of the caliber becomes more significant, and the same model relationship is satisfied.

At the same time, under the condition that the signal contrasts are \( C = 2, 3, 5, 10 \), respectively, this paper analyzes the relationship between the effective receiving aperture of the optical component and the receiving dead time of the detector as shown in Figure 4.

Figure 4 shows the relationship between the maximum allowable effective receiving aperture of the receiver and the signal contrast when the system uses a unit detector and a multielement detector under the condition that the signal contrasts are \( C = 2, 3, 5, 10 \), respectively. Through simulation analysis, to ensure the same signal contrast, multielement detectors can increase the allowable receiving area by about 4-6 times compared with single-pixel detectors.
According to the above analysis, for example, the dead time of the detector is 16 ns, the number of pixels is 16, and the contrast is 3. According to the maximum aperture constraint, the aperture is 1000 mm.

3.2. The Detector Dead Time Influence on Ranging Accuracy.

The dead time of the LiDAR receiver directly affects the ranging accuracy of the integrated load system. To reduce the impact of dead time on ranging accuracy, it is necessary to integrate the photosensitive surface of each single-photon detector into its detection circuit [19–21]. By receiving $4 \times 4$ pixels of a single laser footprint, the dead time of the detection link is reduced, the limitation of the dead time on the receiving aperture is also reduced, and the ranging accuracy is improved. Assuming that the number of multibeam ranging channels is 1000, the size of the detection array is $4000 \times 4$. The pixel assignment is shown in Figure 5.

In the working process of LiDAR, the echo pulse width is widened due to the influence of beam divergence angle, ground slope, and roughness. The widening effect is more pronounced if the measurement object is a cloud, tree canopy, and other penetrating targets or soft targets. The probability that the signal photon triggers the photon detector in the time range $f(\tau, \tau + d\tau)$ is equal to the product of the detection probability in the unit time range and the probability that it is not triggered in the previous unit time range, as shown in

$$P(\tau)d\tau = C_Ns(\tau)d\tau \left\{ \int_{\tau - \tau_d}^{\tau} ds' \left( \tau' \right) \right\},$$

where $\tau = t - 2h_0/c$ is the difference between the pulse emission time and the optical path time reaching the center of the beam. $h_0$ is the optical path of the pulse to the center of the beam. $s(\tau)$ is the signal waveform arriving at the detector (or it can be more accurately defined as the Poisson generation function). $C_N$ is the detection probability, and $\tau_d$ is the receiver dead time. The contribution of detector pixels to small noise counting events in the echo pulse time domain is not considered in (3). The contribution of background noise events to the whole photon-counting event is limited to one distance sampling interval. The system deviation and ranging accuracy for the unit detector are expressed as follows:

$$\langle \Delta R \rangle = \frac{C}{2} \langle \tau \rangle,$$

$$\Delta R_{\text{RMS}} = \frac{C}{2} \sqrt{\langle \tau^2 \rangle - \langle \tau \rangle^2},$$

Figure 3: Contrast and effective aperture for single-pixel detector and 16 detectors.

Figure 4: LiDAR receiver dead time and effective receive aperture relationship.
where \( \langle \Delta R \rangle \) is the systematic deviation, \( \Delta R_{RMS} \) is the root mean square of system ranging accuracy, and \( \langle r \rangle \) and \( \langle r^3 \rangle \) are the average value and mean square value of pulse broadening probability distribution in (3), respectively. Relative to pulse broadening, for extreme cases where the dead time is very small \( (\tau_d \ll \tau_c) \) or very large \( (\tau_d \gg \tau_c) \), the specific form is shown in

\[
P_0(\tau) d\tau = \frac{1}{n_s} s(\tau) d\tau, \tag{5}
\]

\[
P_{\infty}(\tau) d\tau = \frac{1}{1-e^{-n_s}} d\tau \cdot s(\tau) \cdot \exp\left\{-\int_{-\infty}^{\tau} d\tau' s(\tau')\right\}, \tag{6}
\]

where \( P_0(\tau) d\tau \) is the probability of triggering the photon detector within the time range of \((\tau, \tau + d\tau)\) when the dead time is very small \( (\tau_d \ll \tau_c)\), \( P_{\infty}(\tau) d\tau \) is the probability of triggering the photon detector within the time range of \((\tau, \tau + d\tau)\) when the dead time is very large \( (\tau_d \gg \tau_c)\), \( n_s \) is the number of photon signals, and \( s(\tau) \) is the signal waveform arriving at the detector.

Equation (5) defines a case where the first photon of the echo pulse triggers the receiver, and the other photons cannot be triggered normally due to the limitation of the dead time of the receiver. In the case of a weak echo signal \( (n_s \ll 1) \), the dead time of the detector is no longer a restrictive factor because the detector is triggered by an event with a small number of photons in the previous signal. In formula (6), the probability function of photon detection is closely related to the waveform, so the accurate identification time of echo is the center of the waveform. For the receiving system with a very small dead time or no dead time limit, in the case of a weak echo signal, the identification error of echo time tends to 0, which is independent of echo intensity. On the other hand, for the case of a large ground slope in the laser spot, due to the large deviation of the echo pulse triggering, the photon detection probability function will increase the identification error of negative time when the echo signal is a strong echo signal. When the dead time exceeds 20 ns, this effect will lead to the sharp deterioration of ranging accuracy, which cannot reach the centimeter ranging accuracy.

Using the multipixel detector array and multichannel signal processor for parallel processing, the signal photon count and noise count of each detection pixel can be significantly reduced, and the dead time effect of each channel can be reduced. Using the above two measures, the time-domain broadening effect introduced by the single-pixel detector can be significantly reduced, so as to effectively reduce the ranging system error and ranging error.

4. Simulation Analysis

4.1. Simulation of the Single-Photon LiDAR Detection Probability. The requirements of detection probability are usually related to the setting of signal contrast, receiving aperture, dead receiver time, data frame period, and distance sampling interval. When allocating system indicators, it is necessary to select the combined working conditions of signal contrast and data frame period according to specific terrain, reflectivity, and other conditions under meeting ranging accuracy. Then, select the distance sampling interval and design the load system that can meet the requirements of detection probability. Single-photon measurement based on temporal and spatial correlation coincidence is adopted. Its detection probability is mainly expanded for photon-counting events of the detection signal in the data frame. The probability of successfully identifying and acquiring the signal detection unit in a given data frame is given by

\[
P_{\text{acq}} = P(N_f \geq K) = 1 - e^{-N_f} \sum_{k=0}^{K-1} \frac{N_f^K}{K!} = 1 - e^{-N_f} \sum_{k=0}^{K-1} \frac{(CN_b)_k}{K!},
\]

where \( N_f \) is the number of photon events received by the detector within a data frame and \( K \) is the data frame discrimination threshold. Similarly, the probability of erroneously identifying the noise detection unit as a signal unit is as follows:

\[
P_{\text{false}} = P(N_b \geq K) = 1 - e^{-N_b} \sum_{k=0}^{K-1} \frac{N_b^K}{K!}.
\]

In each frame, the number of noise detection units incorrectly identified as signal detection units is given as follows:

\[
N_{\text{false}} = N_{\text{bin}} P_{\text{false}}.
\]

where \( N_{\text{bin}} = \tau_g / \tau_b \) is the number of sampling intervals within the distance gate, \( \tau_g \) is the echo gate width, and \( \tau_b \) is the distance sampling interval. Define the statistical probability difference of the detection unit, that is, the average expected value obtained by the signal unit minus the average expected value obtained by the noise unit.
expected value of the error acquisition noise unit as follows:

\[ N(k) = P_{\text{eq}} - N_{\text{true}}P_{\text{false}} = 1 - \frac{C^{k}\exp(-C^{k})}{C^{k}} - \frac{C^{k-1}}{K!} \sum_{i=1}^{C^{k}} \frac{(C^{k-1})^{i}}{i!} N_{b}^{i}. \]  

where \( C^{k}\opt \) is optimal contrast and \( C^{k} \) is contrast under the data frame discrimination threshold. If the frame count threshold \( K \) is too small, too many noise detection units will be recognized as signal detection units, resulting in too small statistical probability difference of detection units \((-1,0,1,2,\ldots)\) or even negative values. If the frame count threshold \( K \) is too large, the recognition algorithm will filter out too many signal photons, which will cause the statistical difference of the detection unit to be less than 1. During system design, this value needs to be selected to ensure the maximum difference in statistical probability of LiDAR detection. The relationship between the detection probability of the signal detection unit and the average photon-counting event in the data frame is shown in Figure 6 with \( C = 2, 3, 5, 10 \).

Different combinations of contrast and signal photon-counting events are simulated to distinguish the relationship between the detection probability in the data frame and the average photon-counting event in the data frame, as shown in Table 1. The simulation results show that the detection probability of LiDAR can reach 0.999 under several common imaging conditions in orbit. The false alarm probability reaches the lowest when the target contrast is two and the photon count value of the signal in the data frame is 80. When the target contrast is ten and the photon count value of the signal in the data frame is 25, the false alarm probability reaches the highest, which is \( 8.653 \times 10^{-6} \).

**4.2. Simulation of the Single-Photon LiDAR Detection Illuminance.** The detection illuminance of LiDAR needs to be simulated after the combination of beam homogenization and shaping system. The simulation verification method adopts the free-form surface to realize the beam homogenization, shaping, and emission. The combination of beam homogenization and shaping can realize the linear beam emission with uniform light intensity and ensure the slight divergence angle of the laser line in the transverse direction. Suppose the incident beam is a Gaussian beam and the target beam is a “linear” uniform distribution. They can be separated from variables; that is, \( I_{\text{in}}(x, y) \) and \( I_{\text{opt}}(x', y') \) can be regarded as the product of two orthogonal one-dimensional illumination distributions: \( I_{\text{in}}(x, y) = I_{\text{in},x}(x)I_{\text{in},y}(y) \), \( I_{\text{opt}}(x', y') = I_{\text{opt},x}(x')I_{\text{opt},y}(y') \). If \((x, y)\) is divided into \( N \times M \) grid of \( x = x_{n}, y = y_{j}, n = 1, 2,\ldots, N; j = 1, 2,\ldots, M \), then one can obtain \( x_{n}' \) and \( y_{j}' \) by

\[ \begin{align*}  
\int_{x_{1}}^{x_{n}} I_{\text{in},x}(x)dx & = \int_{y_{1}}^{y_{n}} I_{\text{in},y}(y)dy = \int_{x_{1}}^{x_{n}} I_{\text{opt},x}(x')dx' \int_{y_{1}}^{y_{n}} I_{\text{opt},y}(y')dy', \\
\int_{x_{1}}^{x_{n}} I_{\text{in},x}(x)dx & = \int_{y_{1}}^{y_{n}} I_{\text{in},y}(y)dy = \int_{x_{1}}^{x_{n}} I_{\text{opt},x}(x')dx' \int_{y_{1}}^{y_{n}} I_{\text{opt},y}(y')dy'.
\end{align*} \]

According to the above mapping relationship \( x_{n}' = f(x_{n}) \) and \( y_{j}' = f(y_{j}) \), one can obtain an initial vector of outgoing light as \( \mathbf{O}_{ij} = \text{Unit}(x_{n}' - x_{i}, y_{j}' - y_{j}, d) \), where the Unit symbol means to find the unit vector and \( d \) is the integral value of the data. If the incident ray vector is \( \mathbf{I}_{ij} = (0, 0, 1) \), then the normal vector can be calculated by

\[ [1 + n^{2} - 2n(\mathbf{O}_{ij} \cdot \mathbf{I}_{ij})]^{1/2} \mathbf{N}_{ij} = \mathbf{O}_{ij} - n\mathbf{I}_{ij}. \]

According to the normal vector distribution calculated by the above formula, the discrete data points of the free-form surface are obtained by the least square method. Then, the classical field tracing mode is used to simulate the detection illuminance. The waist radius of the incident beam is 2.5 mm, and twice the waist is adopted; that is, the beam energy within 10 mm in diameter is considered. The divergence half-angle of the linear distribution of the target is 0.5 degrees in the \( X \) direction and 10.3 arcseconds in the \( Y \) direction. The incident surface of the lens is a plane, and the exit surface is a free-form surface to be solved. Figure 7

**Table 1:** Effect analysis on signal detection for photon counting under given contrast.

<table>
<thead>
<tr>
<th>Serial number</th>
<th>Target contrast</th>
<th>Data intraframe signal photon count</th>
<th>Detection probability</th>
<th>False alarm probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>80</td>
<td>0.999</td>
<td>7.664 × 10^{-6}</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>50</td>
<td>0.999</td>
<td>1.416 × 10^{-3}</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>35</td>
<td>0.999</td>
<td>8.653 × 10^{-6}</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>25</td>
<td>0.999</td>
<td>1.615 × 10^{-3}</td>
</tr>
</tbody>
</table>
shows the calculated optical free-form surface shape, which is close to a cylindrical structure, and its vector height sag is 0.71 mm. The process of targeting from near to far is simulated. The object distance of the measured target includes 1 m, 10 m, 100 m, 1 km, 10 km, and 500 km. Figures 8–11 show the illuminance distribution at $z = 1$ km and $z = 500$ km. Through the simulation analysis, when the light source passes through the free-form surface lens, there is a process of convergence and divergence. When the object distance $z = 10$ m, the linear beam increases proportionally.

It can be seen from the statistical results of illuminance in Figure 11 that the beam intensity after free-form surface shaping starts to show an excellent linear distribution after traveling 10 m, and its distribution still has good uniformity.
when the object distance reaches 500 km. This distribution is conducive to the full utilization of laser energy at the detection end, and loss reduces the laser’s energy after ultra-long-distance propagation as much as possible.

The simulation shows that the dead time of the detector is linearly inversely proportional to the receiving aperture [22, 23]. Under the premise of ensuring the same signal contrast, the allowable receiving area can be increased by about 4–6 times compared with the single-pixel detector using the multielement detector. For different contrast and signal photon-counting events, the more detection counts, the greater the detection probability, and the higher the contrast, the earlier the detection probability reach the peak under the same signal photon-counting event [24, 25]. When the contrast is five and the signal photon count in the data frame is 35, the photon detection probability reaches the maximum, and the false alarm rate is the lowest. Therefore, to achieve high detection probability and minimum false alarm rate, the comprehensive influence of photon counting, dead time, and contrast needs to be considered in the design process. At the system level, according to the influence of detector dead time on ranging accuracy index, the detection probability and detection illuminance of single-photon LiDAR are simulated and analyzed, and the detection illuminance distribution of LiDAR under different object distances is obtained.

5. Conclusion

In this paper, the influence of the slow time of a single-photon detector on ranging accuracy, detection probability, and detection illumination in tandem single-photon LiDAR ranging is modeled and simulated. The influence relationship of detector dead time is established under different detection contrast. The simulation shows that by reasonably controlling the dead time and effective receiving aperture of the detector and using the free-form surface optical receiving system, the shaped beam intensity shows an excellent linear distribution after propagating a distance of 10 m. Its distribution still has good uniformity outside the object distance of 500 km, which proves the effectiveness and rationality of the simulation model of this method.
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