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Compared with the impulse LiDAR, the single-photon LiDAR has higher measurement sensitivity in the prominent feature,
especially for space-based long-distance imaging. The distance measurement and the detection probability are the critical
performance for LiDAR. The ranging of single-photon LiDAR is mainly different from the photon ranging of pulsed LiDAR.
Dead time has a significant effect on distance measurement accuracy and detection probability, which are key parameters for
detectors when implementing sound control. Therefore, the model of detector dead time, measurement accuracy, and detection
probability should be established, and simulation results that meet application requirements should be achieved. Based on the
single-photon ranging theory, the dead time, measurement accuracy, and detection probability model of single-photon LiDAR
are studied. Furthermore, the systematic simulation of different contrasts is carried out according to the model. The simulation
results demonstrate that the model can accurately perform the relationship between dead time and single-photon LiDAR
system parameters. The research results can prove the design and verification of single-photon LiDAR dead time.

1. Introduction

The traditional space-based LiDAR ranging uses a linear
pulse detection system with low detection sensitivity. It relies
on a high threshold-to-noise ratio to distinguish the echo
signal from the background noise. Hence, the required laser
energy aperture product is significantly large. The laser echo
pulse contains at least thousands of photons of energy [1].
On the one hand, the high laser emission energy limits the
repetition frequency of the emitted laser, the data sampling
rate, and the detection distance. On the other hand, a large
number of echo photons are wasted. The advantage of
photon-counting laser ranging technology is that it can
obtain distance information of long-distance targets with
lower laser pulse energy, thereby increasing the number of
beams, reducing the system’s requirements for space-based
satellite platforms such as power consumption and telescope
aperture, and improving system performance, time resolu-
tion accuracy, and detection accuracy. The single-photon
multimode LiDAR detector adopts a new single-photon sys-
tem with the detector output energy according to photons

[2]. The single-photon detection efficiency and dark count
are determined by the dead time of the system. Thus, the
dead time of the single-photon detector directly affects the
detection of the system. Efficiency and dark count size will
ultimately affect the bit error rate, affecting system indicators
such as LiDAR detection probability and ranging accuracy.

It is worth noting that the single-photon LiDAR can be
used for relative position and velocity control in spacecraft
rendezvous and docking with high precision, which can also
be adopted in distributed space systems, e.g., satellite con-
stellation, satellite swarm, and federated satellite, including
many satellites distributed in different orbits cooperating
with each other to perform a very complex space mission
[3–5]. However, the measurement of single-photon LiDAR
may cause measurement errors or input delay. After dock-
ing, for combined spacecraft attitude control problem with
the unknown measurement delay and input delay, the work
in [6] investigated a novel intermediate-observer to achieve
effective stabilization. Nevertheless, the time-delay was only
considered, such that the application of this approach was
relatively conservative. Much literature has made great

Hindawi
International Journal of Aerospace Engineering
Volume 2022, Article ID 6847331, 9 pages
https://doi.org/10.1155/2022/6847331

https://orcid.org/0000-0002-4804-565X
https://orcid.org/0000-0002-0903-2215
https://orcid.org/0000-0003-2334-2444
https://orcid.org/0000-0002-9308-3786
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6847331


contributions to spacecraft control, most of which depends
on that the state information can be known exactly and
applied to control instructions directly. In fact, the single-
photon LiDAR can make sense to provide the state informa-
tion [7–9].

In this paper, according to the working principle of
single-photon detection, the relationship model between
the dead time of the single-photon detector, ranging accu-
racy, and detection probability is established, and the cor-
rectness of the relationship model is verified by simulation
under different contrasts. Finally, combined with the free-
form surface spectroscopy system, simulations verify the
relationship between dead time and probe illumination.
The simulation results show that the relational model pro-
posed in this paper can be applied to the determination of
the dead time of the single-photon LiDAR detector and the
design and verification of the index control.

2. Principle Analysis of Single-Photon
Laser Detection

The schematic diagram of the working principle for single-
photon laser detection is shown in Figure 1.

Single-photon LiDAR is a photon-counting system. The
system completes laser ranging through photon counting
[10]. Based on pulsed laser ranging, the introduction of time
correlation conforms to single-photon counting, and the lin-
ear detection system contains many photons. The detection
of the echo waveform is converted into a count for a single
echo photon event, making full use of the single-photon
level energy in the echo signal, using the correlation of the
target distance information and the cumulative count of
photon events in the background noise and dark counts.
The actual distance data is extracted to improve the detec-
tion probability and maximize the system’s detection sensi-
tivity and efficiency. The histogram statistics of photon
event detection of echo signal based on time correlation
are shown in Figure 2. In this figure, the abscissa is the num-
ber of single-photon events and the number of transmitted
pulses, and the ordinate is the ranging elevation accuracy.

Unlike the imaging method of CCD or CIS image sensor
that is usually used in traditional LiDAR to read the sound
charge, single-photon LiDAR generally uses a single-
photon avalanche diode [11]. After the array is integrated,
the ranging function is realized.

A single-photon avalanche diode is an avalanche photo-
diode that operates in the Geiger mode [12, 13]. A continu-
ous avalanche breakdown occurs when photons strike the
active region of the diode, so a quench circuit is required
to stop the avalanche process. Therefore, the output voltage
from the avalanche to the end of quenching appears as a sin-
gle pulse signal one after the other, and one pulse corre-
sponds to one photon. The periodic pulse signal can be
output as a pulse square wave signal one by one after the
shaping circuit, and the counter can record the number.
The light intensity can be quantified by counting the number
of pulses, and a detector array composed of multiple single-
photon avalanche diodes can be used as a detection device.

3. Dead Time Impact Analysis

Many factors affect the ranging accuracy of single-photon
LiDAR, and the modeling process is complicated. The main
factors related to single-photon detectors are the influence of
the dead time of the avalanche diode on the effective receiv-
ing aperture modeling and the dead time of the detector on
the ranging accuracy [14].

3.1. Detector Dead Time Effect on the Effective Receiver
Aperture. For each laser pulse detection, the existence of
any dead time will limit the number of signal photon events
[15]. Suppose the receiver dead time τd is greater than the
signal photon distribution time τs, less than the time corre-
sponding to the distance sampling interval τb, and the num-
ber of signal photons reaches the upper limit. The contrast
ratio is shown in the following formula:

lim
ns≫1

Cd = 1 − τd
τb

+ 1
nb

: ð1Þ

In the above formula, Cd is the contrast when the num-
ber of signal photons reaches the upper limit, ns is the aver-
age number of signal photons, nb is the average number of
photons sampled for each distance, τd is the receiver dead
time, and τb is the time corresponding to the distance sam-
pling interval. When the dead time of the detector or
receiver exceeds the distribution of echo signal photons, only
one photon in the signal photon stream can be effectively
detected, and any redundant signal photons cannot be
detected [16]. Due to the existence of the received dead time,
when the extreme situation occurs, that is, the signal photon
appears within the dead time range of the detector, the signal
photon will not be detected at this time, and the noise pho-
ton that triggers the detector will be the signal photon event
by default. It brings a sizeable ranging error [17]. Since each
pixel works independently and does not affect each other for
multielement detectors, more signal photons can be
obtained in a single laser pulse. The utilization rate of signal
photons is significantly increased. At the same time, the
background noise photons are distributed to more pixels.
When designing the system, the aperture of the leading opti-
cal component of the receiver can be appropriately
increased, which reduces the requirement for the single-
pulse energy of the transmitter [18]. Using a multielement
single-photon detector, the maximum allowable effective
receiving area is shown in

Ar =
1

β/NP τbCd − 1/1 − exp −ns/Np

� �
+ τd

� �
≈

N1
βτb Cd − 1ð Þ + 1 − e−npð Þτd/τb½ � :

ð2Þ

In formula (2), Ar is the maximum allowable effective
receiving area, Cd is the contrast when the number of signal
photons reaches the upper limit, ns is the average number of
signal photons, τd is the receiver dead time, τs is the signal
photon distribution time, and τb is the time corresponding
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to the distance sampling interval. β is the composite noise
count rate per unit area of the receiver, Np is the number
of pixels received by the detector, and N1 is the signal pho-
ton count event acquired by the detector. N1 ≈Npð1 − e−npÞ
, within np = ns/Np, ns is the number of signal photons inci-
dent on the photosensitive surface of the detector. The
modeling and simulation of the unit detector and the 16-
element detector are carried out. Assuming that the receiver
dead time is 16 ns and the average signal photon number is
6, the relationship between the effective receiving aperture
of the main optical component of the receiver and the signal
contrast is shown in Figure 3.

Figure 3 is the dead time of the unit detector and the 16-
element detector receiver, respectively. Under the condition
of the average number of signal photons ns = 6, when the
system adopts unit detectors and multielement detectors,
the simulation results of the relationship between the maxi-
mum allowable effective receiving aperture of the receiver

and the signal contrast show that with the increase of the
number of detector elements, under the same signal con-
trast, the required practical receiving the size of the caliber
becomes more significant, and the same model relationship
is satisfied.

At the same time, under the condition that the signal
contrasts are C = 2, 3, 5, 10, respectively, this paper analyzes
the relationship between the effective receiving aperture of
the optical component and the receiving dead time of the
detector as shown in Figure 4.

Figure 4 shows the relationship between the maximum
allowable effective receiving aperture of the receiver and
the signal contrast when the system uses a unit detector
and a multielement detector under the condition that the
signal contrasts are C = 2, 3, 5, 10, respectively. Through
simulation analysis, to ensure the same signal contrast, mul-
tielement detectors can increase the allowable receiving area
by about 4-6 times compared with single-pixel detectors.

Laser emission pulse
�reshold

Laser echo Photon counting sampling
(Mono pulse)

Photon counting sampling
(Multi pulse accumulation)

Figure 1: Operation schematic diagram for single-photon laser detection.
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Figure 2: Statistical histogram for time-related back wave signal photon event detection.
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According to the above analysis, for example, the dead time
of the detector is 16ns, the number of pixels is 16, and the
contrast is 3. According to the maximum aperture con-
straint, the aperture is 1000mm.

3.2. The Detector Dead Time Influence on Ranging Accuracy.
The dead time of the LiDAR receiver directly affects the
ranging accuracy of the integrated load system. To reduce
the impact of dead time on ranging accuracy, it is necessary
to integrate the photosensitive surface of each single-photon
detector into its detection circuit [19–21]. By receiving 4 × 4
pixels of a single laser footprint, the dead time of the detec-
tion link is reduced, the limitation of the dead time on the
receiving aperture is also reduced, and the ranging accuracy
is improved. Assuming that the number of multibeam rang-
ing channels is 1000, the size of the detection array is 4000
× 4. The pixel assignment is shown in Figure 5.

In the working process of LiDAR, the echo pulse width is
widened due to the influence of beam divergence angle,
ground slope, and roughness. The widening effect is more
pronounced if the measurement object is a cloud, tree can-
opy, and other penetrating targets or soft targets. The prob-
ability that the signal photon triggers the photon detector in
the time range f ðτ, τ + dτÞ is equal to the product of the
detection probability in the unit time range and the proba-

bility that it is not triggered in the previous unit time range,
as shown in

P τð Þdτ = CNs τð Þdτ
ðτ
τ−τd

dτ′s τ′
� �( )

, ð3Þ

where τ = t − 2h0/c is the difference between the pulse emis-
sion time and the optical path time reaching the center of the
beam. h0 is the optical path of the pulse to the center of the
beam. sðτÞ is the signal waveform arriving at the detector (or
it can be more accurately defined as the Poisson generation
function). CN is the detection probability, and τd is the
receiver dead time. The contribution of detector pixels to
small noise counting events in the echo pulse time domain
is not considered in (3). The contribution of background
noise events to the whole photon-counting event is limited
to one distance sampling interval. The system deviation
and ranging accuracy for the unit detector are expressed as
follows:

ΔRh i = C
2 τh i,

ΔRRMS =
C
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τ2h i − τh i2

q
,

ð4Þ
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Figure 3: Contrast and effective aperture for single-pixel detector and 16 detectors.
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Figure 4: LiDAR receiver dead time and effective receive aperture relationship.
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where hΔRi is the systematic deviation, ΔRRMS is the root
mean square of system ranging accuracy, and hτi and hτ2i
are the average value and mean square value of pulse broad-
ening probability distribution in (3), respectively. Relative to
pulse broadening, for extreme cases where the dead time is
very small ðτd ≪ τcÞ or very large ðτd ≫ τcÞ, the specific
form is shown in

P0 τð Þdτ = 1
ns
s τð Þdτ, ð5Þ

P∞ τð Þdτ = 1
1−e−ns dτ · s τð Þ · exp −

ðτ
−∞

dτ′s τ′
� �	 


,

ð6Þ
where P0ðτÞdτ is the probability of triggering the photon
detector within the time range of ðτ, τ + dτÞ when the dead
time is very small ðτd ≪ τcÞ, P∞ðτÞdτ is the probability of
triggering the photon detector within the time range of ðτ,
τ + dτÞ when the dead time is very large ðτd ≫ τcÞ, ns is
the number of photon signals, and sðτÞ is the signal wave-
form arriving at the detector.

Equation (5) defines a case where the first photon of the
echo pulse triggers the receiver, and the other photons can-
not be triggered normally due to the limitation of the dead
time of the receiver. In the case of a weak echo signal ðns
≪ 1Þ, the dead time of the detector is no longer a restrictive
factor because the detector is triggered by an event with a
small number of photons in the previous signal. In formula
(6), the probability function of photon detection is closely
related to the waveform, so the accurate identification time
of echo is the center of the waveform. For the receiving sys-
tem with a very small dead time or no dead time limit, in the
case of a weak echo signal, the identification error of echo
time tends to 0, which is independent of echo intensity.
On the other hand, for the case of a large ground slope in
the laser spot, due to the large deviation of the echo pulse
distribution from the waveform center, the mean square
error of the identification time is relatively large, especially
the error introduced by the satellite attitude. Due to the
exponential term in (3), the existence of the dead time of
the LiDAR receiver will lead to the asymmetric effect of
the photon detection probability function. The photon trig-
ger detector with front distribution will increase the identifi-
cation error of negative time when the echo signal is a strong

echo signal. When the dead time exceeds 20 ns, this effect
will lead to the sharp deterioration of ranging accuracy,
which cannot reach the centimeter ranging accuracy.

Using the multipixel detector array and multichannel
signal processor for parallel processing, the signal photon
count and noise count of each detection pixel can be signif-
icantly reduced, and the dead time effect of each channel can
be reduced. Using the above two measures, the time-domain
broadening effect introduced by the single-pixel detector can
be significantly reduced, so as to effectively reduce the rang-
ing system error and ranging error.

4. Simulation Analysis

4.1. Simulation of the Single-Photon LiDAR Detection
Probability. The requirements of detection probability are
usually related to the setting of signal contrast, receiving
aperture, dead receiver time, data frame period, and distance
sampling interval. When allocating system indicators, it is
necessary to select the combined working conditions of sig-
nal contrast and data frame period according to specific ter-
rain, reflectivity, and other conditions under meeting
ranging accuracy. Then, select the distance sampling interval
and design the load system that can meet the requirements
of detection probability. Single-photon measurement based
on temporal and spatial correlation coincidence is adopted.
Its detection probability is mainly expanded for photon-
counting events of the detection signal in the data frame.
The probability of successfully identifying and acquiring
the signal detection unit in a given data frame is given by

Pacq = P Nt ≥ Kð Þ = 1 − e−Nt 〠
K−1

t=0

Nt
K

K!
= 1 − e−CNb 〠

K−1

b=0

CNbð ÞK
K!

,

ð7Þ

where Nt is the number of photon events received by the
detector within a data frame and K is the data frame dis-
crimination threshold. Similarly, the probability of errone-
ously identifying the noise detection unit as a signal unit is
as follows:

Pfalse = P Nb ≥ Kð Þ = 1 − e−Nb 〠
K−1

b=0

Nb
K

K!
: ð8Þ

In each frame, the number of noise detection units
incorrectly identified as signal detection units is given as fol-
lows:

N false =NbinPfalse, ð9Þ

where Nbin = τg/τb is the number of sampling intervals
within the distance gate, τg is the echo gate width, and τb
is the distance sampling interval. Define the statistical prob-
ability difference of the detection unit, that is, the average
expected value obtained by the signal unit minus the average

Signal
processing
circuit

Figure 5: Size of the single-photon detector.
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expected value of the error acquisition noise unit as follows:

N kð Þ = Pacq −NbinPfalse = 1 − CKopte− C−1ð ÞNb − e−CNb 〠
Kopt−1

k=0

Ck − CKopt� �
Nb

k

K!
, ð10Þ

where CKopt is optimal contrast and Ck is contrast under the
data frame discrimination threshold. If the frame count
threshold K is too small, too many noise detection units will
be recognized as signal detection units, resulting in too small
statistical probability difference of detection units ð≪1Þ or
even negative values. If the frame count threshold K is too
large, the recognition algorithm will filter out too many sig-
nal photons, which will cause the statistical difference of the
detection unit to be less than 1. During system design, this
value needs to be selected to ensure the maximum difference
in statistical probability of LiDAR detection. The relation-
ship between the detection probability of the signal detection
unit and the average photon-counting event in the data
frame is shown in Figure 6 with C = 2, 3, 5, 10.

Different combinations of contrast and signal photon-
counting events are simulated to distinguish the relationship
between the detection probability in the data frame and the
average photon-counting event in the data frame, as shown
in Table 1. The simulation results show that the detection
probability of LiDAR can reach 0.999 under several com-
mon imaging conditions in orbit. The false alarm probability
reaches the lowest when the target contrast is two and the
photon count value of the signal in the data frame is 80.
When the target contrast is ten and the photon count value
of the signal in the data frame is 25, the false alarm probabil-
ity reaches the highest, which is 8:653 × 10−6.

4.2. Simulation of the Single-Photon LiDAR Detection
Illuminance. The detection illuminance of LiDAR needs to

be simulated after the combination of beam homogenization
and shaping system. The simulation verification method
adopts the free-form surface to realize the beam homogeni-
zation, shaping, and emission. The combination of beam
homogenization and shaping can realize the linear beam
emission with uniform light intensity and ensure the slight
divergence angle of the laser line in the transverse direction.
Suppose the incident beam is a Gaussian beam and the tar-
get beam is a “linear” uniform distribution. They can be sep-
arated from variables; that is, Iinðx, yÞ and Itðx′, y′Þ can be
regarded as the product of two orthogonal one-
dimensional illumination distributions: Iinðx, yÞ = Iin,xðxÞ
Iin,yðyÞ, Itðx′, y′Þ = It,xðx′Þ It,yðy′Þ. If ðx, yÞ is divided into
N × grid ofM: x = xj, y = yi, i = 1, 2,⋯, n, j = 1, 2,⋯,m, then

one can obtain xj′ and yi′ by

ðxj
x1

Iin,x xð Þdx
ðyn
y1

Iin,y yð Þdy =
ðxj′
x1′
It,x x′

� �
dx′

ðyn′
y1′
It,y y′

� �
dy′,

ð11Þ
ðxm
x1

Iin,x xð Þdx
ðyi
y1

Iin,y yð Þdy =
ðxm′
x1′
It,x x′

� �
dx′

ðyi′
y1′
It,y y′

� �
dy′:

ð12Þ
According to the above mapping relationship xj′= f ðxjÞ

and yi′= f ðyiÞ, one can obtain an initial vector of outgoing
light as Oi,j = Unitðxj′− xj, yi′− yi, dÞ, where the Unit symbol
means to find the unit vector and d is the integral value of
the data. If the incident ray vector is Ii,J = ð0, 0i, 1Þ, then
the normal vector can be calculated by

1 + n2 − 2n Oi,j · Ii,j
� �� �1/2Ni,j =Oi,j − nIi,j: ð13Þ

According to the normal vector distribution calculated
by the above formula, the discrete data points of the free-
form surface are obtained by the least square method. Then,
the classical field tracing mode is used to simulate the detec-
tion illuminance. The waist radius of the incident beam is
2.5mm, and twice the waist is adopted; that is, the beam
energy within 10mm in diameter is considered. The diver-
gence half-angle of the linear distribution of the target is
0.5 degrees in the X direction and 10.3 arcseconds in the Y
direction. The incident surface of the lens is a plane, and
the exit surface is a free-form surface to be solved. Figure 7
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Table 1: Effect analysis on signal detection for photon counting
under given contrast.

Serial
number

Target
contrast

Data intraframe
signal photon

count

Detection
probability

False alarm
probability

1 2 80 0.999 7:664 × 10−6

2 3 50 0.999 1:416 × 10−5

3 5 35 0.999 8:653 × 10−6

4 10 25 0.999 1:615 × 10−5
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shows the calculated optical free-form surface shape, which
is close to a cylindrical structure, and its vector height sag
is 0.71mm. The process of targeting from near to far is sim-
ulated. The object distance of the measured target includes
1m, 10m, 100m, 1 km, 10 km, and 500 km. Figures 8–11
show the illuminance distribution at z = 1 km and z = 500
km. Through the simulation analysis, when the light source

passes through the free-form surface lens, there is a process
of convergence and divergence. When the object distance z
= 10m, the linear beam increases proportionally.

It can be seen from the statistical results of illuminance
in Figure 11 that the beam intensity after free-form surface
shaping starts to show an excellent linear distribution after
traveling 10m, and its distribution still has good uniformity
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when the object distance reaches 500 km. This distribution is
conducive to the full utilization of laser energy at the detec-
tion end, and loss reduces the laser’s energy after ultra-long-
distance propagation as much as possible.

The simulation shows that the dead time of the detector
is linearly inversely proportional to the receiving aperture
[22, 23]. Under the premise of ensuring the same signal con-
trast, the allowable receiving area can be increased by about
4~6 times compared with the single-pixel detector using the
multielement detector. For different contrast and signal
photon-counting events, the more detection counts, the
greater the detection probability, and the higher the contrast,
the earlier the detection probability reach the peak under the
same signal photon-counting event [24, 25]. When the con-
trast is five and the signal photon count in the data frame is
35, the photon detection probability reaches the maximum,
and the false alarm rate is the lowest. Therefore, to achieve
high detection probability and minimum false alarm rate,
the comprehensive influence of photon counting, dead time,
and contrast needs to be considered in the design process. At
the system level, according to the influence of detector dead
time on ranging accuracy index, the detection probability
and detection illuminance of single-photon LiDAR are sim-
ulated and analyzed, and the detection illuminance distribu-
tion of LiDAR under different object distances is obtained.

5. Conclusion

In this paper, the influence of the slow time of a single-
photon detector on ranging accuracy, detection probability,
and detection illumination in tandem single-photon LiDAR
ranging is modeled and simulated. The influence relation-
ship of detector dead time is established under different
detection contrast. The simulation shows that by reasonably

controlling the dead time and effective receiving aperture of
the detector and using the free-form surface optical receiving
system, the shaped beam intensity shows an excellent linear
distribution after propagating a distance of 10m. Its distri-
bution still has good uniformity outside the object distance
of 500 km, which proves the effectiveness and rationality of
the simulation model of this method.

Data Availability

The data used to support the findings of this study are
included within the article.
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