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Aiming at the problem of formation control, a hybrid hierarchical distributed formation structure based on the virtual leader,
centralized, and distributed structure is proposed and named active agent AA. Based on the established formation structure, a
time-varying formation consensus control model and the changed model with no collision condition, which combined the
formation flight problem with the collision avoidance problem are constructed, simplified the structure of the controller, then
theoretically analyzed the consensus conditions of non-AA agents, and AA agent, respectively, obtained the necessary
conditions of consistent convergence, and finally, simulated a formation with one virtual leader and four followers; the
simulation results show that the control law designed in this study achieved the velocity consensus of non-AA agents and the
location consensus of the AA agent; it also shows that the hybrid hierarchical distributed formation structure proposed in this
study is reasonable, effective, and achievable.

1. Introduction

Swarm coordinated operation can effectively increase the
intelligence degree of combat, give full play to the advantages
of the system, and realize the doubling and crushing of non-
cluster firepower, to improve the combat effect of saturation
attack outside the defense area, which is a subversion of tra-
ditional combat. In recent years, several local conflicts have
highlighted the advantages of swarm warfare and become a
new mode of warfare. Among the swarm key technologies,
formation control is the core to accomplish the coordinated
tasks, including the achievement of a predefined formation,
formation tracking control, and formation obstacle avoid-
ance. To generate an appropriate formation according to
the task is the premise for the swarm coordinated. Formation
tracking and control is the basis of formation of movement
towards the target, and formation obstacle avoidance is the
key to effectively implement combat tasks in complex envi-
ronment. With the research deepening of formation control,
many formation control methods have emerged [1], such as
behavior based on method, leader-following method, virtual
leader method, and artificial potential field method.

Behavior-based formation control [2, 3] and formation
members can be divided into collision avoidance, obstacle
avoidance, target information acquisition, and formation
maintenance according to the information obtained from
sensors and support networks. Its biggest feature is to deter-
mine which response behavior each member of the forma-
tion should take with the help of the average weight of
behavior response control. The problem of this method is
that the formation is not rigid enough. The leader-following
method is based on the predesigned formation structure
[4–6], and the follower tracks the leader’s velocity and posi-
tion to achieve the purpose of formation control. This
method is the most common and basic method used in for-
mation control at present, and it is easy to combine with
other methods, but the main problem of this method is that
when the leader is damaged, the whole formation will be
paralyzed; virtual structure method [7, 8] uses the method
of virtual leader to coordinate other members to achieve the
purpose of formation control and takes multiple real individ-
uals as the direct followers of the virtual leader in the forma-
tion. This method can well avoid the paralysis of the whole
formation after the leader is damaged. However, the problem
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of the virtual leader method is that the position of the virtual
leader needs to be synthesized at the cost of high communi-
cation quality computing ability. The artificial potential field
method is a kind of virtual force method [9–13], which has
the advantage that the formation can maintain a stable for-
mation in flight by designing the expected distance between
formation members. It has good obstacle avoidance effect
and does not need global coordinates, but it has high require-
ments for information interaction mode, and when the for-
mation changes, it needs to redesign the potential field
function parameters, which is not flexible enough.

In recent years, the consensus of linear time invariant
cluster systems or swarms of UAVs systems has attracted
more and more attention in [14–23]. Consensus problem
refers to the agent continuously modifies its own state
according to the information of neighbor nodes through
information interaction with adjacent nodes and finally
makes all individual states in the system consistent. In refer-
ence [15], it is pointed out that the consensus problem can be
used to deal with the control of formation, and the leader-
following method, behavior-based method, and virtual leader
method can be regarded as the special cases of consensus
problem. Consensus algorithm can overcome the shortcom-
ings of the above methods. Moreover, through a consensus
approach, the damage or destruction of individuals has little
effect on overall formation, which makes the consensus algo-
rithm robust, adaptable, and expandable. Therefore, in the
background of the rapid development of swarm key technol-
ogies, it has great significance to study the consensus control
method of formation. Recently, the research direction of con-
sensus formation control has been continuously refined, and
fruitful results have been achieved from many aspects, such
as theoretical analysis, simulation test, and flight verification.
References [16, 17] and others have studied and obtained the
necessary and sufficient conditions for the UAV group to
achieve uniform convergence under the dynamic network
topology: if the network topology in any time period has a
spanning tree structure, the UAV group can achieve uniform
convergence. The writer in [18] divided the consensus
control strategy of formation into four categories according
to geometric constraints, that is using absolute position defi-
nition formation, relative position definition formation, rela-
tive distance definition formation, and relative orientation
definition formation, and, based on the established nonlinear
agent model, analyzed the consensus control under different
constraints, such as under the condition of unmeasurable
velocity information, unmeasurable state information, con-
straint of convergence error, and unknown time-varying
communication delays. According to different swarms of
UAVs models, the consensus problem of swarms of UAVs
is divided into first-order swarms of UAVs system, second-
order swarms of UAVs system, and high-order agent system,
and the follower control model is described, and the flight
control law of formation is designed by using consensus the-
ory in reference [19, 20]. Furthermore, Olfati-Saber proposed
a special potential energy function, which can avoid individ-
uals collision, and through a certain communication struc-
ture design, each individual can obtain the leader’s
information in [21, 22]. Su [23] and others later made further

improvements on the basis of Olfati-Saber, making the prob-
lem more general. The main idea is taking only a small num-
ber of individuals received the leader’s information and
proved the consensus of the system.

By analyzing above, it is evident that a lack of litera-
ture contributions that simultaneously allow to take into
account the consensus method combines the leader-
following method, the virtual leader method (the virtual
leader at the front of the formation), and the artificial
potential field method that ensure the obstacle avoidance
of swarm. Therefore, in order to overcome the encoun-
tered limitations of the recalled literature contributions,
in this paper, we propose a hybrid hierarchical distributed
formation structure and a formation control strategy for
swarms of UAV based on the combination of leader-
following method, virtual structure method, artificial poten-
tial field method, and consensus control. Compared with
the existing formation control, this work has the following
three innovation points: first, proposed a hybrid hierarchical
distributed formation structure based on the virtual leader,
centralized, and distributed structure characteristics and
named an active agent AA. This formation structure high-
lights the advantages of virtual leader, centralized and dis-
tributed structure, respectively, and made the control
hierarchical, easy to control, and has good expansibility,
strong flexibility, and small amount of calculation. Secondly,
based on the formation structure, a consensus time-varying
control strategy combining artificial potential field and vir-
tual leader is proposed, which combined the artificial poten-
tial field method, virtual leader method, and consensus
formation control method. This control algorithm can not
only avoid the shortcomings of each respective method but
also realize the formation collision avoidance, combine the
formation problem with the collision avoidance problem,
and simplify the controller structure; thirdly, derived the
establishment conditions of changed model and theoretically
analyzed the consensus of non-AA agents and AA agent,
respectively, obtained the necessary and sufficient conditions
of consistent convergence, and realized the formation outer
loop control of the velocity and position.

With respect to the current state of the art in the field of
control techniques for swarms of UAVs, the time-varying
consensus control of hybrid hierarchical distributed charac-
terized by the following features.

(i) The location of the virtual leader does not require
complex synthetic calculations

(ii) Definition an AA agent as the subgroup leader
which can obtain both information from virtual
leader and adjacent agents

(iii) The proposed control algorithm not only can con-
trol in hierarchical but also can avoid collision
between formations

The paper is organized as follows: Section 2 introduces
the hybrid hierarchical distributed formation structure.
Section 3 presents the basic knowledge of graph theory and
designs a time varying consensus controller. Section 4
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provides the establishment conditions of control law and the
analysis of consensus of non-AA agent and AA agent.
Section 5 presents a simulation with one virtual leader and
four followers’ formation. Finally, Section 6 presents the
conclusions and future work.

Note: the agent mentioned below refers to small UVA in
a swarm.

2. The Design of Hybrid Hierarchical
Distributed Formation Structure

In formation control, the most important thing is to design a
desired formation structure by using geometric constraints
[24]. The UAV used in this study, due to its small volume
and light weight, is very vulnerable to the influence of air
flow, resulting in lateral deviation of flight direction. In addi-
tion, during the flight, it is necessary to do maneuver flight
to avoid obstacles and sudden changes in the threat environ-
ment, but it is easy for members of the formation to collide
with each other and cause losses of their own. Therefore, it is
very important to design the formation structure reasonably.
There are three factors that should be considered in the
design of formation structure [25, 26]. First, the influence
of vortex. In flight, the wing and tail are subject to air resis-
tance to produce vortex. Although vortex can be conducive
to the flight and save energy, it also affects its own stability
and the stability of other formation members. Secondly,
when the target changes suddenly, the formation can quickly
maneuver and adjust. When the enemy disturbs the forma-
tion with various weapons, it can quickly avoid to ensure
the safety of the formation. Thirdly, when the formation exe-
cutes different tasks, the distance between formation mem-
bers and formation structure should be changed according
to needs. At present, the formation structure mainly includes
horizontal formation, vertical formation, wedge, and dia-
mond [27–29]. Considering the small volume of agent used
in this study, the aerodynamic impact between agents is
large during low altitude flight, and the aerodynamic inter-
ference will directly affect and change the forces on aircraft
at different positions of the formation. If the formation is
appropriate, the aircraft resistance can be reduced, and the
resistance can transform the resistance into the power con-
ducive to formation flight. Inspired by bird flight and the
kinetic advantage of diamond structures, four types of for-
mations and communication structures were designed as
shown in Figures 1 and 2.

Through analyzing the structural characteristics of the
above four formations, this study proposes to use the hybrid
hierarchical distributed formation structure shown in
Figure 2. The hybrid hierarchical distributed formation
structure is constructed on the basis of making full use of
the advantages of virtual leader and centralized and distrib-
uted alliance structure. The virtual leader and each alliance
adopt a centralized structure, while the agents in the alliance
adopt a distributed structure. The formation named an
active agent (AA) refers to agents capable of obtaining both
information from virtual leader and adjacent agents, as
shown in Figure 2 (1, 5, 9). Hierarchical refers to virtual
leader; AA agent and non-AA agent are divided into three

layers; distributed refers to distributed structure among all
agents in the alliance.

The outstanding characteristics of this structure are man-
ifested in the following three aspects: firstly, in this structure,
the centralized control structure is adopted between the
virtual leader and AA agents, which is characterized that
the information of the agent itself interacts with all other
agents in the formation, that is, each UAV in the formation
needs to know the information of the other agents in the for-
mation. However, in order to reduce the calculation amount
in the formation structure, the virtual leader only connects
with the AA agent, making the calculation amount greatly
reduced and has a good control effect. Secondly, the position
of virtual leader is a geometric center formed by multiple
agents in the general formation, which also requires a large
amount of calculation, especially when the formation
increased, the computation amount will multiply.

In this formation, the position of the virtual leader is set
at a fixed distance in front of the formation. This setting
method can not only avoid the disadvantage that the forma-
tion cannot be maintained when the leader failed or damaged
in the leader follower method but also reduce the computa-
tional amount formed by the central position of the virtual
geometry. Thirdly, the alliance adopts distributed structure,
distributed structure is each intelligence only needs to inter-
act itself information with their adjacent intelligence, this
control mode is relatively poor relative to the centralized con-
trol effect, but the interaction between intelligence is less, no
central node, and the system implementation is relatively
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Figure 1: Formation structure based on the diamond and V
structures.
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simple and strong scalability. In addition, although only the
AA agents can receive the information from the virtual
leader, but as long as the initial information is established,
the status of the agents in the alliance is equal; when the
AA intelligence is damaged, other alliance members act as
AA agents that keep the formation continue to fly. Therefore,
this structure gives full play to the advantages of the virtual
leader structure, centralized, and distributed, respectively,
not only reduced the computing amount but also enhances
the scalability and robustness of the system.

3. Graph Theory and Design of Time Varying
Consensus Controller

3.1. Basic Knowledge of Graph Theory. This part mainly
defines the basic knowledge required by graph theory, such
as directed graph, node, neighbor, interdistance, formation
safety distance, adjacency matrix, and edge set.

Directed graph [30]: consider a graph G = ðε, E, AÞ with a
set of N nodes ε = fε1 ⋯ εNg; a set of edges E ⊂ ε × ε that
inter connects the nodes in the graph and its associated adja-
cency matrix A = ½aij�, ε × ε whose entries depend on the
communication between agents in the graphs it is explained
later.

Neighbor: for any i, j ∈ ε, the ordered pair j, i ∈ E, if and
only if j is a neighbor of i, or j ∈Ni where Ni is called the
neighbor set of i.

Interagent distance dijðtÞ: At time t, the distance between
UAV agents of formation is defined as dijðtÞ = kεj − εik, i ≠ j.

Safety distance dsiðtÞ: when dijðtÞ < dsiðtÞ between agents
εi and other members εj of the formation or obstacles, the
agent must take corresponding collision avoidance mea-

sures; when dijðtÞ = dsiðtÞ, εi agents were ready to take corre-
sponding obstacle avoidance measures.

Adjacency matrix: a matrix representing the adjacency
between vertices. One-dimensional array is used to store
the data of all vertices in the graph. Two-dimensional array
is used to store the data of the relationship(edge) between
vertices. This two-dimensional array is called adjacency
matrix.

A = aij tð Þ
� �

aij tð Þ =
a∗ij > 0, j, ið Þ ∈ E tð Þ,
0, OTHERS,

(
ð1Þ

while a∗ij < a∗ji.
Edge E is set:

E tð Þ = j, if Þ: i ∈ ε, j ∈Ni tð Þf g, t ≥ t0,

L = lij tð Þ
� �

lij tð Þ =
〠
k≠i

aik tð Þ, j = ið Þ,

−aij tð Þ, OTHERS:

8><
>:

ð2Þ

In multiagent system, the active agent AA is repre-
sented as WðtÞ, which defined the following matrix: LaðtÞ
= LðtÞ + BðtÞ.

B tð Þ = diag b1 tð Þ,⋯bN tð Þð ,

bi tð Þ =
b∗i > 0, i ∈W tð Þ,
0, OTHERS:

( ð3Þ

3.2. Time Varying Consensus Controller. For UAV agent,
often adopt double-layer control method which is inner loop
plus outer loop. The outer loop is used to drive the agent to
approach the target at a fixed speed; the inner loop is used
for agent attitude tracking [31]. In this section, only the outer
loop is mainly studied and designed. Assuming that the num-
ber of intelligence in the group isN , the second-order control
model can be expressed as:

_xi tð Þ = vi tð Þ, _vi tð Þ = ui tð Þ, i = 1, 2, 3,⋯Nf g: ð4Þ

Model of virtual leader:

_xl tð Þ = vl tð Þ, _vl tð Þ = ul tð Þ: ð5Þ

xiðtÞviðtÞ, respectively, represents the position and speed
information of the i agent. xlðtÞvlðtÞ represents the position
and speed information of the virtual leader, and the ulðtÞ
uiðtÞ represents the control input of the i agent and the
virtual leader.

3.3. Controller Design. During flight, due to the characteris-
tics of agents and the limitation of perception range, the
adjacent relationship in the group may be time-varying.
Therefore, the following time-related sets are defined:
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Figure 2: Hybrid hierarchical distributed formation structure.
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Definition 1. When i ∈ ε, t ∈ ½t0,+∞Þ agent sets are defined
as:

Si tð Þ = j ∈ ε : xi tð Þ − xj tð Þ
�� �� < rs

� �
,

Li tð Þ = j ∈ ε : xi tð Þ − xj tð Þ
�� �� < ra

� �
,

Ni tð Þ = j ∈ ε : xi tð Þ − xj tð Þ
�� �� < rnb

� �
,

ð6Þ

where 0 < ra < rnb is crucial for the choice of dwell time to be
introduced and ra is the critical collision radius.

rs is the maximum distance that agents can access each
other. rnb is some positive number smaller than rs. In time
series, each time interval is recorded as T = ft0, t1 ⋯ g 
tk+1 − tk = τd > 0.

For all agents in the cluster, within the time interval
t ∈ ½ tk+1 − tkÞ, the control law is defined as

ui tð Þ = 〠
j∈Ni tkð Þ

f a dij
� �

nji + g bið Þf l dilð Þnli

− 〠
j∈Ni tkð Þ∩Si tð Þ

a∗ij vi − vj
� �

− bi vi−vlð Þ + ul,
ð7Þ

where dij = kxi − xjkσ, dil = kxi − xjkσ, nji = −∇xidij, nli =
−∇xidil .

g bið Þ =
1, bi > 0,

0, bi = 0,

(

f a dij
� �

=
dφa dij
� �

ddij
, f l dilð Þ = dφl dilð Þ

ddil
:

ð8Þ

φaðdijÞ represents the gravitational and repulsive
potential energy function between i, j agents, which is used

to generate gravitational and repulsive forces between two
adjacent agents. φlðdilÞ represents the gravitational and
repulsive potential energy function between the virtual
leader l and the i agent. Its function is to attract the active
agent and make it converge to the virtual leader in posi-
tion and speed. f aðdijÞnji, f lðdilÞnli represents the control
force exerted by the agent j and the virtual leader l on
the agent i. Inspired by references [32–34], and defined
as follows:

φa xð Þ =
ðx
r0

k −
1

ξ − r0ð Þ2
+

1
r1 − r0ð Þ2

 !
ρh

ξ

r2

	 

dξ

 
, ð9Þ

φl xð Þ =
ð∞
0
xdx, ð10Þ

xk kσ =
1
σ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + σ xk k2

q
− 1

	 

, ð11Þ

where r0 < r1 < r2, and when x = r1, there is a unique min-
imum value.

Collision function:

ρh zð Þ =
1, z ∈ 0, h½ Þ,
1
2

1 + cos π
z − h
1 − h

	� 
, z ∈ h, 1½ �:

8><
>: ð12Þ

Theorem 2. Suppose kxiðt0Þ − xjðt0Þkσ > dsi, ∀i, j ∈ ετd <
min frs − rnb, rnb − rag

ffiffiffiffiffi
σ/

p ð2 ffiffiffiffiffiffiffiffiffiffiffiffi
2Jðt0Þ

p
, ∀t ∈ ½tk, tk+1Þ,when ∀i

∈ ε,∀t ∈ ½tk, tk+1Þ, that is, under the condition that there is
no collision between agents, the control law proposed in for-
mula (7) can be rewritten as:
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ui tð Þ = −〠
j≠i
∇xiφa dij

� �
− g bið Þ∇xiφl dilð Þ − 〠

j∈Ni tkð Þ
a∗ij vi − vj
� �

− bi vi−vlð Þ + ul:

ð13Þ

The later work of this paper is to theoretically deduce the
conclusion of formula (13) above and prove that the forma-
tion consensus control algorithm based on virtual structure
and artificial potential field method is established and conver-
gent under given conditions.

4. The Establishment Conditions of Control
Law and the Analysis of Convergence

4.1. The Establishment Conditions of Control Law. On the
basis of above definition, the energy between agents, the
energy of virtual leader and active agents, is expressed as:

Va xð Þ = 1
2
〠
N

i=0
〠
j≠i
φa dij
� �

, Vl x, xlð Þ = 1
2
〠
i∈W

φl dij
� �

: ð14Þ

In addition, the following functions are defined:

V x, xlð Þ =Va xð Þ +Vl x, xlð Þ, ð15Þ

H v, vlð Þ = 1
2

v − 1N ⊗ vlk k2, ð16Þ

J x, xl, v, vlð Þ =V x, xlð Þ +H v, vlð Þ: ð17Þ

Proof. Since the velocity v is continuous, there exists δ > 0
such that (7) holds for t ∈ ½t0, t0 + δÞ. By the fact that f a
ðdijÞ = 0 for dij ≥ ra, the control law (7) can be put into
(13). Now, suppose t∗ ∈ ½t0, t0 + t1Þ, t1 > δ. By contradic-
tion, suppose this is not true. Then, there exist some
agent j ∈Niðt0Þ and sometime instant t∗ ∈ ½t0, t0 + t1Þ,
and assume dijðt∗Þ = rs, SiðtÞ = fj ∈ ε : kxiðtÞ − xjðtÞk < rsg,
and NiðtÞ = fj ∈ ε : kxiðtÞ − xjðtÞk < rnbg.

rs − rnb < xj t
∗ð Þ − xi t

∗ð Þ�� �� − xj t0ð Þ − xi t0ð Þ�� ���� ��
≤

1ffiffiffi
σ

p
ðt∗
t0

vj tð Þ − vl tð Þ
�� ��dt + 1ffiffiffi

σ
p
ðt∗
t0

vi tð Þ − vl tð Þk kdt

≤
2ffiffiffi
σ

p
ðt∗
t0

ffiffiffiffiffiffiffiffiffiffiffiffi
2H tð Þ

p
dt ≤

2ffiffiffi
σ

p
ðt∗
t0

ffiffiffiffiffiffiffiffiffiffi
2J tð Þ

p
dt:

ð18Þ

In time instant ½t0, t∗Þ, available by Equations (15), (16),
and (17),

_J = _Va + _Vl + _H = _Va xð Þ + _Vl x, xlð Þ + _H v, vlð Þ
= ∇xVað ÞTv + ∇xVlð ÞTv + ∇xlVlð ÞTvl

+ −∇xVa − ∇xVl − La t0ð Þ ⊗ INð Þ~v½ �T~v,
ð19Þ

where ~v≔ v − 1N ⊗ vl.
Get after unfolding, and because

∇xVað ÞT 1N ⊗ vlð Þ = vl
T 〠

N

i=1
∇xiVa = 0 ∇xVlð ÞT 1N ⊗ vlð Þ

= vl
T 〠

N

i=1
∇xiVl = −vl

T∇xilVl: ð20Þ

After simplification,

_J = − La t0ð Þ ⊗ INð Þ~v½ �T v − 1N ⊗ vlð Þ = − La t0ð Þ ⊗ INð Þ~v½ �T~v ≤ 0:
ð21Þ

It can be seen from Equation (21), for J is continuity,
and in some instant ½t0, t1Þ, J is diminishing function, Jðt1Þ
< Jðt0Þ. Under the same reasoning, in instant ½t0, t∗Þ, bring
the results into the formula (18).

rs − rnb ≤ 2
Ð t∗
t0

ffiffiffiffiffiffiffiffiffiffi
2JðtÞp

dt/
ffiffiffi
σ

p
is consensus with τd <min

frs − rnb, rnb − rag
ffiffiffiffiffi
σ/

p ð2 ffiffiffiffiffiffiffiffiffiffiffiffi
2Jðt0Þ

p
.

Therefore, when kxiðt0Þ − xjðt0Þkσ > dsi∀t ∈ ½tk, tk+1Þ,
formula (13) is true.

4.2. The Analysis of Consensus of Non-AA Agent. Assump-
tion: we make a connectivity in the group; any non-AA
agent has a direct or indirect link with some AA at all times.
And suppose that for all t ≥ t0, there is a path connecting any
agent in ε/W to some agent in W in the group induced
graph GðtÞ. Under this assumption, the symmetric matrix
LaðtÞ is defined as part two and is positive for any t ≥ t0;
its eigenvalues are expressed as λm,λm ≔min

t≥t0
fλminðLaðtÞg,

and λminðLaðtÞÞ is the minimum eigenvalue of the matrix
LaðtÞ.

Theorem 3. If the above assumptions hold, when
kxiðt0Þ − xjðt0Þkσ > dsi, ∀i, j ∈ ε, there are no collisions
between the agents. According to the control law, limt⟶+∞
kviðtÞ − vlðtÞkσ = 0, ∀i ∈ V , and for all ∀i ∈ ε, ∇xiðVa +VlÞ,
namely, the virtual force applied on agent i, converges to zero.

_J = − La t0ð Þ ⊗ INð Þ~v½ �T~v ≤ 0 − La t0ð Þ ⊗ INð Þ~vT~v≤−λm ~vk k2:
ð22Þ

When t ≥ t0, 2λm
Ð t
t0
HðtÞdt = λm

Ð t
t0
k~vk2dt ≤ Jðt0Þ.

According to formula (17), VlðtÞ ≤ JðtÞ, and in instant
½t0, t1Þ, J is diminishing function, VlðtÞ ≤ JðtÞ ≤ Jðt0Þ.
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For continuous functions HðtÞ, when ½t, +∞Þ,

_H tð Þ = −∇xVa − ∇xVl − La t0ð Þ ⊗ INð Þ~v½ �T~v, ð23Þ

when t⟶ +∞, k~vik = kviðtÞ − vlðtÞk⟶ 0.
Because limt⟶+∞HðtÞ = 0,

ð+∞
t0

_H tð Þdt =
ð+∞
t0

−∇xVa − ∇xVl − La t0ð Þ ⊗ INð Þ~v½ �T~vdt

=
ð+∞
t0

−∇xVa − ∇xVlð Þ~vdt+
ð+∞
t0

La t0ð Þ ⊗ INð Þ~v�T~vdt

= 0, limt⟶∞ La t0ð Þ ⊗ INð Þ~v
= 0, ~v≔ v − 1N ⊗ vl

ð+∞
t0

~v tð Þdt

= v~ +∞ð Þ − ~v t0ð Þ = limt⟶+∞~v − ~v t0ð Þ
= − −~v t0ð Þ ≠ 0 so

ð+∞
t0

−∇xVa − ∇xVlð Þdt = 0::

ð24Þ

That is, when t ≥ t0, limt⟶+∞ ð−∇xVa − ∇xVlÞ = 0.
This proofed that the virtual force applied on agent i

converges to zero, and the speed of the agent i converges
to the virtual leader. It can be seen from Theorem 3 that
under the formation without collision, when the non-AA
agent can connect with at least one AA agent at any time,
the control law can realize the formation speed to finally
converge to the virtual leader speed.

4.3. The Analysis of Consensus of AA Agent

Theorem 4. If the above Theorem 3 holds, let us set the AA
agent set as W = fBg. According to the control law, when
t⟶ +∞, limt⟶+∞kxBðtÞ − xlðtÞkσ = 0. That is, when
there is only one AA in the group, the location of agents
eventually tends to virtual leader.

Proof. If limt⟶+∞kxBðtÞ − xlðtÞkσ ≠ 0 exist, κ1 > 0. In an
infinite time, kxBð~tÞ − xlð~tÞkσ > κ1. According to formula (9),
suppose there is κ2 > 0, κ3 > 0, make jdφlðdBÞ/ddAljdBl=dBlð~tÞ >
κ1, and knlBð~tÞk = kxBð~tÞ − xlð~tÞk/

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + σkxBð~tÞ − xlð~tÞk2

q
> κ3.

It has been previously shown in formula that limt⟶+∞
ð−∇xVa − ∇xVlÞ = 0, because only AA agents are consid-
ered in this group, so limt⟶+∞ ð−∇xVaÞ = 0, that is
limt⟶+∞ ð−∇xVlÞ = 0.

lim
t⟶+∞

−∇xVlð Þ = − lim
t⟶+∞

∇xBφl dBlð Þ = dφl dBlð Þ
ddBl

nlB = 0:

ð25Þ

From Theorem 4, we can know that if the group has
only one fixed AA, each AA agents is connected with
virtual leaser at any time, the designed control law (7)
can drive the group to track and to migrate, and the
AA converges asymptotically to the virtual leader.

5. Simulation Verification and Analysis

5.1. The Topological Structure. In flight, the altitude of the
agent is set as a constant, and the proposed control method
(7) is used to control the x-axis direction and y-axis direc-
tion. In this part, for convenience, four unmanned aerial
vehicles are used to form a formation, and the topological
structure is shown in Figure 2. The two-way edge between
nodes indicates that nodes are neighbors and can conduct
two-way information interaction. The one-way arrow from
node 0 to node 1 indicates that the virtual leader is a neigh-
bor of follower 1 and provides information to follower 1, and
the follower is the active agent AA.

According to the Figure 3 topology, its adjacency matrix:
A = ½1 1 0 0 0 ; 0 1 1 1 1 ; 0 1 1 0 1 ; 0 1 0 1 1 ; 0 1 1 1 1�.

Laplacian

L =

1 −1 0 0 0

0 3 −1 −1 1

0 −1 2 0 −1

0 −1 0 2 −1

0 −1 −1 −1 3

2
666666664

3
777777775
,

E tð Þ = 0, 1ð Þ, 1, 2ð Þ, 1, 3ð Þ, 1, 4ð Þ, 2, 1ð Þ, 2, 4ð Þ,f
� 3, 1ð Þ, 3, 4ð Þ, 4, 1ð Þ 4, 2ð Þ, 4, 3ð Þg,

N0 1ð Þ,N1 2, 3, 4ð Þ,N2 1, 4ð Þ,N3 1, 4ð ÞN4 1, 2, 3ð Þ: ð26Þ

5.2. Formation Consensus Simulation. Set condition: the
control law as formula (7), the initial positions of the forma-
tion agent are randomly selected at the space of ½0, 20� × ½0,
20�, the initial velocity was randomly chosen in ½−0:5, 0:5�
× ½−0:5, 0:5�, the space of virtual leader randomly selected
at ½0, 20� × ½0, 20�, the velocity is set to a fixed value ½1, 1�,
and the forces between the formation agents are expressed

in Equation (9), where k = 10, r0 = dsi = k0kσ = 1/σð1 +ffiffiffiffiffiffiffiffiffiffiffiffi
σk0k2

p
− 1Þ, r1 = da = k1kσ = 1/σð1 +

ffiffiffiffiffiffiffiffiffiffiffiffi
σk1k2

p
− 1Þ, r2 = ra

= k10kσ = 1/σð1 +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σk10k2

p
− 1Þ, σ = 1, and da is critical

distance for the repulsive and attractive virtual force between
a pair of agents, the force of the virtual leader is defined as
φlðxÞ =

Ð∞
0 xdx = 5x2 + 10, and a ∗ = b = 10, and the simula-

tion results are shown in Figure 4.
As can be seen in Figure 4, after a period of time, the

randomly distributed agents can fly with the predetermined
formation, and it can also be seen that the active agent 1
eventually converges to the virtual leader.

5.3. The Consensus of Position and Velocity. To better illus-
trate the consistency of the formation position and velocity,
use variable step length ode45 Runge-Kutta algorithm, sim-
ulation time set is 50 s, and step length is set to 0.01. The
simulation results are shown in Figures 5 and 6.

In Figures 4–6, the simulation results show that the con-
trol law designed in this study achieved the location consis-
tency of the AA agent and velocity consensus of interagent.
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This method makes the control algorithm has simple
form and has obvious effect. It also shows that the forma-
tion structure based on the virtual leader-centralized-
distribution structure which proposed in this study is rea-
sonable and effective; it is a new hybrid hierarchical dis-
tributed innovation formation structure that combined
the virtual leader structure, centralized structure, and dis-
tributed structure.

5.4. The Formation Obstacle Avoidance. It is assumed that
when no obstacle is detected during formation flight, the
above designed controller can fly together to avoid the colli-
sion between the UAV agents; when detected the obstacle

during flight, for example, set obstacles during flight, φaðxÞ
is used as the energy function between the UAV agents i
and the obstacle j. The obstacle avoidance simulation effect
is shown in Figure 7.

Random set of UVA locations: oa = ½−7:5 − 5 ; 2:5 −
7:5;−3 4 ; 10 10�

Random set of obstacles: ob = ½7:5 7 ; 5 2:5 ; 2 − 2�
The outer ring of the obstacle indicates the detection

region radius rs, and the inner ring indicates the critical col-
lision radius ra.

The Figure 7 indicated the UAV agents encounter obsta-
cles in flight. Using such a controller can effectively avoid
obstacles and finally fly in consensus.
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Figure 5: The consensus of formation position.
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6. Conclusion

This work presents a formation structure based on the vir-
tual leader-centralized-distribution structure, propose a
time-varying formation control model and the changed
model which can fully combine the advantages of virtual
leader method, artificial potential field method, and consen-
sus control method, and realize the consistent flight of the
formation and the obstacle avoidance. On one hand, this
formation structure and control strategy fill in a gap in the
current literature, where the control structure is layered,
the leader is virtual with not need to geometric its position,
and the control method can realize the obstacle avoidance
on the basis of consensus control flight. On the other hand
the simulation highlights the effectiveness of the proposed
control strategy in solving the main problems related to

swarm UVAs control, the simulation results show that the
control strategy presented in this study can achieve the loca-
tion consensus of the AA agent and the velocity consensus of
inter-agent, and the formation structure based on the virtual
leader-centralized-distribution structure which proposed in
this study is reasonable and effective.

In future work, we should make every agent in the group
be an AA agent. As can be seen from the previous analysis,
the AA agent is defined as a subgroup leader, but when the
leader damaged, other followers have no access to the virtual
leader’s information. In this case, how to design the switching
rules and the control strategy model is the next work plan.
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