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The trajectory planning of UAV with nonholonomic constraints is usually taken as differential algebraic equation to solve the
optimal control problem of functional extremum under the condition of inequality constraints. However, it can be challenging
to meet the requirements of real-time for the high complexity. A differential flat theory based on B-spline trajectory planning
can replace the optimal control problem with nonlinear programming and be a good means to achieve the efficient trajectory
planning of an UAV under multiple dynamic constraints. This research verifies the feasibility of this theory with actual flight
experiments.

1. Introduction

Unmanned aerial vehicles (UAV) [1] have been widely used
[2] in challenging operations due to its advantageous fea-
tures such as strong maneuverability, small size, autono-
mous flight, and accurate positioning, which turned them
into a promising tool in modern military and civilian scenar-
ios [3]. With the continuous development of vision, the
combination of the two technologies [4] also has broad pros-
pects, and the closest contact between both fields is the track
planning of a UAV [5]. The autonomous flight design of a
UAV ultimately depends on its flight path planning [6].
The current planning problems are mainly divided into
motion planning and trajectory planning. Among them,
the latter refers to the implementation of point-to-point
routes in a known environment. Trajectory planning usually
combines the dynamic model [7] with the motion planning
to solve the overall optimal control issue of the moving body,
which leads to other problems, e.g., high complexity, com-
plicated operation, and low computational efficiency, greatly
increasing the difficulty of its application [8]. At present, the
track planning algorithms are mainly divided into four cate-

gories: (i) the schematic method consisting of the general
view method, the Voronoi diagram method, and the contour
method [9–11]; (ii) the unit decomposition plan composed
of the grid and the quadtree method [12]; (iii) the artificial
potential field method consisting of the wave propagation
method and the harmonic function method [13, 14]; (iv)
the heuristic planning method based on the genetic algo-
rithm and the neural network algorithm [15–17]. The above
algorithms all consider the trajectory planning issues with
various constraints and verify the feasibility of the methods
through simulation. However, they are only suitable for
experiments, but their practical feasibility has not been taken
into consideration yet. In addition, UAVs also involve
related control algorithms. The addition of the above plan-
ning algorithms will expand the scale of the problem, signif-
icantly increase the time needed, and reduce the planning
efficiency, which goes in the opposite direction of the actual
application requirements.

The differential flatness method can transform many
classical nonlinear systems into flat systems for research,
such as robot controlling and planning problems and
tracking control problems [18] with nonholonomic
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constraints [19]. In reference [20], the theory is applied to
the trajectory planning of vehicle-like robots with nonho-
lonomic constraints and compared with the planning
method of the opportunity polynomial input. Similarly,
reference [21] adopted the theory to design robot control-
lers in a dynamic environment. Reference [22] proposed
the real-time trajectory generation based on differential
flatness systems, satisfying state equations, paths, and actu-
ator constraints.

With the development of control algorithms and image
processing algorithms, the problem of UAV capturing and
trajectory planning has received extensive attention in
recent years. Ghadiok et al. built a slam map based on
an infrared camera, but it was characterized by a lengthy
process [23]. Spica et al. verified the feasibility of an
UAV capturing moving objects with the features of the
differential flatness theory [24]. Thomas et al. used the
motion capture system to achieve visual-based capture
with reference to the birds capture behavior, but the price
of the motion capture system was too high for practical
use [25]. Arputha and Dutta proposed a method for col-
laborative trajectory planning for multiple UAVs and con-
ducted motion planning on the convex surface by building
connections among them [26]. Zhang et al. adopted the
ant colony algorithm to accurately estimate the heading
angle deviation of a UAV [27]. Penin et al. proposed a
minimum time trajectory planning method, using receding
horizon control (RHC) to modify the reference trajectory
online [28]. Although the above method proposes a path
planning method suitable for UAVs, most of them cannot
be applied to actual flight control, and many studies lack
verification methods based on actual flight experiments.
Some of them have achieved the goal of path planning,
but with expensive techniques that cannot meet the actual
application of promotion.

Aiming at the problems of high planning complexity
and poor real-time performance, this study focuses on a
UAV equipped with robot arms while taking into consid-
eration the possible constraints of the flight. The first step
is to establish the dynamic model of the most suitable sys-
tem for this UAV, with its position and attitude being
used as the flat output. The feasibility of the trajectory
planning was proved by verifying the differential flatness
theory, and its trajectory was smoothed by the B-spline
[29]. We proposed the design of a controller combining
the sliding mode and the PID control and verified the fea-
sibility of the abovementioned schemes with proper exper-
iments. Compared with the traditional UAV trajectory
planning issue, our method reduces the complexity of
planning under the premise of ensuring stability and is
more suitable for practical embedded systems. Further-
more, it provides guarantee for high-precision planning
actions such as drone capture.

2. Dynamic Model and Controller

2.1. Dynamic Model. Figure 1 illustrates a simplified model
image of the UAV. In this paper, the three coordinate sys-
tems below are established——earth coordinate system E −

XYZ, quadrotor carrier coordinate system B − xyz, and
robot arm coordinate system A − ax, az. It is also assumed
that the robot arm can only rotate around the center in the
plane ax − az. φ, θ, ψ, α represent the roll angle, pitch angle,
attitude angle of the UAV, and the tilt angle of the arm from
the axis az, respectively. B represents the centroid position of
the quadrotor, and Fiði = 1, 2, 3, 4Þ provides the lift for the
rotor. The detailed description of the symbols used in this
paper is organized in Symbols.

The generalized coordinate vector q = ðϕ, θ, ψ, x, y, z, αÞT
and the pseudovelocity vector p = ðρ, q, r, u, v,w, bÞT are
defined as outlined above. The pseudovelocity is a multibody
system domain that relies on the generalized coordinate to
describe the velocity of motion. Here, the velocity vector of
the quadrotor in the body coordinate B − xyz system is
defined. The spatial position of the system (including the
three corners and the displacement along the coordinates)
is described by q. p defines the number of velocities of the
system (including the three angular velocities and the dis-
placement velocity along the coordinates). The dynamic
model of the system is established by the Euler-Ponkale
equation as follows:

_q = V qð Þp,
M qð Þ _p + C q, pð Þp + F p, q, uð Þ = 0:

(
ð1Þ

Vector η = ðφ, θ, ψÞT represents the attitude of the flight
system, and vector X = ðx, y, zÞT refers to the position of the
system centroid in the Earth’s coordinate system. VðqÞ indi-
cates the angular velocity at which the arm rotates, and ω
represents the system’s pseudovelocity and the generalized
velocity attitude transformation matrix. Fðp, q, uÞ represents
the sum of aerodynamics, gravity, and control inputs; u is
the total system control input; and MðqÞ is the inertial
matrix of the system. Cðp, qÞ describes the gyro matrix of
the system and can be defined in a simplified manner as Sϕ
= sin ϕ, Sθ = sin θ,Sα = sin α, Cθ = cos θ, Sψ = sin ψ, Cψ =
cos ψ, and Cα = cos α. The result of the final calculation is
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Figure 1: System structure diagram.
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Among them, the control variables of lifting, rolling,
pitching, and yaw are U1,U2,U3, andU4, respectively. T is
the control variable of the tilt angle of the arm, and Fiði =
1, 2, 3, 4Þ is the pulling force of each rotor. The area of the
rotor is represented by A = πR2, and the coefficient is K =
CQ/CT , then

U1 = F1 + F2 + F3 + F4

U2 = F2 − F4

U3 = F1 − F3

U4 = K F1 − F2 + F3 − F4ð Þ

F = 1
2 ρACTR

2Ω2

8>>>>>>>>><
>>>>>>>>>:

9>>>>>>>>>=
>>>>>>>>>;
: ð4Þ

The total control input u = ½U1,U2,U3,U4, T�T is set for
the system, and when it experiences low air resistance at low
speeds, the force can be ignored. If we assume that ϕ and θ in
the flight process are considerably small, and its rate of
change is also sufficiently small, it can be substituted into
Equation (1) for simplification:

_ϕ

_θ

_φ

2
664

3
775 =

1 0 0
0 1 0
0 0 1

2
664

3
775

p

q

r

2
664
3
775: ð5Þ

The kinetic model of the system is simplified by Equa-
tion (5), and the formulas available are

F p, q, uð Þ =

−LU2 + gm2RCαCθSΦ

−LU3 + gm2R CθCΦSα + CαSθð Þ
−LU4 − gm2RCθSαSθ

−g m1 +m2ð ÞSθ
g m1 +m2ð ÞCθSϕ

−U1 + g m1 +m2ð ÞCθCϕ

−T + gm2R CθCϕSα + CαSθ
� �

2
666666666666664

3
777777777777775

: ð2Þ

M qð Þ =

Ix +m2R
2Cα

2 0 −m2R
2CαSα 0 m2RCα 0 0

0 Iy + Jy +m2R
2 0 −m2RCα 0 m2RSα Jy +m2R

2

−m2R
2CαSα 0 Iz +m2R

2Sα
2 0 m2RSα 0 0

0 −m2RCα 0 m1 +m2 0 0 −m2RCα

m2RCα 0 −m2RSα 0 m1 +m2 0 0
0 m2RSα 0 0 0 m1 +m2 m2RSα

0 Jy +m2R
2 0 −m2RCα 0 m2RSα Jy +m2R

2

2
666666666666664

3
777777777777775

: ð3Þ

€ϕ = 2LIz m1 +m2ð Þ +m1m2R
2 −LU2C2α + LU4S2αð Þ

A5
,

€θ = −T + LU3
Iy

,

€ψ = L 2Ix m1 +m2ð Þ +m1m2R
2� �
U4 +m1m2R

2 LR4C2α +U2S2αð Þ
A5

,

€x =
4m2 m1 +m2ð ÞRTCα − 2m2R 2b2 Jy m1 +m2ð Þ + 2b2m1m2R

2 + 2m2RU1Cα

� �
Sα +A4 ∗ gSθ

A4
,

€y =
−2IzLm2RU2Cα + 2IxLm2RU4Sα − g 2IxIz m1 +m2ð Þ + Ix + Izð Þm1m2R

2� �
CθSϕ + g Ix − Izð Þm1m2R

2C2αCθSϕ
A5

,

€z = A1 + A2 ∗U1 −A3 ∗ T
A4

,

€α =
Iy + Jy
� �

m1 +m2ð Þ +m1m2R
2� �
T − L Jy m1 +m2ð Þ +m1m2R

2� �
U3 − Iym2RU1Sα

Iy Jy m1 +m2ð Þ + Iym1m2R
2 :

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð6Þ
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The above letters are defined as follows:

2.2. Controller Design. Our research adopts the differential
trajectory planning method based on differential flatness
and the sliding mode PID control (combined control of slid-
ing mode control and traditional PID control) [30] to
enhance the anti-interference ability and response speed of
the system [31]. This methodology was designed based on
the control requirements of the UAV. The methods can be
applied to the actual control, and the shortest sampling
period of the clock is set to 0.02 s, that is, the position of
the next desired point of the UAV is determined every
0.02 s. Once the control requirements are implemented, the
specific control flow is represented in Figure 2.

The position control of the quadrotor can be divided
into horizontal position and height control. Since the system
uses four inputs to control six degrees of freedom, it is con-
sidered an underactuated and strongly coupled nonlinear
system. The system is then decomposed into full a drive
module and an underdrive module for easy analysis. We
have established the mathematical relationship between the
attitude angle, the position, and height control U1 to achieve
the purpose of trajectory tracking by continuously adjusting
the attitude angle and the height. Both the horizontal posi-
tion and the pull-down tilt angle are controlled using PID.
The relationship between the desired position ðxdydÞ and
the desired acceleration ð€xd€ydÞ, the desired tilt angle αd ,
the angular acceleration of the robot arm €α, and the control
rates of x, t, T are designed as follows:

€xd = kp1 xd − xð Þ + ki1

ð
xd − xð Þ + kd1 _xd − _xð Þdx,

€yd = kp2 yd − yð Þ + ki2

ð
yd − yð Þ + kd2 _yd − _yð Þdy,

€αd = kp3 αd − αð Þ + ki3

ð
αd − αð Þ + kd3 _αd − _αð Þdα:

8>>>>>>><
>>>>>>>:

ð8Þ

The height control and attitude angle control are pro-
posed using the sliding mode PID algorithm. The design of
the sliding mode PID controller includes the selection of
sliding mode surface and control law design. The surface is
generally selected as s = 0, and the control objective of the
sliding mode PID is designed to make the surface function
finally stable, achieving a stable control. Taking the height

as an example of control, Zd , Z indicates the desired and
actual height, and two errors are calculated as

ez = Zd − Z: ð9Þ

Then, the next step is to design the sliding surface
function:

Sz = _ez + d1 ∗ ez + c1∗
ð
ezdt: ð10Þ

To ensure that the system can quickly converge to the
sliding mode for large values of S. After that, the exponential
convergence law rate is chosen to derive U1:

_Sz = −ε sgn Szð Þ − kSz: ð11Þ

In the above formula, ε takes the value 0.01, k takes the
value 3, and sgn ðsÞ denotes the sign function. The Lyapunov
function is used to determine the stability of the system, and
its positive definite function is designed as follows:

Vz =
1
2 Sz

2: ð12Þ

Then, its derivative along the track line is

_Vz = Sz _Sz = Sz −ε sgn Szð Þ − kSz½ � = −ε Szk k − k Szk k2 ≤ 0:
ð13Þ

Therefore, the kinetic model satisfies the stability crite-
rion of Lyapunov asymptotic stability and is considered an
asymptotically stable system, i.e., the error function will
slowly converge to 0 over time and can eventually arrive at
the sliding mode.

A combination of sliding mode control and PID control
is adopted to enhance the anti-jamming and fast response
characteristics of the UAV. By combining the control laws
of both modes, the sliding mode PID control in this section
is obtained, and the stability and robustness of the quadrotor
control can be greatly improved by combining the advan-
tages of each control. The position control of the quadrotor
can be divided into horizontal position and altitude control.

A1 = −4g m1 +m2ð Þ Jy m1 +m2ð Þ +m1m2R
2� �
CθCφ −m2R 4 _α2 Jy m1 +m2ð Þ + 4 _α2m1m2R

2� �
Cα,

A2 = 2 2Jy m1 +m2ð Þ +m2R
2 2m1 +m2ð Þ� �

− 2m2
2R

2C2α,
A3 = 4m2 m1 +m2ð ÞRSα,
A4 = 4 m1 +m2ð Þ Jy m1 +m2ð Þ +m1m2R

2� �
,

A5 = 2IxIy m1 +m2ð Þ + 2m1m2R
2 IzCα

2 + IxSα
2� �
:

8>>>>>>>>><
>>>>>>>>>:

ð7Þ
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Since the system uses four inputs to control six degrees of
freedom, it is an under-driven, strongly coupled nonlinear
system. It is necessary to establish the mathematical relation-
ship between attitude angle and position and height control
quantities to achieve the purpose of trajectory tracking by
continuously adjusting both.

Furthermore, to test the performance of the sliding mode
PID controller, we first enable the two controls to quickly
reach a steady state and stay under a stable input and with-
out disturbance. Then, the control input is converted into a
sinusoidal wave input, and complex disturbances are added
to it. This process shows that significant control differences
exist in traditional PID. It was proved that the sliding mode
PID control has strong anti-interference and fast response
capability, and Figure 3 is the result of a comparison
between the two controllers under disturbance and fluctua-
tion control inputs.

2.3. Robotic Arm Design. The design of the UAVs robot arm
contains three servos. Their rotation direction is around the

y-axis forward and backward and around the height direc-
tion of the z-axis rotation, and the last servo is responsible
for clamping. The control of the robot arm is done through
manual grasping, that is, by receiving commands from the
remote control to achieve grasping. This means that when
the UAV can be moved to the target area by manually con-
trolling the mechanical claw. Figure 4 shows the design of
the experiment and the printed product made of ABS (acry-
lonitrile butadiene styrene plastic). The control of the robot
arm is controlled by an MCU that generates PWM waves
with a common frequency that ranges between 0.5ms and
2.5ms. The time difference between adjacent pulses is 2ms.
The width of the pulse varies by changing its duty cycle to
achieve various angular rotations of the servo, and its oper-
ating voltage is usually 5V.

3. Trajectory Planning

UAV trajectory planning with constraints is generally used
as an optimal control problem for solving the generalized
polar values of differential algebraic equations under
inequality constraints. The direct solutions of these equa-
tions are normally challenging and inefficient, and their sta-
bility is difficult to analyze. To address these issues, this
chapter introduces the differential flatness theory based on
B-sample trajectory planning to transform the optimal con-
trol problem into nonlinear planning. If the solution is suc-
cessful, we can achieve convenient and real-time planning of
the UAV’s trajectory under kinetic constraints, e.g., position,
velocity, and acceleration.

3.1. Differential Flatness Applied to Trajectory Planning. The
definition of differential flatness for nonlinear systems relies
on the idea that if the spatial state quantities and control
input variables of a system can be expressed using finite
order differentials of the system output, then, the nonlinear
system with the above characteristics has differential flatness
properties.

If we define a nonlinear system _x = f ðx, uÞ, x ∈ Rn, u ∈ Rm

with input u of the system without feedback and define the
flat output as y = hðx, u, _u,⋯,uðrÞÞ, the trajectory function ð
xðtÞ, uðtÞÞ can be set to be an equation with respect to the
flat output y and its differential x = ϕðy, _y,⋯,yðqÞÞ, u = αðy, y
,⋯,yðqÞÞ. The trajectory planning problem contains a starting
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state and an arrival state, and the flat output of the system is
assumed to be a vector containing yi, so

yi =〠
j

Aijλj tð Þ, ð14Þ

where λ j, j = 1, 2,⋯,N is a basis function, and the problem
of defining the flat output element yi is equivalent to finding
its spatial prediction in the space composed of the basis
functions λi. Assuming that the state quantity at the starting
moment of the trajectory t0 is x0 and the state quantity at the
termination moment of t f is xf , then, the coefficients Aij

should satisfy the following conditions:

yi t0ð Þ =〠
j

Aijλi t0ð Þ yi t f
� �

=〠
j

Aijλi t f
� �

⋯ ⋯

yi
qð Þ t0ð Þ =〠

j

Aijλj
qð Þ t0ð Þ yi

q t0ð Þ =〠
j

Aijλj
qð Þ t0ð Þ

:

ð15Þ

Provided that generality is guaranteed and assuming the
dimension i = 1 of the planar output vector, y = ½y1� (these

(a) (b) (c)

Figure 4: UAV robot arm design. (a) Design drawings. (b) Installation schematic. (c) Physical picture.
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results can also be generalized to the multidimensional case),
the other variables are defined as follows:

y0
~ = y1 τ0ð Þ,⋯,y1 qð Þ τ0ð Þ

� 	
,

yf
~ = y1 τf

� �
,⋯,y1 qð Þ τf

� �� 	
,

y
~ = y0

~ , yf
~� 	

:

ð16Þ

Combining equations A and B yields

y =
Λ τ0ð Þ
Λ τið Þ

 !
A =ΛA, ð17Þ

where Λ is a full rank matrix, which means that the space
equation λj must be an absolute full rank. This shows that
the path planning problem for differential flat systems is fea-
sible according to the linear algebraic theory.

3.2. The Cubic B-Spline Curve. The aim of trajectory plan-
ning is to achieve gripping. The first step is to set the initial
position, gripping position, and final position. Second, a few
control points are set for the UAV’s obstacle avoidance
paths, velocity, and acceleration constraints. Finally, cubic
B spline smoothing was carried out on the track.

The cubic B-spline curve generates a path segment for
each of the four control points, and then it splices each seg-
ment path to obtain a smooth global planning path. A series
of smooth nodes can be obtained through the derivation of
the finite control points. As shown in Figure 5(b), the plane
coordinate system of the UAV’s flight is established for con-
venient analysis, and the initial position of the vehicle is
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assumed to be (0, 10), the gripping position (7, 0.5), and the
final position (14, 10). According to the data obtained, the
maximum descent speed of four-axis rotors is 4m/s, the
maximum rise speed is 10m/s, and the maximum accelera-
tion is 5m/s2. In addition, we set six control points to con-
strain the path selection, speed, and acceleration due to the
presence of obstacles and other influences during flight.
Equation (19) is the constraint condition of the UAV flight,
ðxi, yiÞ. It indicates the coordinates of the UAV at time i,
then sets the shortest path as its penalty function, di pointing
out the distance from the obstacle. L represents the length of
the UAV arm, and vi and _vi represent the speed and acceler-
ation of the vehicle.

min f ið Þ = 〠
t

i−T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xi−1ð Þ2 + yi − yi−1ð Þ2

q

s:t:di <
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi − xoð Þ2 + yi − yoð Þ2

q
+ L

vi < 4, _vi < 5
i = 0, 1,⋯, t:

8>>>>>>>>><
>>>>>>>>>:

ð18Þ

The coordinates are (2, 5.3), (4, 2), (6, 0.6), (8, 0.6), (10,
2), and (12, 5.3). Figure 5(a) illustrated the initial path of the
selected initial control node and its description.

Through the six control points designed above, it is pos-
sible to effectively limit the overall speed of the UAV’s move-
ment, but due to the large position difference between the
points, the vehicle will appear in various processes during
point-to-point flight. To enable the UAV to fly stably and
smoothly and to consider different deviations, we defined
the cubic B-spline basis function to refine the path between
the points and the vehicle according to the function. The

task is divided into more subtle phase control objectives,
and the basis function of the B-spline is defined as

Ni,o uð Þ =
0, ui ≤ u < ui+1,
1, otherwise,

(

Ni,p uð Þ = u − ui
ui+p − ui

Ni,p−1 uð Þ + ui+p+1 − u

ui+p+1
Ni+1,p−1 uð Þ,

8>>>><
>>>>:

ð19Þ

where p represents the degree of basis functions, ui is the
node, and Ni,pðuÞ represents i − th B-spline basis function of
degree p. The cubic B-spline function nodes between the
step length are set as 0.01, and then the location of the basis
functions can be obtained according to the function between
adjacent nodes. The specific way is derived as shown in
Figure 6, and the basis function location point is the change
over time in the process of UAV control at the desired
location.

All the desired nodes of UAV movement can be calcu-
lated according to the cubic B-spline basis function
described above. As shown in Figure 5(b), these are con-
nected to form the desired trajectory of the UAV, and each
of the subnode is a subtarget point of the vehicle during
the cycle. Figure 7 shows the velocity and acceleration of
the planned path and proves that the constraints of speed
and acceleration are properly met.

4. Sliding Mode PID Controller Design

The sliding mode PID control presented in this section is
obtained by combining the PID control and the sliding
mode control laws. The stability and robustness of the
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Figure 9: Simulation design of UAV with robotic arm.
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quadrotor control can be greatly improved by combining the
advantages of each control. The position control of the
quadrotor can be divided into horizontal position and alti-
tude control. Since the system uses four inputs to control
six degrees of freedom, it is an under-driven, strongly
coupled nonlinear system. We have established the mathe-
matical relationship between attitude angle and position
and height control quantities to achieve the purpose of tra-
jectory tracking by continuously adjusting attitude angle
and position height. Figure 8 illustrates the control flow dia-
gram of the sliding mode PID control system.

The horizontal position and the pull-down tilt angle
are controlled by PID, and the control laws of x, y, α are
designed by the relationship between the desired position

ðxd , ydÞ and the desired acceleration ð€xd , €ydÞ, the desired
tilt angle αd , and the angular acceleration €α of the robot
arm:

€x = kp1 xd − xð Þ + ki1

ð
xd − xð Þdt + kd1 _xd − _xð Þ,

€y = kp2 yd − yð Þ + ki2

ð
yd − yð Þdt + kd2 _yd − _yð Þ,

€α = kp3 αd − αð Þ + ki3

ð
αd − αð Þdt + kd3 _αd − _αð Þ:

ð20Þ
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Figure 10: SM-PID control and attitude profile under PID control. (a) Rolling angle. (b) Pitch angle. (c)Yaw angle. (d) Pull down tilt angle.
(e)Altitude change.
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The design of the sliding mode PID controller includes
the selection of the sliding mode surface and the design of
the control law. The sliding mode surface is generally
selected as s = 0. Then, the control goal of the sliding
mode PID is outlined to make the function of the sliding
mode surface finally stable near the sliding mode surface,
finally achieving stable control.

We have used the sliding mode PID algorithm to control
the height design, and zd , z indicate the desired and actual
height. So, we can define the error between them as

ez = zd − z: ð21Þ

The slip surface function is designed as

sz = _ez + d1 ∗ ez + c1∗
ð
ezdt: ð22Þ

To ensure that the system converges to the sliding mode
at high speed for large values of s, the exponential conver-
gence rate is chosen to derive U1:

_sz = −ε sgn szð Þ − ksz , ð23Þ

where s takes the value of 0.01, k takes the value of 3, and
sgn ðsÞ denotes the symbolic function. The Lyapunov
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Figure 11: Attitude curves under two types of control under sinusoidal motion. (a) Rolling angle. (b) Pitch angle. (c) Yaw angle. (d) Pull
down tilt angle. (e) Altitude change.
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function is used to determine the stability of the system, and
its positive definite function is designed:

Vz =
1
2 sz

2: ð24Þ

Then, its derivative along the track line is

_Vz = sz _sz = sz −ε sgn szð Þ − ksz½ � = −ε szk k − k szk k2 < 0: ð25Þ

Therefore, the kinetic model satisfies the stability crite-
rion of Lyapunov asymptotic stability and is an asymptoti-
cally stable system. This means that the error function will
slowly converge to 0 over time and can eventually arrive at
the sliding mode.

5. Experimental Verification

5.1. Theoretical Simulation. The aforementioned steps can
be used to obtain the position of the UAV at different
time periods. Then, these input points are used as control
inputs of the simulation, which is designed according to
the control flow in Figure 8. Simulink was used to carry
out simulation analysis of the system, and two control
modules (controller module U and power module Muav)
were built with s-function. The simulation structure dia-
gram is shown in Figure 9. The sequence of points
obtained in Section 3 is set as a continuous input that
changes with time, which means that the trajectory plan-
ning based on the segmentation control is achieved by giv-
ing different desired targets to the UAV in different time
periods.
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Figure 12: Attitude profiles for two controls under sinusoidal motion and perturbation. (a) Rolling angle. (b) Pitch angle. (c) Yaw angle. (d)
Pull down tilt angle. (e) Altitude change.
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As shown in Figure 9, simulation through Simulink can
get the data of each position and attitude angle of the quad-
rotor. The primary purpose of this research is to study and
analyze its stability, so the specific analysis of the attitude
angle and the altitude at the following figure is based on
the above input values and expected values using sliding
mode PID control and PID control. Both are used to obtain
the UAV’s attitude curve.

As shown in Figure 10, the simulation shows that in the
sliding mode PID control, the adjustment time of pitch and
roll angle is about 3.2 s, and the adjustment time of yaw

angle is 4 s, which can converge to the desired value after a
reduced adjustment time. The tilt angle of the pull-down
robot arm converges to the desired value at 2.5 s and remains
unchanged, while the height value converges to the desired
value at 5.5 s. At this stage, the adjustment time in the PID
control is 6 s, 6 s, 6.4 s, 7.2 s, and 5.5 s, respectively. We iden-
tified that the adjustment time in each direction tends to
increase a lot, while the overshoot of PID is much larger
than that of the sliding mode PID. The fluctuation ampli-
tude and flatness are larger, and the sliding mode PID is
smoother.
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Figure 11 shows a periodic sine wave with a desired tilt
angle changed to a frequency of 1.2π rad/s and an amplitude
of 1. The tracking effect of the two controls is compared
when the desired motion of the robotic arm is sinusoidal.
The results show that when the desired tilt angle of the robot
arm fluctuates sinusoidally, the adjustment time will grow

accordingly, and the sinusoidal motion of the robot arm will
affect the change of the pitch angle. Then, the pitch angle in
the sliding mode PID control will show smaller fluctuations
up and down, while the pitch angle in the PID control will
produce larger fluctuations. These fluctuations will always
exist and move up and down around the expected value in

Figure 15: UAV flight test.

Yaw
Pitch

Roll

Figure 16: UAV flight attitude angle.
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an approximate sinusoidal wave, making it difficult to reach
the desired state. This is mainly due to the oscillation of the
pulled-down object affecting the stability of the whole sys-
tem in the x-axis direction. Furthermore, the anti-
interference ability of PID is not as strong as that of the
sliding-mode PID control, so it also triggers inevitable fluc-
tuations in the pitch angle.

Figure 12 shows the attitude waveforms produced by
adding appropriate perturbations to both control systems
under the condition that the tilt angle expectation is a sine
wave. The response time of both controllers increases rela-
tively by a few seconds, but the waveform of the PID con-
troller shows strong vibrations after adding the
perturbation. We have also identified small periodic fluctua-
tions in each attitude after a long-time adjustment, but the

same phenomenon was not identified in the sliding mode
controller, which also confirms that the sliding mode PID
control is more resistant to disturbance than the PID con-
trol. Our observations point out that the sliding mode PID
control is more robust to external disturbance and parame-
ters, has strong antidisturbance characteristics against exter-
nal disturbances and parameter uptake, and has strong
robustness and self-adaptability.

The simulation model is built by Simulink according to
the above control flow and procedures, and the established
dynamic model and the control method are input into it.
Figure 13(a) shows the path of the UAV on Bx and Bz,
and Figure 13(b) shows the influence of different initial
heights on the trajectory tracking of the UAV. As shown,
as the UAV moves away from the preset initial position

Y

Z

X

Figure 17: Displacement of UAV.

Vx

Vz
Vy

Figure 18: Movement speed of the UAV.
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offset, it needs more real-time tracking. The longer the
adjustment time, the greater the deviation and the more time
it takes to reach the steady state. Figure 14 shows the perfor-
mance results of the respective attitude curves in Figure 13
(a) reaching steady state.

5.2. Flight Experiment. The x-axis and z-axis coordinates of
the path points obtained by Matlab simulation were
imported and then divided into two arrays as the target
expectation function of their respective changing with time.
The flying robot arm successfully functioned after continu-
ously giving the desired position of the drone through the
cycle. Grab the trajectory plan. Figure 15 is a snapshot of
several key points of the actual flight. It can be seen that
the path point settings are generally in line with the planned
Section 4.

Figures 16, 17, and 18 show the attitude angle, relative
offset position, and motion speed of the UAV when it is
grabbing the track. As shown in Figure 16, the change of
the attitude angle of the UAV is small, fluctuating within
the range ±1°, and the maximum deviation of the yaw angle
is about ±4°, which basically meets the stability requirements
of the vehicle. According to the above indicators, it can be
concluded that the sliding mode PID is effective in the stabil-
ity control of the drone. Furthermore, in the above flight
curve, the movement of the mechanical arm is also con-
trolled by the remote controller to increase the disturbance
during the movement through the actual flight. The attitude
curve also confirms that the drone can still achieve its stabil-
ity quickly through the sliding mode PID control with the
addition of disturbance.

As shown in Figure 17, in the x and y-axis direction can
be found in the UAV in the x-axis direction has been
decreasing, which is the direction of flight of the UAV in

the experiment is to fly from north to south, and in the
Earth’s coordinate system x-axis to north as positive, y-axis
to east as positive, so the UAV in the x-axis direction is
always decreasing. According to Figure 18, it can be found
that the velocity of vx and vy is within the range of ±1:5/s,
and the velocity of vy is within the range of 3:5m/s~6m/s,
which basically conforms to the relevant constraints set in
this paper.

Figure 19 is a comparative analysis between the flight
trajectory designed using trajectory planning and the actual
flight trajectory, it can be found that the flight path of the
UAV is flying up and down around the preset trajectory,
and the error is basically in line with the control require-
ments of the UAV from large to small.

6. Conclusion

This research introduced the differential flatness theory as a
means to solve the problems in aircraft trajectory planning
with nonintegrity constraints. Throughout this research,
the steps of trajectory generation based on differential flat-
ness are explained in detail considering the theory’s basic
concepts and properties. The flat output was determined
by the flat property of the dynamics and kinematics of the
aircraft, and B-spline was adopted to parameterize the flat
output and transform the optimal control problem into a
general nonlinear programming problem to reduce the diffi-
culty. In addition, the methodology used in this study opti-
mized the traditional PID control by using the sliding
mode control, which enhances the anti-interference and fast
response capability of the UAV. Finally, the mathematical
model of the UAV contained input into the control model
to achieve a good tracking simulation based on the above
trajectory. All of these procedures were used to verify the
trajectory planning of the B-spline based on the differential
flat.

This research proves that the differential flatness theory
can better solve the trajectory planning problem of nonin-
tegrity constraint systems. It is easier to find the most
suitable setting in the appropriate output space by represent-
ing the flat system’s input and state by the output and its
finite differential term. This methodology can also be used
to optimize solutions and then map them to the state space,
which greatly reduces the difficulty of solving the control
variables.

Symbols

symbol: Symbol description
m1: Quadrotor mass
m2: Robot arm mass
g: Local acceleration of gravity
L: Distance from centroid to motor
Ω: Rotor speed of revolution
CT : Rotor lift factor
CQ: Rotor torque factor
R: Rotor radius
ρ: Air density
Ix: The moment of inertia about axis Bx
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Iy: The moment of inertia about axis By
Iz : The moment of inertia about axis Bz.
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