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This paper proposes a fault-tolerant cooperative control (FTCC) scheme for multiple UAVs in a distributed communication
network against input saturation, full-state constraints, actuator faults, and unknown dynamics. Firstly, by considering physical
limitations, an auxiliary control signal is designed to simplify the analysis process. Secondly, to avoid the difficulty in the back-
stepping design caused by full-state constraints, virtual control signals are constructed to transform constrained variables, while
the dynamic surface control is adopted to avoid the phenomenon of “differential explosion.” Thirdly, a disturbance observer
(DO) is designed to estimate the unknown uncertainty caused by parameter uncertainty and actuator fault. Moreover, a
recurrent wavelet fuzzy neural network (RWFNN) is used to compensate for the estimation errors of DO. Finally, it is proved
that all states are uniformly ultimately bounded (UUB) by Lyapunov and invariant set theory. The effectiveness of the
proposed scheme is further demonstrated by the simulation results.

1. Introduction

In recent years, the development of unmanned aerial vehicle
(UAV) technology has led to wide applications. However,
single UAV provides limited capabilities, which may not be
applicable to some highly complex tasks. Inspired by multia-
gent technology, researchers begin to investigate the applica-
tion technology of multiple UAVs (multi-UAVs). Compared
with a single UAV, multi-UAVs have more benefits in terms
of forest fire monitoring, area detection, and disaster assis-
tance. Unlike a single UAV, the cooperative control of
multi-UAVs need the information from neighboring UAVs,
which significantly increasing the control design challenge.

As the basis of multi-UAVs control, the cooperative con-
trol design is an important task. In the past few years,
numerous research results of cooperative control have been
reported. In [1], a cooperative control strategy for motion
control of multiple unmanned vehicles was proposed, which
can keep the formation during the motion. In [2], a novel
distributed intermittent control framework for containment
control of multiagent system was proposed, which can

reduce the communication burden via a directed graph. In
[3], the obstacle avoidance problem of multi-UAVs in mul-
tiple obstacle environment was studied. In [4], a robust
adaptive control strategy for cooperative control of UAVs
under the decentralized communication network was pro-
posed against uncertainty. In [5], the authors investigated
the cooperative transport control problem using multirotor
UAVs. In [6], a system analysis method was proposed for
the tracking control problem of multi-UAVs. The distrib-
uted framework was used to describe the dynamic model
of UAV, and the information of nodes and networks were
considered in the distributed control design. [7] studied
the output feedback formation control of multi-UAVs with-
out velocity and angular velocity sensors, which were
obtained via the state observer. However, the above
researches only focused on the distributed control of the
first-order or second-order systems, and there exist few
research on the cooperative control of fixed-wing UAVs
with high-order nonlinear characteristics.

In addition, the number of components in the multi-
UAV system is more than that of a single UAV. Therefore,
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the probability of multi-UAVs suffering from the actuator,
sensor, or component faults is higher than that of a single
UAV. At present, many research results show that the inci-
dence of actuator fault in flight is the highest. Therefore,
many scholars mainly focus on actuator faults [8, 9]. The
probability of actuator fault occurred in the multi-UAVs will
also increase due to the fact that the number of actuators is
significantly increased. When an actuator fault of a UAV
in the communication network occurs and is not handled
in time, it will reduce the stability and threaten the safety
of all UAVs [10], making the investigation on fault-
tolerant cooperative control (FTCC) a necessary task. In
[11], based on the design of inner-outer-loop control and
back-stepping control, an FTCC strategy was designed for
multi-UAVs against permanent faults. In [12], Yu et al. fur-
ther studied the FTCC design method of multi-UAVs by
using a similar control framework of reference generator
technology. It should be emphasized that the results [11,
12] are about the FTCC scheme of multi-UAVs under the
master-slave framework, which cannot be directly applied
to the distributed cooperative control design. Considering
the diversity of research on cooperative control of multi-
UAVs in the communication network, the FTCC scheme
for multi-UAVs under distributed communication network
needs to be further investigated.

Moreover, the actual multi-UAV system often encounters
some problems such as input saturation, inaccurate aerody-
namic parameters, and external interference, which lead to
system instability or performance degradation [13–16].
Recently, many results have been reported to solve the prob-
lem of input saturation. In [17], a piecewise auxiliary system
was introduced to deal with the asymmetric input constraints
for a class of uncertain multi-input and multi-output nonlin-
ear systems. Then, the auxiliary system was further used to
deal with the force and moment constraints on ship [18]. In
[19], another auxiliary signal was constructed using the error
between the desired control input and the saturation control
input. In [20], to solve the disadvantages of conventional
methods based on the hyperbolic tangent function, an nth-
order auxiliary dynamic system was skillfully constructed to
avoid the effect of input saturation.

It should be emphasized that although numerous studies
have been reported on the above literature, few results have
studied the input saturation, inaccurate aerodynamic parame-
ters, and external interference encountered by multi-UAVs in
distributed communication networks at the same time. How-
ever, such factors are inevitable in the formation flight of
multi-UAVs. If these factors are not solved in time, it may lead
to the instability of the networked UAV system.

Furthermore, due to physical limitations, UAV states
should be constrained. However, control strategies devel-
oped recently for multi-UAVs in the distributed communi-
cation network rarely consider these constraints on the
states. Based on the above discussion, this paper proposes a
distributed FTCC scheme for multi-UAVs under the distrib-
uted communication network with input saturation, state
constraints, actuator faults, and unknown dynamics. In this
work, to avoid the difficulty in designing the control policy
due to the input saturation, an auxiliary control signal is

designed to transform the restricted input. To handle the
full-state constraint problem, virtual control signals are
defined to replace the constraints, which can simplify the
back-stepping design. For the unknown nonlinear dynamics
caused by actuator faults and other unknown uncertainties,
disturbance observer (DO) is designed for providing the esti-
mation, while a recurrent wavelet fuzzy neural network
(RWFNN) is adopted to further compensate the estimation
error. In the RWFNN, the online adaptive learning strategy
of parameters is designed based on the Lyapunov theory.
Compared with other existing works, the main contributions
of this paper are as follows:

(1) In [21–23], actuator faults, input saturation, output
constraints, and external disturbances were consid-
ered, while the state constraints were not taken into
account. To obtain satisfactory control performance
against such factors, the FTCC scheme is designed
in this paper by simultaneously considering the state
constraints, actuator faults, and external
disturbances.

(2) Compared with [24–27], which assessed uncertainty
dynamics by designing a DO without compensation
of the DO estimation error, this work further adopts
an RWFNN to offset the estimation error, in which
the parameters are updated by the proposed online
learning strategy.

The organization of this paper is arranged as follows. Sec-
tion 2 describes the preliminaries and problem statement. The
design process of the FTCC scheme and the stability analysis
are given in Section 3. Section 4 shows the simulation results
and analysis. Finally, the conclusion is drawn in Section 5.

2. Preliminaries and Problem Statement

2.1. System Dynamics. In this paper, the cooperative control
of N UAVs is investigated. The set of UAVs is denoted as
Ω = f1, 2,⋯,Ng, and the position dynamics of the ith
UAV is described as

_xi =Vi cos γi cos χi,

_yi =Vi cos γi sin χi,

_zi =Vi sin γi,

8>><>>: ð1Þ

where i ∈Ω, xi, yi, and zi are the positions. Vi, γi, and χi are
velocity, flight path angle, and heading angle, respectively.

The aerodynamic force equations are given by

_Vi =
1
mi

−Di + Ti cos αi cos βið Þ − g sin γi,

_χi =
1

miVi cos γi
Li sin μi + Yi cos μið Þ + Ti sin αi sin μi − cos αi sin βi cos μið Þð Þ,

_γi =
1

miVi
Li cos μi − Yi sin μið Þ − g cos γi

Vi
+

Ti

miVi
cos αi sin βi sin μi + sin αi cos μið Þ,

8>>>>>>>><>>>>>>>>:
ð2Þ

where i ∈Ω, mi and g are the mass of the ith UAV and
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gravitational coefficient, respectively; Ti, Di, Li, Yi are the
thrust, drag, lift, and lateral forces, respectively, and μi, αi,
and βi are the bank angle, angle of attack, and sideslip angle,
respectively.

The attitude kinematic model is expressed as

_αi = qi − tan βi pi cos αi + ri sin αið Þ,
_βi = pi sin αi − ri cos αi + _χi cos γi · cos μi − _γi sin μi,

_μi = pi cos αi +
ri sin αi
cos βi

+ _γi · cos μi tanh βi + _χi sin γi + cos γi sin μi tan βið Þ,

8>>>><>>>>:
ð3Þ

where i ∈Ω. pi, qi, and ri are the angular rates.
The angular rate model is given as

_pi = ci1ri + ci2pið Þqi + ci3L i + ci4N i,

_qi = ci5piri − ci6 p2i − r2i
À Á

+ ci7Mi,

_ri = ci8pi − ci2rið Þqi + ci4L i + ci9N i,

8>><>>: ð4Þ

where i ∈Ω. L i, Mi, and N i are roll, pitch, and yaw
moments, respectively.

The forces Ti, Di, Li, and Yi and the aerodynamic
moments L i, Mi, and N i are expressed as

Ti = Ti maxδTi
,Di =QisiCiD,

Li =QisiCiL, Yi =QisiCiY ,

L i =QisibiCiL ,Mi =QisiciCiM,

N i =QisibiCiN ,

8>>>>><>>>>>:
ð5Þ

where Qi = ρV2
i /2 is the dynamic pressure and si, bi, and ci

represent the wing area, wing span, and mean aerodynamic
chord, respectively. Ti max and δTi

are the maximum thrust
and instantaneous thrust throttle setting, respectively. CiL,
CiD, CiY , CiL , CiM, and CiN are given by

CiL = CiL0 + CiLααi,

CiD = CiD0 + CiDααi + CiDα2α
2
i ,

CiY = CiY0 + CiYββi,

8>><>>: ð6Þ

CiL = CiL0 + CiLββi + CiLδa
δia + CiLδr

δir +
CiLpbipi + CiLrbiri

2Vi
,

CiM = CiM0 + CiMααi + CiMδe
δie +

CiMqciqi
2Vi

,

CiN = CiN 0 + CiN ββi + CiN δia
δia + CiN δr

δir +
CiN pbipi
2Vi

+
CiN rbiri
2Vi

,

8>>>>>>>><>>>>>>>>:
ð7Þ

where δia, δie, and δir are aileron, elevator, and rudder
deflections, respectively. CiL0, CiLα, CiD0, CiDα, CiDα2 , CiY0,
CiYβ, CiL0, CiLβ, CiLδa

, CiLδr
, CiLp, CiLr , CiM0, CiMα,

CiMδe
, CiMq, CiN 0, CiN β, CiN δa

, CiN δr
, CiN p, and CiN r are

aerodynamic derivatives. The definition of the inertial terms
cijðj = 1, 2,⋯, 9Þ in (4) can be found in [28].

2.2. Control-Oriented Model. By defining Xi1 = ½μi, αi, βi�T ,
Xi2 = ½pi, qi, ri�T , and Ui = ½δ1a, δ1e, δ1r�T and substituting
(5), (6), and (7) into (1), (2), (3), and (4), then it follows that

_Xi1 = Fi1 +Gi1Xi2 ð8Þ

_Xi2 = Fi2 +Gi2Ui ð9Þ

where Fi1, Gi1, Fi2, and Gi2 are given by

Fi1 =

0 sin γi + cos γi sin μi tan βi cos μi tan βi

0 −
cos γi sin μi

cos βi
−
cos μi
cos βi

0 cos γi cos μi −sin μi

266664
377775

−Di + Ti cos αi cos βi

mi
− g sin γi

1
miVi cos γi

Li sin μi + Yi cos μi +½

Ti sin αi sin μi − cos αi sin βi cos μið Þ�

−
g cos γi

Vi
+

1
miVi

Li cos μi − Yi sin μi½

+Ti cos αi sin βi sin μi + sin αi cos μið Þ�

266666666666666664

377777777777777775
,

Gi1 =

cos αi
cos βi

0
sin αi
cos βi

−cos αi tan βi 1 −sin αi tan βi

sin αi 0 −cos αi

266664
377775,

Fi2 = Fi21, Fi22, Fi23½ �T

Fi21 = ci1qiri + ci2piqi + ci3�qisibi CiL0 + CiLβi

�
+
CiLpbipi
2Vi

+
CiLrbiri
2Vi

�
Fi22 = ci5piri − ci6 p2i − r2i

À Á
+ ci7�qisici CiM0ð

+CiMααi +
CiMqciqi
2Vi

�
Fi23 = ci8piqi − ci2qiri + ci4�qisibi CiL0 + CiLβ ·

À
βi +

CiLpbipi
2Vi

+
CiLrbiri
2Vi

�
+ ci9�qisibi ·

CiN 0 + CiN βi
+
CiN pbipi
2Vi

+
CiN rbiri
2Vi

� �

8>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>:

3International Journal of Aerospace Engineering



Gi2 =

a11 0 a13

0 a22 0

a31 0 a33

2664
3775,

a11 = ci3�qisibiCiLδa
+ ci4�qisibiCiN δa

,

a13 = ci3�qisibiCiLδr
+ ci4�qisibiCiN δr

,

a22 = ci7�qisiciCiMδe
,

a31 = ci4�qisibiCiLδa
+ ci9�qisibiCiN δa

,

a33 = ci4�qisibiCiLδr
+ ci9�qisibiCiN δr :

8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
ð10Þ

It can be seen that Fi2 and Gi2 have many aerodynamic
parameters. However, it is difficult to obtain accurate aero-
dynamic parameters of UAVs in practical engineering appli-
cations. To facilitate the design of the controller, Fi2 and Gi2
can be decomposed into known items Fi20, Gi20 and
unknown items ΔFi2, ΔGi2, respectively.

Then, the attitude model can be described as

_Xi1 = Fi1 +Gi1Xi2, ð11Þ

_Xi2 = Fi20 + ΔFi2 + Gi20 + ΔGi2ð ÞUi, ð12Þ
where ΔFi2, and ΔGi2 are unknown nonlinear functions
caused by the uncertain parameters, while Fi1, Gi1, Fi20, and
Gi20 are known functions.

Remark 1. Due to the physical constraints, the sideslip angle
βi ≠ ±π/2, and det ðGi1Þ = −sec βi, so Gi1 is invertible. In
addition, Gi2 is related to aerodynamic parameters so that
it is invertible in the flight envelope.

2.3. Actuator Fault and Input Saturation. In this paper, the
actuator fault is considered, which includes gain and bias
failures. Therefore, the fault model can be expressed as [29]

Ui = ρiUi0 +Uif , ð13Þ

where i ∈Ω, Ui0 = ½ui01, ui02, ui03�T represents the designed
control signal, and Ui = ½δia, δie, δir�T is the actual control
signal. ρi = diag fρi1, ρi2, ρi3g with 0 < ρi1, ρi2, ρi3 ≤ 1 repre-
sents the gain fault matrix, and Uif ∈ℝ3 represents bias fault
vector.

In the practical application, the output of the actuator is
limited. In order to avoid the incredible phenomenon caused
by actuator saturation, the designed control signal Ui0 needs
to satisfy the following constraint:

ui0τ min ≤ ui0τ ≤ ui0τ max, τ = 1, 2, 3f g, ð14Þ

where τ = f1, 2, 3g, ui0τ max is a positive constant and ui0τ min
is a negative constant, which is the maximum and minimum
allowable values for the actuator, respectively.

To solve input saturation problem, an auxiliary signal
vi = ½vi1, vi2, vi3�T is used to get control signal Ui0ðviÞ, and
Ui0ðviÞ = ½ui01ðvi1Þ, ui02ðvi2Þ, ui03ðvi3Þ�T, which is expressed
as

ui0τ viτð Þ =
ui0τ max tanh

viτ
ui0τ max

� �
, viτ ≥ 0,

ui0τ min tanh
viτ

ui0τ min

� �
, viτ < 0:

8>>><>>>: ð15Þ

By substituting (13) and (15) into (12), then the attitude
model can be expressed as

_Xi1 = Fi1 +Gi1Xi2, ð16Þ

_Xi2 = Fi20 +Gi20Ui0 við Þ +Di, ð17Þ

where Di = ΔFi2 +Gi20ððρi − I3ÞUi0 +Uif Þ + ΔGi2Ui is an
unknown nonlinear function. Due to Di being related to
auxiliary control signal vi, designing the observer of
unknown function Di for generating the control signal vi
will cause the problem of “algebraic ring,” which is solved
by introducing the following first-order filter:

_vi = −Λvi + ξ, ð18Þ

where Λ is a diagnonal matrix with positive eigenvalue and ξ
is an auxiliary control signal.

Remark 2. As shown in (13), the fault that occurs in the actu-
ator will diminish its ability to provide control input. For
example, the range of motion of the rudder surface can reach
−25 ~ 25 deg in the normal state, while it may deteriorate
into −20 ~ 20 deg after the fault occurs. It seems in the fault
conditions the actuator is more likely to occur saturation,
i.e., cannot reach to the expected control value. In this paper,
the upper and lower boundaries of the control input are
fixed to the values in the normal state of the actuator, and
a hyperbolic function is used to prevent actuator saturation
as shown in (15). Meanwhile, using virtual control signal vi
and ξ to generate the expected control signal Ui0 and using
RWFNN to evaluate uncertainty item Di which contains
the actuator bias section, even though the fault could occur,
the system can still keep stable.

2.4. State Constraints. The states Xi1 = ½μi, αi, βi�T and Xi2
= ½p, q, r�T generally have constraints in the practical appli-
cation. In this paper, such a problem has been concerned.
Due to the fact that states Xi1 and Xi2 have limits, inspired
by works [30, 31], a transformation is used to convert the
restricted states Xi1 and Xi2 to unrestricted states Zi1 and
Zi2:

Zi1τ = ln
Xi1τ − Xi1τ
�Xi1τ − Xi1τ

, ð19Þ
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Zi2τ = ln
Xi2τ − Xi2τ
�Xi2τ − Xi2τ

, ð20Þ

where τ = 1, 2, 3. Xi1τ, Xi2τ, Zi1τ and Zi2τ represent the τth
element of Xi1, Xi2, Zi1, and Zi2, respectively. �Xi1τ and �Xi2τ
represent maximum allowable range of the τth element of
Xi1 and Xi2, respectively, while the Xi1τ and Xi2τ represent
minimum allowable range of the τth element of Xi1 and
Xi2, respectively.

Remark 3. Since (19) and (20) are bijective, Xi1 and Xi2 will
always stay in their own limits if Zi1 and Zi2 are bounded on
∀t ≥ 0.

2.5. Basic Graph Theory. In this paper, an undirected graph
G = fV ,C ,Ag is used to describe the formation flight of
N UAVs. The set of UAVs is described by V = fv1, v2,⋯,
vNg, C ⊆V ×V represents the communication links
between UAVs, and A ∈ RN×N is the adjacency matrix. If
the link between the ith UAV and jth UAV exists, aij = aji
= 1, which are the elements of A . A path from the ith
UAV to the kth UAV can be a sequence vi ⟶ vj ⟶ vk,
where ðvi, vjÞ, ðvj, vkÞ ∈C . If there exists a path between
any two UAVs, then G is a connected graph. A set is defined
as Ni = fj : ðvi, vjÞ ∈C , i ≠ jg, and the degree matrix is

defined as D = diag fdig ∈ℝN×N , where di =∑j∈Ni
aij. The

Laplacian matrix L ∈ℝN×N is denoted as

L =D −A : ð21Þ

Assumption 4. The undirected graph G containing N UAVs
is connected.

Lemma 5. Under Assumption 4, L and L + diag ðΩÞ are
symmetric and positive definite [32].

2.6. Control Objective. In this paper, the control objective is
to design an FTCC scheme for N UAVs, such that the atti-
tude tracking error of each UAVs can be finally uniformly
bounded, while the attitude Xi1 and Xi2 of all UAVs are
always in limits, even when a portion of UAVs is subjected
to actuator saturation and actuator faults.

3. Fault-Tolerant Cooperative Controller
Design and Stability Analysis

In this section, the process of designing the FTCC scheme
for N UAVs will be described. A main method adopted in
the design is transforming the individual tracking error of
each UAV to the synchronization tracking error.

3.1. Fault-Tolerant Cooperative Controller Design. Define the
independent tracking error of ith UAV as ~Zi1 = Zi1 − Zi1d ,
then the cooperative tracking error of ith UAV is defined as

Ei1 = λ1~Zi1 + λ2 〠
j∈Ni

aij ~Zi1 − ~Z j1

� �
, ð22Þ

where Ei1 = ½Ei11, Ei12, Ei13�T , λ1 and λ2 are positive parame-
ters, which are used to regulate the cooperative tracking
performance.

Using the Kronecker product “ ⊗ ”, and define E1 =

½ET
11, ET

21,⋯, ET
N1�T , ~Z1 = ½~ZT

11, ~Z
T
21,⋯, ~ZT

N1�
T
, then the coop-

erative tracking error of all UAVs can be expressed as

E1 = λ1IN + λ2Lð Þ ⊗ I3½ �~Z1: ð23Þ

By recalling Lemma 5, it yields k~Z1k = k½ðλ1 + λ2LÞ−1
⊗ I3�E1k ≤ 1/ðσminðλ1 + λ2LÞÞkE1k, where σminð·Þ repre-
sents the minimum singular value of matrix “·.” Therefore,
~Z1 ⟶ 0 if E1 ⟶ 0.

Using (22), the synchronization error of each UAV Ei1
can be expressed as

Ei1 = λ1 + λ2 〠
j≠i

j∈Ni

aij

 !
~Zi1 − λ2 〠

j≠i

j∈Ni

aij~Zj1: ð24Þ

Differentiating (24) yields

_Ei1 = Ai gi1 Xi1ð Þ _Xi1 − gi1 Xi1dð Þ _Xi1d
À Á

− λ2 〠
j≠i

j∈Ni

aij
_~Zj1

= Ai gi1 Xi1ð Þ _Xi1 − gi1 Xi1dð Þ _Xi1d
À Á

− λ2 〠
j≠i

j∈Ni

aij gi1 X j1
À Á

_X j1 − gi1 X j1d
À Á

_X j1d
À Á

,

ð25Þ

where Ai = λ1 + λ2∑
j≠i
j∈Ni

aij, gi1ðxÞ is ℝ3 ⟶ℝ3×3, x =
½x1, x2, x3�T, which is expressed as

gi1 xð Þ = diag gi1τ xτð Þf g, τ = 1, 2, 3f g,

gi1τ xτð Þ =
�Xi1τ − Xi1τ

xτ − Xi1τð Þ �Xi1τ − xτ
À Á :

8><>: ð26Þ

Substituting (11) into (25) yields

_Ei1 = Aigi1 Xi1ð Þ Fi1 +Gi1Xi2ð Þ − Aigi1 Xi1dð Þ _Xi1d − λ2 〠
j≠i

j∈Ni

aij
_~Zj1:

ð27Þ

Based on the back-stepping control architecture, (27)
can be expressed as

_Ei1 = Aigi1 Xi1ð ÞFi1 − Aigi1 Xi1dð Þ _Xi1d − λ2 〠
j≠i

j∈Ni

aij
_~Zj1

+ Aigi1 Xi1ð ÞGi1 · Xi2 − Zi2 + Ei2 + Zi2dð Þ,
ð28Þ

where Ei2 = Zi2 − Zi2d and Zi2d is a virtual control signal.
By using a low-pass filter, one has

_Zi2d = −k∈1 Zi2d − �Zi2d
À Á

, ð29Þ
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where kϵ1 is a positive constant and �Zi2d is an auxiliary
signal, designed as

�Zi2d = Aigi1 Xi1ð ÞGi1ð Þ−1 λ2 〠
j≠i

j∈Ni

aij
_~Zj1 −Aigi1 Xi1ð Þ Fi1 +Gi1 Xi2 − Zi2ð Þð Þ +Aigi1 Xi1dð Þ _Xi1d −Ki1Ei1

 !
,

ð30Þ

where Ki1 is a positive diagonal matrix.
Defining the filtering error as ϵi1 = Zi2d − �Zi2d , one can

obtain

_ϵi1 = −k∈i1ϵi1 −
_�Zi2d: ð31Þ

By substituting (30) into (28), one can obtain

ET
i1
_Ei1 ≤ −ET

i1Ki1Ei1 + ET
i1Aigi1 Xi1ð ÞGi1 · Ei2

+
1

2hi1
ET
i1Aigi1 Xi1ð ÞGi1

 2 + hi1
2

ϵi1k k2,
ð32Þ

where hi1 is a positive constant and k·k represents 2-norm of
vector.

To estimate the unknown function Di of each UAV, the
following DO is designed for the ith UAV:

D̂i = k2 Xi2 − X̂i2
À Á

+ k1k2

ð
Xi2 − X̂i2
À Á

dt, ð33Þ

_̂Xi2 = Fi20 +Gi20Ui0 við Þ + D̂i + k1 Xi2 − X̂i2
À Á

, ð34Þ

where k1 and k2 are positive parameters, D̂i is the estimate
of Di.

Define eXi2
=Xi2 − X̂i2 and ~Di =Di − D̂i, one can obtain

_eXi2
+ k1eXi2

= ~Di: ð35Þ

Taking the derivative of (35) and using (33) give

_~Di + k2 ~Di = _D: ð36Þ

From (36), it can be known that the estimation error ~Di

will not converge to zero since _D ≠ 0. In order to estimate
the unknown function Di more accurate, a five-layer
RWFNN is used to estimate the error ~Di of the DO with
defining Δi = ~Di.

The RWFNN structure is illustrated in Figure 1, includ-
ing five layers (input layer, membership layer, rule layer,
composite layer, and output layer) [33]. The components
of the RWFNN are introduced as follows:

Layer 1–Input Layer: Input layer is the first layer, where
ri = ½ri1, ri2,⋯, riv1 �

T is the input features of RWFNN. The
output of layer 1 is expressed as

y 1ð Þ
ij = rij, ð37Þ

where j ∈ f1, 2,⋯, v1g, v1 is the dimension of input features,

and yð1Þij represents the output of jth neuron of Layer 1.
Layer 2–Membership Layer: Layer 2 has v1 rows and v2

columns, and its output can be described as

y 2ð Þ
ijk = e− y 1ð Þ

i j −ci jk
À Á2

/σ2i jk , ð38Þ

where j ∈ f1, 2,⋯, v1g, k ∈ f1, 2,⋯, v2g. v2 is a positive con-
stant, depending on the number of neurons. yð2Þijk denotes the
neuron of layer 2 in row j, column k.

Layer 3–Rule Layer: Layer 3 has v2 neurons, and the out-
put of layer 3 is described as

y 3ð Þ
ik =

Yv1
j=1

y 2ð Þ
ijk , ð39Þ

where k ∈ f1, 2,⋯, v2g, and yð3Þik denotes the kth neuron of
Layer 3.

Layer 4–Composite Layer: Layer 4 also has v2 neurons,
and the input of Layer 4 consists the output of the wavelet
layer, recurrent layer, and Layer 2, where the output of wave-
let layer is described as

ψik = 〠
v1

j=1
wF

ijkϕijk rij
À Á

,

ϕijk rij
À Á

=
1ffiffiffiffiffiffiffi
bijk

q 1 −
rij − aijk
À Á2

b2ijk

" #
e− ri j−aijkð Þ2/2b2i jk ,

ð40Þ

where j ∈ f1, 2,⋯, v1g, k ∈ f1, 2,⋯, v2g, ϕijk is the output of
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Figure 1: The structure of the RWFNN for each UAV.
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the jth neuron of Layer 1 to kth neuron of wavelet layer. ψik
represents the output of kth neuron of wavelet. wF

ijk, aijk, and
bijk represent the connecting weight, translation, and dila-
tion variables, respectively.

The output of Layer 4 is expressed as

y 4ð Þ
ik = y 3ð Þ

ik ψikw
r
iky

4ð Þ
ik t − 1ð Þ, ð41Þ

where yð4Þik is the output of kth neuron of Layer 4. wr
ik and

yð4Þik ðt − 1Þ represent the recurrent weight and the output at
the previous time step of the kth neuron, respectively.

Layer 5–Output Layer: Layer 5 has v3 neurons, which
determines the dimension of the final output. Each neuron’s
output of this layer is given by

y 5ð Þ
il = 〠

v2

k=1
w 5ð Þ

ikl y
4ð Þ
ik , ð42Þ

where l ∈ f1, 2,⋯, v3g, wð5Þ
ikl is the connecting weight, and

yð5Þil denotes the lth neuron of Layer 5.

Using (42), one can express yð5Þi in the following vector
form:

y 5ð Þ
i =ω

5ð Þ
i y 4ð Þ

i ωr
i ,ω

F
i , ci, σi

À Á
, ð43Þ

yð4Þi1 ,⋯, dyð4Þik ,⋯, dð4Þiv2

T� ∈ℝv2×1. ωð5Þ
i ∈ℝv3×v2 , ωr

i ∈ℝ
v2×1, ωF

i

∈ℝv1v2×1, ci ∈ℝv1v2×1, and σi ∈ℝv1v2×1, which are expressed
as

ω
5ð Þ
i = ω5

i1,ω
5ð Þ
i2 ,⋯,ω 5ð Þ

il ,⋯,ω 5ð Þ
iv3

h iT
,

ω
5ð Þ
il = ω

5ð Þ
i1l , ω

5ð Þ
i2l ,⋯,ω 5ð Þ

ikl ,⋯,ω 5ð Þ
iv2l

h iT
,

ωr
i = ωr

i1, ω
r
i2,⋯,ωr

ik,⋯,ωr
iv2

h iT
,

ωF
i = ωF

i1,ω
F
i2,⋯,ωF

ik,⋯,ωF
iv2

h iT
,

ωF
ik = ωF

i1k, ω
F
i2k,⋯,ωF

ijk,⋯,ωF
iv1k

h i
,

ci = ci1, ci2,⋯,cik,⋯,civ2
Â ÃT ,

cik = ci1k, ci2k,⋯,cijk,⋯,civ1k
Â Ã

,

σi = σi1, σi2,⋯,σik,⋯,σiv2

Â ÃT ,
σik = σi1k, σi2k,⋯,σijk,⋯,σiv1k

Â Ã
:

ð44Þ

In this paper, v3 is set as 3 due to the fact that the esti-
mated variable Δi is three-dimensional. Therefore, there

exist optimal values ωð5Þ∗
i , ωr∗

i , ωF∗
i , c∗i , and σ∗

i , such that

Δi = y 5ð Þ∗
i + εi1 =ω

5ð Þ∗
i y 4ð Þ∗

i ωr∗
i ,ωF∗

i , c∗i , σ∗i
À Á

+ εi1, ð45Þ

where εi1 is the approximation error.
To design the adaptive law of weights for estimating the

unknown item, it is needed to obtain the gradient of yð5Þi of
its variables firstly.

Differentiating both sides of yð5Þi , one can obtain

dy 5ð Þ
i = dω 5ð Þ

i · y 4ð Þ
i +ω

5ð Þ
i dy 4ð Þ

i , ð46Þ

To yield dyð4Þi , by the same way, differentiating both

sides of yð4Þik , then

dy 4ð Þ
ik = dy 3ð Þ

ik cik, σikð Þ + dψik ωF
ik

À Á
+ d ωr

iky
4ð Þ
ik t − 1ð Þ

� �
: ð47Þ

For term dyð3Þik , one can obtain it by combining (37), (38),
and (39), that is

dy 3ð Þ
ik = 〠

v1

j=1
dcijk ·

2 y 1ð Þ
ij − cijk

� �
σ2
ijk

Yv1
j=1

y 2ð Þ
ijk

0@ 1A
+ 〠

v1

j=1
dσijk ·

2 y 1ð Þ
ij − cijk

� �2
σ3ijk

Yv1
j=1

y 2ð Þ
ijk

0B@
1CA

= 2 y 1ð ÞT
i − cik

� �
⋄ σikð Þ2 ·

Yv1
j=1

y 2ð Þ
ijk :dcTik

+ 2 y 1ð ÞT
i − cik

� �2
⋄ σikð Þ3:

Yv1
j=1

y 2ð Þ
ijk · dσTik,

ð48Þ

where “⋄” represents dot division between matrices, and
“ð∗Þn” represent the aligned “∗” itself does n times dot prod-
uct. And the cik and σik have been defined in (44).

For the term dψik and dðωr
iky

ð4Þ
ik ðt − 1ÞÞ, there exists

dψ ik = d 〠
v1

j=1
ωF
ijkϕijk rij

À Á !

= 〠
v1

j=1
ϕijk rij
À Á

· dωF
ijk

� �
= ϕik · dω

FT
ik ,

ð49aÞ

d ωr
iky

4ð Þ
ik t − 1ð Þ

� �
= y 4ð Þ

ik

���
t−1

· dωr
ik: ð49bÞ

Then, by combining (50), (48), and (49), dyð4Þik can be
expressed as

dy 4ð Þ
ik = ΓcikdcTik + ΓσikdσT

ik + ΓF
ikdω

FT
ik + Γr

ikdω
r
ik, ð50Þ
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where

Γcik = 2 y 1ð ÞT
i − cik

� �
⋄ σikð Þ2 ·

Yv1
j=1

y 2ð Þ
ijk ,

Γσik = 2 y 1ð ÞT
i − cik

� �2
⋄ σikð Þ3 ·

Yv1
j=1

y 2ð Þ
ijk ,

ΓF
ik = ϕik,

Γr
ik = y 4ð Þ

ik

���
t−1

:

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
ð51Þ

Using (50) and (51), one can further write dyð4Þi as

dy 4ð Þ
i = Γci dci + Γσi dσi + ΓF

i dω
F
i + Γri dωr

i , ð52Þ

where

Γci =

Γci1 0 ⋯ ⋯ ⋯ 0
0 Γci2 ⋯ ⋯ ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮

0 ⋯ ⋯ Γcik ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 ⋯ ⋯ ⋯ ⋯ Γciv2

2666666666664

3777777777775
,

Γσi =

Γσi1 0 ⋯ ⋯ ⋯ 0
0 Γσi2 ⋯ ⋯ ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮

0 ⋯ ⋯ Γσik ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 ⋯ ⋯ ⋯ ⋯ Γσiv2

2666666666664

3777777777775
,

ΓF
i =

ΓF
i1 0 ⋯ ⋯ ⋯ 0
0 ΓF

i2 ⋯ ⋯ ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮

0 ⋯ ⋯ ΓF
ik ⋯ 0

⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 ⋯ ⋯ ⋯ ⋯ ΓF
iv2

2666666666664

3777777777775
,

Γri =

Γr
i1 0 ⋯ ⋯ ⋯ 0

0 Γr
i2 ⋯ ⋯ ⋯ 0

⋮ ⋮ ⋱ ⋮ ⋮ ⋮

0 ⋯ ⋯ Γr
ik ⋯ 0

⋮ ⋮ ⋮ ⋮ ⋱ ⋮

0 ⋯ ⋯ ⋯ ⋯ Γr
iv2

2666666666664

3777777777775
:

ð53Þ

Moreover, using the property of Kronecker product, the

term dωð5Þ
i · yð4Þi in (58) can be transformed to the following

column vector form:

dω 5ð Þ
i · y 4ð Þ

i = In ⊗ y 4ð Þ
i

� �
· d vec ω

5ð ÞT
i

� �� �
, ð54Þ

where “ ⊗ ” represents Kronecker product, and “vecð∗Þ” rep-
resents the operation that converts the aligned “∗” to a col-
umn vector, that means

vec ω
5ð ÞT
i

� �
= ω

5ð ÞT
i1 ,⋯,ω 5ð ÞT

il ,⋯,ω 5ð ÞT
iv3

h iT
: ð55Þ

To simplify the representation, using ω!ð5Þ
i to represent

vecðωð5ÞT
i Þ. Employing (58), (52), and (54) yeilds the follow-

ing total differential equation:

dy 5ð Þ
i = Γ5i dω

! 5ð Þ
i +ω

5ð Þ
i Γci dci +ω

5ð Þ
i Γσi dσi

+ ω
5ð Þ
i ΓF

i dω
F
i +ω

5ð Þ
i Γri dωr

i ,
ð56Þ

where

Γ5i = In ⊗ y 4ð Þ
i : ð57Þ

On the other hand, the total derivative of dyð5Þi can be
expressed as the following total differential form:

dy 5ð Þ
i =

∂y 5ð Þ
i

∂ω!
5ð Þ
i

 !T

dω
! 5ð Þ

i +
∂y 5ð Þ

i

∂ci

 !T

dci +
∂y 5ð Þ

i

∂σi

 !T

dσi

+
∂y 5ð Þ

i

∂ωF
i

 !T

dωF
i +

∂y 5ð Þ
i

∂ωr
i

 !T

dωr
i :

ð58Þ

Hence, one can derive that

∂y 5ð Þ
i

∂ω!
5ð Þ
i

 !T

= Γ5i ,
∂y 5ð Þ

i

∂ci

 !T

=ω
5ð Þ
i Γci

∂y 5ð Þ
i

∂σi

 !T

=ω
5ð Þ
i Γσi ,

∂y 5ð Þ
i

∂ωF
i

 !T

= ω
5ð Þ
i ΓF

i ,

∂y 5ð Þ
i

∂ωr
i

 !T

=ω
5ð Þ
i Γri :

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
ð59Þ

Taking into account (58) and (59) and using the Taylor

expansion, yð5Þi can be expressed as

y 5ð Þ
i = y 5ð Þ∗

i + Γ5i ω
! 5ð Þ

i − ω
! 5ð Þ∗
i

� �
+ω

5ð Þ
i Γci cið −c∗i Þ +ω

5ð Þ
i Γσi σi − σ∗

ið Þ
+ω

5ð Þ
i ΓF

i ωF
i

À
−ωF∗

i

Á
+ ω

5ð Þ
i Γri ωr

i −ωr∗
ið Þ + εi2:

ð60Þ

8 International Journal of Aerospace Engineering



Using bΔ i to estimate the unknown item Δi, and it is
expressed as

bΔ i = y 5ð Þ
i + diag sign ET

i2gi2 Xi2ð ÞÀ ÁÀ Á
Ĥi ≜ y 5ð Þ

i + ΓHi Ĥi, ð61Þ

where ΓHi = diag ðsign ðET
i2gi2ðXi2ÞÞÞ and Ĥi is an estimated

value and will be introduced later.

Defining ~Δi = bΔ i − Δi,
eω!ð5Þ
i = ω!ð5Þ

i − ω!ð5Þ∗
i , ~ci = ci − c∗i , ~σi

= σi − σ∗i , ~ωF
i = ωF

i − ωF∗
i , and ~ωr

i = ωr
i − ωr∗

i and combining
(45), (60), and (61), it yeilds

~Δi = Γ5i
eω! 5ð Þ
i + ω 5ð Þ

i Γci~ci + ω 5ð Þ
i Γσi ~σi + ω 5ð Þ

i ΓF
i ~ωF

i

+ ω 5ð Þ
i Γri ~ωr

i + εi2 − εi1 + ΓHi Ĥi:

ð62Þ

Taking the derivative of Ei2 and using (17) and (20), one
can obtain

_Ei2 = _Zi2 − _Zi2d = gi2 Xi2ð Þ Fi20 +Gi20Ui0 við Þ +Dið Þ − _Zi2d ,
ð63Þ

where gi2ðxÞ and x = ½x1, x2, x3�T are

gi2 xð Þ = diag gi2τ xτð Þf g, τ = 1, 2, 3f g,

gi2τ xτð Þ =
�Xi2τ − Xi2τ

xτ − Xi2τð Þ �Xi2τ − xτ
À Á :

8><>: ð64Þ

By using the back-stepping method and defining vid as a
virtual control signal, then _Ei2 can be expressed as

_Ei2 = gi2 Xi2ð Þ Fi20 +Gi20vid +Gi20 Ui0 − við Þð
+Gi20Ei3 +DiÞ − _Zi2d ,

ð65Þ

where Ei3 = vi − vid . In order to reduce computational bur-
den of taking time derivative for virtual control signal vid ,
a filter is used to obtain vid , which is given by

_vid = −kϵ2 vid − �vidð Þ, ð66Þ

where kϵ2 is a positive constant, and �vid is an auxiliary signal,
designed as

�vid = gi2 Xi2ð ÞGi20ð Þ−1 −gi2 Xi2ð Þ Fi20 +Gi20 Ui0 við Þ − við Þ + D̂i + bΔ i + Ĥi

� �h
+ _Zi2d −Ki2Ei2 − Aigi1 Xi1ð Þ ·Gi1Ei1

i
,

ð67Þ

where Ki2 is a positive diagonal matrix.
Define the filter error as ϵi2 = vid − �vid , then one can

obtain from (66) that

_ϵ i2 = −kϵ i2ϵ i2 − _�vid: ð68Þ

Substituting (65) with (67) and (62), with considering j

εi1 − εi2j ≤Hi in which j∗j represents the absolute value of
the matrix “∗”, while defining Ĥi as the estimation of Hi

and ~Hi =H − Ĥi as the estimation error, one can obtain

ET
i2
_Ei2 ≤ −ET

i2K i2Ei2 − ET
i2Aigi1 Xi1ð ÞGi1Ei1 + ET

i2gi2 Xi2ð Þ

Á Gi20Ei3 +Gi20ϵ i2 − Γ 5
i ·
e
ω
! 5ð Þ

i −ω
5ð Þ
i Γci~ci −ω

5ð Þ
i Γσi ~σi −ω

5ð Þ
i ΓF

i ~ω
F
i −ω

5ð Þ
i Γri ~ωr

i

� �
+ ET

i2gi2 Xi2ð Þ�� �� ~H i:

ð69Þ

Taking the time derivative of Ei3 and using (18), one can
obtain

_Ei3 = −Λvi + ξ − _vid: ð70Þ

Design the auxiliary control signal ξ as

ξ =

Λvi + _vid − K i3Ei3 − gi2 Xi2ð ÞGi20Ei2 −
1

Ei3k k2
hi1
2

ϵ i1k k2 + hi2
2

ϵ i2k k2
� �

Ei3,

Ei3k k2 > μib
À Á

,

Λvi + _vid − K i3Ei3 − gi2 Xi2ð ÞGi20Ei2 −
1
μib

hi1
2

ϵ i1k k2 + hi2
2

ϵ i2k k2
� �

Ei3,

Ei3k k2 ≤ μib
À Á

,

8>>>>>>>>>><>>>>>>>>>>:
ð71Þ

where Ki3 is a positive diagonal matrix, and hi1 and hi2 are
positive constants.

By combining (70) and (71), one has

ET
i3
_Ei3≤−ET

i3Ki3Ei3 − ET
i3gi2 Xi2ð ÞGi20Ei2: ð72Þ

Finally, the adaptive laws of RWFNN for the ith UAV
are developed as

_
ω
! 5ð Þ
i = η−1i1 −γi1ω

! 5ð Þ
i + ET

i2gi2 Xi2ð ÞΓ5i
À ÁTh i

,

_ci = η−1i2 −γi2ci + ET
i2gi2 Xi2ð Þω 5ð Þ

i Γci
� �T� �

,

_σi = η−1i3 −γi3σi + ET
i2gi2 Xi2ð Þω 5ð Þ

i Γσi
� �T� �

,

_ωF
i = η−1i4 −γi4ω

F
i + ET

i2gi2 Xi2ð Þω 5ð Þ
i ΓF

i

� �T� �
,

_ωr
i = η−1i5 −γi5ω

r
i + ET

i2gi2 Xi2ð Þω 5ð Þ
i Γri

� �T� �
,

_̂H i = η−1i6 −γi6Ĥ i + ET
i2gi2 Xi2ð Þ�� ��Th i

,

8>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>:

ð73Þ

where γi1 ~ γi5 are discontinuous switching constants to pre-
vent the weights to infinity and γi6 is a positive constant,
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where the switching constants are designed as

γi1 =
0 if ω

! 5ð Þ
i

 2 ≤ �ω 5ð Þ,

�γi1 if ω
! 5ð Þ
i

 2 > �ω 5ð Þ,

8>><>>: ð74aÞ

γi2 =
0 if cik k2 ≤�c,
�γi2 if cik k2 >�c,

(
ð74bÞ

γi3 =
0 if σik k2 ≤ �σ,

�γi3 if σik k2 > �σ,

(
ð74cÞ

γi4 =
0 if ωF

i

 2 ≤ �ωF
i ,

�γi4 if ωF
i

 2 > �ωF
i ,

8<: ð74dÞ

γi5 =
0 if ωr

ik k2 ≤ �ωr
i ,

�γi5 if ωr
ik k2 > �ωr

i ,

(
ð74eÞ

where �ωð5Þ, �c, �σ, �ωF
i , and �ωr

i are positive constants, which

represent the boundness of weight ω
!ð5Þ

i , ci, σi,ωF
i ,ωr

i ,
respectively.

To this end, the proposed FTCC scheme is shown in
Figure 2 to better illustrate the design principle and func-
tional components in the control system.

Remark 6. Many papers choose multiplication on input and
recurrence data as an operation on the neuron of the com-
posite layer in RWFNN. However, it is sometimes problem-
atic. For example, when inputs from layer 3 are minuscule,
the outputs of the composite neuron will also become
exceedingly small under multiplication. Under the limitation
of computational precision, the outputs are equal to zero.
Since the outputs will loop to the next multiplication, the
outputs will always be zero, which causes neuron inactiva-
tion. Therefore, this paper uses the addition operation as

an alternative, and the back-propagation gradient is deduced
in detail using vectorized expressions, i.e., (46)–(59).

3.2. Stability Analysis

Theorem 7. Consider the N UAVs (1)–(4) under the distrib-
uted communication network against the actuator faults (13),
states constraints, and input saturation (15), if the control
laws are chosen as (30), (67), and (71), the disturbance
observers are developed as (33), and (34), and the adaptive
laws are constructed as (73), (74a); then, all the states in the
system are ultimately uniformly bounded and strictly con-
fined within the limits.

Proof. Choose a Lyapunov function as

V =
1
2
〠
N

i=1
ET
i1E

T
i1 + ET

i2E
T
i2 + ET

i3E
T
i3 + ηi1 ·

e
ω
! 5ð ÞT
i
e
ω
! 5ð Þ
i

�
+ ηi2~cTi ~ci + ηi3~σ

T
i σi + ηi4 · ~ω

FT
i ~ωF

i + ηi5~ω
rT
i ~ωr

i

+ ηi6 ~H
T
i
~H i + ϵTi1 · ϵ i1 + ϵTi2ϵ i2

i
:

ð75Þ

By taking the time derivative of V , combining (32), (69),
(72), (31), and (68) and using Young inequality, one has

_V ≤ 〠
N

i=1
−ET

i1Ki1Ei1 − ET
i2Ki2Ei2 − ET

i3Ki3 · Ei3
À Á

+ 〠
N

i=1

1
2hi1

ET
i1Aigi1 Xi1ð ÞGi1

 2 + hi1
2

ϵ i1k k2
�

+
1

2hi2
ET
i1gi2 Xi2ð ÞGi20

 2 + hi2
2

ϵ i2k k2

− γi1
e
ω
! 5ð ÞT

i ω
!
i − γi2~cTi ci − γi3 · ~σ

T
i σi − γi4~ω

FT
i ωF

i

− γi5~ω
rT
i ωr

i − γi6 ~H
T
i Ĥi − kϵi1 −

1
2

� �
ϵ i1k k2

− kϵ i2 −
1
2

� �
ϵ i2k k2 + 1

2
_�Zi2d

 2 + 1
2

_�vi2
 2�:

ð76Þ

Constraints
transformation

(18, 19) 

Cooperative tracking
error of ith UAV

(21) 

Communication network

Auxiliary
controller (17) 

Limited
expected

controller (14)

Actual control input
with limits (13)
and faults (12)

The dynamics of ith
UAV(10, 11) 

RWFNNAdaptive laws
(70, 71) 

Obtain auxiliary
control signal

(28, 29, 63, 64, 68 )+
-

Nonlinear disturbance
observer (32, 33)

+
-

Xi1d
Zi1d

Zi1

Ei1

Ui Ui0

Vi
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~
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Figure 2: The proposed control scheme for the ith UAV.
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Under the condition of (74a), the term γi1
e
ω
!ð5ÞT

i ω
!
i has the

following property:

−γi1
e
ω
! 5ð ÞT
i ω

! 5ð Þ
i ≤ �γi1 �ω 5ð Þ + 2 ω

! 5ð Þ∗ 2 − 1
2
e
ω
! 5ð Þ
i

 2
 !

: ð77Þ

The reason is as follows:

When �ωð5Þ ≥ kω!ð5Þ
i k

2
, γi1 = 0, then

−γi1
e
ω
! 5ð ÞT
i ω

! 5ð Þ
i = 0 ≤ �γi1 �ω 5ð Þ − ω

! 5ð Þ
i

 2� �
= �γi1 �ω 5ð Þ − ω

! 5ð Þ∗
i + eω! 5ð Þ∗

i

 2
 !

≤ �γi1 �ω 5ð Þ − ω
! 5ð Þ∗
i

��� ��� − e
ω
! 5ð Þ∗

i

���� ���� 2
 !

≤ �γi1 �ω 5ð Þ + 2 ω
! 5ð Þ∗

i

��� ���T eω! 5ð Þ∗
i

���� ���� − e
ω
! 5ð Þ∗
i

 2
 !

≤ �γi1 �ω 5ð Þ + 2 ω
! 5ð Þ∗

i

 2 − 1
2
e
ω
! 5ð Þ∗

i

 2
 !

:

ð78Þ

On the other hand, when �ωð5Þ < kω!ð5Þ
i k

2
, γi1 = �γi1, then,

−γi1
e
ω
! 5ð ÞT

i ω
! 5ð Þ
i = −�γi1

e
ω
! 5ð ÞT

i ω
! 5ð Þ∗
i + eω! 5ð Þ

i

� �
≤ −

1
2
�γi1

e
ω
! 5ð ÞT
i

 2 − ω
! 5ð Þ∗

i

 2 !
:

ð79Þ

Hence, by combining (78) and (79), one can obtain (77).
By the same way, one can conclude that

−γi2~cTi ci ≤ �γi2 �c + 2 c∗k k2 − 1
2

~cik k2
� �

,

−γi3~σ
T
i σi ≤ �γi3 �σ + 2 σ∗k k2 − 1

2
~σik k2

� �
,

−γi4~ω
FT
i ωF

i ≤ �γi4 �ωF + 2 ωF∗ 2 − 1
2

~ωF
i

 2� �
,

−γi5~ω
rT
i ωr

i ≤ �γi5 �ωr + 2 ωr∗k k2 − 1
2

~ωr
ik k2

� �
:

8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:

ð80Þ

Furthermore, the term γi6 ~H
T
i Ĥi in (76) satisfies that

−γi6 ~H
T
i Ĥi ≤ −

1
2
γi6 ~Hi

 2 − Hik k2
� �

: ð81Þ

Substituting (76) with (77), (80), and (81) then yeilds

_V ≤ 〠
N

i=1
−ET

i1 Ki1 −
1

2hi1
Aigi1 Xi1ð ÞGi1k k2

� �
· Ei1 − ET

i2

�
Á Ki2 −

1
2hi2

gi2 Xi2ð ÞGi20k k2
� �

Ei2 − ET
i3Ki3Ei3

�
+ 〠

N

i=1
−
1
2
�γi1

e
ω
! 5ð Þ
i

 2 − 1
2
�γi2 · ~cik k2 − 1

2
�γi3 ~σik k2

"

−
1
2
�γi4 ~ωF

i

 2 − 1
2
�γi5 · ~ωr

ik k2 − 1
2
γi6 ~Hi

 2
− kϵi1 −

1 + hi1
2

� �
· ϵ i1k k2 − kϵ i2 −

1 + hi2
2

� �
ϵ i2k k2

�
+ δ,

ð82Þ

where δ is

δ = 〠
N

i=1

1
2

_�Zi2d

 2 + 1
2

_�vi2
 2 + �γi1 �ω 5ð Þ + 2 ω

! 5ð Þ∗ 2� ��
+ �γi2 �c + 2 c∗k k2

� �
+ �γi3 �σ + 2 σ∗k k2

� �
+ �γi4 �ωF + 2 ωF∗ 2� �

+ �γi5 �ωr + 2 ωr∗k k2
� �

+
1
2
γi6 Hik k2

�
:

ð83Þ

By choosing the parameters Ki1 and Ki2 as

Ki1 =Ki10 +
1

2hi1
Aigi1 Xi1ð ÞGi1k k2

Ki2 =Ki20 +
1

2hi2
gi2 Xi2ð ÞGi20k k2

8>>><>>>: , ð84Þ

respectively, where Ki10 and Ki20 are positive diagonal

UAV 1 UAV 2

UAV 3UAV 4

Figure 3: Communication topology.

Table 1: Initial attitudes of all UAVs.

μi 0ð Þ (rad) αi 0ð Þ (rad) βi 0ð Þ (rad)
UAV 1 0.01 0.01 0.01

UAV 2 -0.015 -0.015 -0.015

UAV 3 0.02 0.02 0.02

UAV 4 -0.025 -0.025 -0.025
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matrices, (82) can be expressed as

_V ≤ −cV + δ, ð85Þ

where c is

c =min λmin 2Ki10ð Þ, λmin 2Ki20ð Þ, λmin 2Ki30ð Þ,f
η−1i1 �γi1, η

−1
i2 �γi2, η

−1
i3 �γi3, η

−1
i4 �γi4, η

−1
i5 �γi5, η

−1
i6 �γi6, 2kϵi1

− 1 − hi1, 2kϵi2 − 1 − hi2
É
:

ð86Þ

The expressions _�Zi2d and _�vid can be respectively obtained
from (30) and (67), given by

_�Zi2d =
∂�Zi2d
∂Xi1

_Xi1 +
∂�Zi2d
∂Ei1

_Ei1 +
∂�Zi2d
∂Xi1d

_Xi1d +
∂�Zi2d

∂ _Xi1d

€Xi1d

+ 〠
j≠i

j∈Ni

aij
∂�Zi2d
∂Zj1

_Zj1 +
∂�Zi2d
∂Xi2

_Xi2 +
∂�Zi2d
∂Zi2

_Zi2,

_�vid =
∂�vid
∂Xi1

_Xi1 +
∂�vid
∂Xi2

_Xi2 +
∂�vid
∂vi

_vi +
∂�vid
∂D̂i

_̂Di +
∂�vid
∂bΔ i

_bΔ i

+
∂�vid
∂Ĥi

_̂Hi +
∂�vid
∂ _Zi2d

€Zi2d +
∂�vid
∂Ei1

_Ei1 +
∂�vid
∂Ei2

_Ei2:

ð87Þ

Define the following two vectors Xd and Ed

Xd = col X1d ,⋯,Xid ,⋯,XNdf g,
Xid = col Xi1d , _Xi1d , €Xi1d

È É
,

(
Ed = col E1d ,⋯,Eid ,⋯,ENdf g,
Ei = col Ei1, Ei2, Ei3f g:

( ð88Þ

For any constants �BXd
> 0, �BE > 0, the sets X ≔ fXd

: kXdk2 ≤ �BXd
g and E ≔ fEd : kEdk2 ≤ �BEg are compact

ones. Then, P ≔X ×E is also compact. Due to the fact that
_�Zi2d and _�vid both are continuous function, considering the
continuous property, there exists a constant δM > 0 when ∀
ðXd , EdÞ ∈P such that

_�Zi2d

 2 + _�vid
 2 ≤ δM: ð89Þ

Therefore, there exists a constant �δ > 0 satisfying

δ ≤ �δ,∀ Xd , Edð Þ ∈P : ð90Þ

For any constant �BE, there exists several parameters and
initial condition satisfying

V 0ð Þ ≤ �δ/c < 2�δ/c ≤ �BE , ð91Þ

such that

V tð Þ ≤
�δ

c
,∀t ≥ 0, ð92Þ

and E is an invariant set.
The above result (92) can be approved by contradiction.

Since the reference input Xd must be bounded, that leads to

Xd ∈X on ∀t ≥ 0. Assuming ∃t1, Vðt1Þ > �δ/c, due to V is a
continuous function, considering the continuous property,

there exists a moment t0 such that Vðt0Þ = �δ/c,Vðt0+Þ > �δ/c
. Noticing kEdk2 ≤ 2V in (75), there exists kEdðt0Þk2 ≤ 2�δ/c.
Considering (91) yields ðXdðt0Þ, Edðt0ÞÞ ∈P , so δðt0Þ ≤ �δ.

Moreover, by taking account of (85), one can derive _Vðt0Þ
≤ −cVðt0Þ + δðt0Þ = −�δ + δðt0Þ ≤ 0. Hence, that causes Vð
t0+Þ ≤ Vðt0Þ, which leads contradiction. This completes the

proof of (91). Furthermore, considering kEdk2 ≤ 2V and
(92), (91), one can derive E is an invariant set.

Therefore, all the signals in the system are uniformly
bounded, and the states Xi1, Xi2 are always within their con-
straints.

4. Simulation Results and Analysis

To illustrate the effectiveness and the superiority of the pro-
posed FTCC scheme in this paper, using MATLAB/Simulink
to simulate four UAVs whose communication topology is
shown in Figure 3.

Figure 3 shows the communication network, and the
parameters of UAVs are referred to [28]. The element aij
of the adjacency matrix A is defined as 1 if the link between
ith UAV and jth UAV existed; otherwise, aij = 0. The initial
attitudes of all UAVs are presented in Table 1, and the initial
angular rates are defined opposite as values of attitudes. The
initial values of Vi, χi, and γi of all UAVs are set as 30m/s,
0.01 rad and 0.01 rad, respectively.

Assuming the safe range of the attitudes μi, αi, andβi of
all UAVs are −8 ~ 8 deg, and the corresponding angular
velocity pi, qi, ri are −0:25 ~ 0:25 rad/s. In addition, the max-
imum operation range of control surfaces δia, δie, and δir are
−25 ~ 25 deg.

Therefore, for any ith UAV, the upper bound �Xi1 and the
lower bound X i1 of states Xi1 are defined as ½8, 8, 8�T deg and
−½8, 8, 8�T deg, respectively. Similarly, the upper bound �Xi2
and the lower bound X i2 of states Xi2 are ½0:25,0:25,0:25�T
rad/s and −½0:25,0:25,0:25�T rad/s, respectively. The upper
bound ui0τ max and the lower bound ui0τ min are −25deg
and 25deg, respectively.

The main control parameters are chosen as Ki10 = diag
f5, 5, 5g, Ki20 = diag f20,20,20g, Ki3 = diag f30,30,30g, ηi1
= ηi2 = ηi3 = ηi4 = ηi5 = 1:5, ηi6 = 1:8, kϵi1 = kϵi2 = 100, hi1 =
hi2 = 20, and μib = 0:001.
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To verify the effectiveness of the proposed FTCC scheme
under actuator fault, the following fault signals are chosen:

ρ1 = ρ2 = ρ3 = ρ4 = 1,

U1f =U2f =U3f =U4f = 0∘
t < 8ð Þ

(
ρ1 = diag 0:7,0:9,0:8f g,
ρ2 = ρ3 = ρ4 = 0,

U1f = 3∘, 2∘, 4∘½ �T ,
U2f =U3f =U4f = 0∘,

8 ≤ t < 10ð Þ,

8>>>>><>>>>>:
ρ1 = ρ2 diag 0:7,0:9,0:8f g,
ρ3 = ρ4 = 0,

U1f =U2f = 3∘, 2∘, 4∘½ �T,
U3f =U4f =U4f = 0∘,

10 ≤ t < 12ð Þ,

8>>>>><>>>>>:
ρ1 = ρ2 = ρ3 = diag 0:7,0:9,0:8f g,
ρ4 = 0,

U1f =U2f =U3f = 3∘, 2∘, 4∘½ �T ,
U4f = 0∘,

12 ≤ t < 14ð Þ,

8>>>>><>>>>>:
ρ1 = ρ2 = ρ3 = ρ4 = diag 0:7,0:9,0:8f g,
U1f =U2f =U3f =U4f = 3∘, 2∘, 4∘½ �T :

t ≥ 14ð Þ
(

:

ð93Þ

Remark 8. The reason of choosing the main control param-
eter briefly describes as follows. The parameter K i10 decides
the closed-loop dynamics of _Ei1, which can be approximated
as _Ei1 ≈ −K i1Ei1 + ET

i1Aigi1ðXi1ÞGi1Ei2 + hi1/2 · kϵi1k2 accord-
ing to (32) and (84), and the term ET

i1Aigi1ðXi1ÞGi1Ei2 + hi1
/2 · kϵi1k2will rapidly reduce due to the response of inner-
loop dynamics Ei2and ϵi1 are converge rapidly, then, it can
be further represented as _Ei1 ≈ −K i10Ei1, so that the settling
time of the dynamic Ei1 approximately equal to 3/λminð
K i10Þ. There exists a tradeoff – a larger value K i10 helps to
reduce the settling time while it needs larger change of the
state Xi2, which may cause saturation, so K i10 is taken as
diag f5, 5, 5g. Similarly, parameters K i20 and K i3 decide the
convergence rate of the inner-loop control errors Ei2 and
Ei3, respectively, and their values normally take several times
as the K i10 to get faster response. Moreover, for parameters
ηi1 ~ ηi6, their inverses serve as learning rates of neural net-
work, which usually take as a value among 1 ~ 1000 for fixed
rate learning algorithms. In addition, parameters kϵi1 and kϵi2
are adjustment factors of dynamic surface filter, which are
usually taken as a large value. Finally, for μib, it can adjust
the astringency of the error Ei3, which is the smaller the bet-
ter, but the too small value will tend to cause virtual control
signal “explosion”.

The response of bank angle μi, angle of attack αi, and
sideslip angle βi of each UAV are shown in Figures 4–6,
respectively. It can be seen that all UAVs can track their ref-

erences μid , αid , and βid . Although the fault occurs to UAV 1,
UAV 2, UAV 3, and UAV 4 at 8 s, 10 s, 12 s, and 14 s, respec-
tively, all UAVs can quickly track individual references
again.

The response of state Xi2 is shown in Figure 7. It can be
seen that the states pi, qi, and ri of all UAVs never exceed its
upper or lower bound. Meanwhile, if the state constraints are
not considered in the FTCC scheme, the states q1 and q3 will
exceed the lower bound, which is shown in Figure 8. In addi-
tion, the control input signals δia, δie, and δir are presented
in Figure 9. Since the actuator constraint scheme (15) is
adopted, the input signals never exceed their upper and
lower bounds.

5. Conclusion and Future Work

This paper has explored an FTCC scheme for multi-UAVs
under the distributed communication network, in which
the issues including input saturation, state constraints, actu-
ator faults, and unknown disturbances have all been taken
into account.

It can be noted that the proposed FTCC scheme only
considers fixed and undirected communication network. In
addition, communication delay and communication inter-
ferences are not considered, and finite-time convergence
technology has not been considered in the FTCC scheme,
so the control performance cannot be achieved in finite time.
Moreover, compared to the Euler attitude angles, the airflow
attitude angles are necessary and easy to combine with the
UAV’s outer loop for position control, hence in this paper,
it is directly used in the attitude control. However, using
the airflow attitude angles for feedback control is less reliable
than the former. Furthermore, sensor fault may occur at the
same time, which perhaps outweigh the risk of actuator
fault, so it deserves more attention and investigation. Finally,
state measurements have been directly used in the control
law without considering noise filtering, so that the perfor-
mance may be degraded when sensor measurements have
severe noises. Taking into account the noise filtering algo-
rithms and sensor faults simultaneously will significantly
increases the difficulty of proving the closed-loop system sta-
bility, which makes the issue challenging.

Therefore, in future work, the essence of communication
delays, finite-time convergence technology, the reliability of
using airflow attitude angle, sensor fault, and noise filtering
will be taken into account on the basis of existing research.
Besides, based on the simulation results from MATLAB/
Simulink, the hardware-in-the-loop verification scheme will
be adopted to further verify the proposed control scheme
towards more practical applications.
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