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Aiming at the multiconstraint complex problem of path planning, a hybrid algorithm with fast convergence and fast obstacle avoidance is proposed. According to the actual aircraft, a multiconstrained path cost model with seven components is constructed and defined the parameters and penalty factors of each part. To improve the sensitivity of each part of the trace planning cost function, according to the inconsistency of the cost index unit and measurement range, the expert scoring method is used to configure and normalize the index with weight. Make full advantage of the ACO algorithm and the artificial potential field algorithm to form the ACA hybrid algorithm, a pheromone heuristic function improvement method is proposed, and a control factor is introduced. The proposed model and planning algorithm are simulated based on the MATLAB platform environment, and it is shown by simulations that the hybrid algorithm has obvious advantages in terms of motion trajectory smoothness, number of iterations, and minimum path cost. It well solved the practical application problem of fast path planning convergence and fast avoiding obstacles in the complex environment.

1. Introduction

In recent years, the development of advanced technologies such as unmanned platform, autonomous control, network, and artificial intelligence has effectively promoted the development of unmanned system equipment. Since 2007, the U.S. military has successively launched five versions of unmanned road map. Miniaturized unmanned aerial vehicle and cluster combat technology have become one of the key technologies of its third offset strategy. There are many key technologies of cluster operations [1–5], such as cooperative task allocation, cooperative path planning, cooperative formation flight and control, and cooperative attack; among them, path planning is the premise and foundation of mission execution. Under the condition of meeting multiple constraints, path planning plans a flightable path from the initial point to the target point for each UAV. Path planning technology includes global path planning and local dynamic online path planning.

Path planning generally consists of the following six parts [6, 7]: describe the planning space, path representation, analyze constraints, determine the cost function, select path search algorithm, and path smoothing. Spatial description [8] is as follows: the main purpose is to establish an environmental model, that is, to transform the actual physical space into the space that can be processed by the algorithm. The planning space directly affects the efficiency and advantages of path planning. There are generally two forms of path representation [7]. One is represented by path points. The adjacent path points are connected by straight lines to form a geometric broken line path. The required accuracy can be achieved by adjusting the number of path points. Generally, it needs to be smoothed; the second is to use the kinematics and dynamics equations of the aircraft to describe the path. This path is relatively smooth, and the smoothing link is omitted. Analysis constraints [8–11] are as follows: the constraints to be considered in path planning include environmental constraints, mission constraints, and UAV performance constraints. Environmental constraints include threat constraints (such as the probability of being found by enemy radar, the probability of enemy missile anti-aircraft gun shooting down, and collision probability), no fly zone constraints, and complex meteorological zone constraints.
Mission constraints include mission completion time, starting point, target point, fixed heading angle, and low altitude/ultralow altitude penetration. The performance constraints of UAV include maximum/minimum level flight speed, maximum range, maximum/minimum flight altitude, minimum horizontal turning radius, maximum climb angle/dive angle, maximum longitudinal curvature, and maximum normal overload; determining the cost function, for path planning, the cost function is the standard for evaluating the advantages and disadvantages of the planned path. The cost function is composed of many of the above constraints. However, since the range and units of various constraints are different, it needs to be quantified and normalized. The smaller the generation value of the normalized cost function obtained on this basis, the better the path. On the contrary, it indicates that the path is getting worse. Selection of algorithm is as follows: selecting an appropriate algorithm according to the task requirements to plan the path that meets the constraints avoids obstacles and obtains the optimal value of the cost function that is the core part of the path planning problem. Path smoothing is as follows: when the planned path has many inflection points, it actually does not meet the actual flight situation of the aircraft. The aircraft cannot turn frequently during actual flight. At this time, the path needs to be smoothed.

The advantages and disadvantages of the path are evaluated by the path cost. The main constraints are path cost, flight turning cost, threat cost, obstacle cost, restricted area cost, flight altitude cost, etc., which constitute the cost function. For the multiconstraint problem of path planning, the selection of the planning algorithm is the foundation of successful solution and also affects the quality of planning results to a great extent [12–14]. For path planning, there are generally two evaluation criteria for judging the advantages and disadvantages of planning algorithms: the selected algorithm can minimize the total cost of flight. The algorithm has fast convergence speed and fast calculation speed. At present, the algorithms of path planning are mainly divided into four categories: first, the path planning algorithm based on mathematics. The advantage of this kind of algorithm is the preciseness of mathematical theory, but the disadvantage is that the calculation time will increase exponentially with the increase of planning problem. When the number of aircraft is not one, but a bee colony with a large number (such as 20 nodes and 48 nodes), the calculation time is bound to increase greatly, which is not suitable for solving large-scale path planning problem [15]. Second, the path planning algorithm is based on artificial potential field [16, 17]. In this kind of algorithm, the target can produce gravitation, while the obstacle can produce repulsion. That is to say, the aircraft is not only subject to gravity, engine thrust, and aerodynamic force but also subject to target gravitation and obstacle repulsion. Its biggest advantage is that the search speed is relatively fast, but it also has limitations. When the obstacle is close to the target, the repulsion may be much greater than the gravity, resulting in the aircraft cannot reach the target at all. In this way, there is the problem of local optimal solution and the failure of search path. Third, path planning is based on graph theory [18–21]. This kind of algorithm usually divides the planned space first and then selects an algorithm to find the optimal or suboptimal path in the planned space. However, this algorithm is highly dependent on the planning space, especially when the environment is complex, and the planning space time is relatively long, which may lead to the failure of path search. Fourth, path planning is based on artificial intelligence [22, 23]. There are many such algorithms, such as bee colony algorithm, ant colony algorithm, genetic algorithm, fish swarm algorithm, and water drop algorithm; due to the characteristics of population, the outstanding advantage of these algorithms is that they can handle parallel computing and plan a path that meets the requirements in possible time. In this study, we should not only consider the path planning of a single aircraft but also lay a foundation for cluster collaborative path planning. The collaboration of the cluster system has high requirements for real-time; so, it is obviously appropriate to choose the artificial intelligence algorithm. Ant colony optimization (ACO) and particle swarm optimization (PSO) are two main swarm intelligence algorithms. Ant colony algorithm is a distributed multiagent system [24–26], which can search the solution independently in the problem space, which is consistent with the distributed structure of the cluster. The ant colony algorithm has the ability of self-organization, and the organizational power and organizational instructions come from the interior of the system, which is also the same as the self-organization structure of decentralized cluster. It has strong robustness, few parameters, and simple setting and is a positive feedback algorithm, which is different from other bionic algorithms, so that the evolution process of the algorithm can be carried out.

The outstanding points of this study compared with previous studies are mainly reflected in the following three aspects: first, path planning involves many constraints, its objective function is complex, and the establishment of mathematical model is difficult. In order to reduce the complexity of the problem, this study adopts the idea of hierarchical planning and divides the idea of path planning into two steps. Firstly, according to the known external environment information, flight mission, and its own flight conditions, a globally optimized reference path that meets the constraints is planned before takeoff. If unknown or dynamic external threat information appears in the process of flying according to this path, local path dynamic optimization shall be carried out. In the literature [26–28], the composition of the path cost function mostly only includes the range cost and obstacle cost, without considering the cost caused by the factors such as turning, flight altitude, threat, and attack angle in the actual flight, resulting in a large gap between the actual flight results and the simulation results due to incomplete theoretical research; Second, no relevant literature has been found to normalize different cost function indicators. However, due to the complexity of the composition of the cost function, different index units, and different orders of magnitude, there may be problems that are not sensitive to the impact of some costs in the same function. When considering the multiconstraint path problem, normalization is necessary and extremely important.
Thirdly, aiming at the realization of path planning, documents [17–19, 22–29] have studied the path planning algorithm. At present, the development trend of path planning is to organically combine multiple methods, but the main problems are as follows: first, the effect of the algorithm on single missile path planning is acceptable, but if it is transplanted to cluster collaborative path planning, its applicability is not strong, and other cooperative path planning algorithms need to be selected. Second, there is a contradiction between the accuracy and computational efficiency of the algorithm, or the algorithm itself has defects in principle. Third, this topic has a certain continuity, and the research and control of cooperative path planning should be carried out in the later stage. In order to avoid repetitive work, the selected algorithm should not only be well adapted to the path planning of single aircraft but also have good portability under the condition of cooperative constraints. Based on the above considerations, this paper proposes an ACA hybrid path planning algorithm. ACA is a hybrid algorithm combining intelligent ant colony and artificial potential field. In path planning, the ant colony algorithm adopts the intelligent ant colony algorithm with self-organizing and distributed global path planning and gives full play to the positive feedback search mechanism of ant colony by adjusting the information heuristic function. The local path planning adopts the artificial potential field method with good obstacle avoidance effect. This algorithm has the outstanding advantages of good portability, high calculation efficiency, and fast obstacle avoidance.

For the above analysis, the main work of this study is divided into four parts: first, according to the constraints of path planning, the path cost model is constructed. Secondly, according to the importance, the expert scoring method is used to normalize the coefficient index of the path cost model. Thirdly, the hybrid algorithm of ant colony and artificial potential field is selected to obtain the heuristic information model of pheromone. Fourthly, the algorithm is verified and analyzed by MATLAB simulation platform.

2. Path Planning Problem Description

2.1. Path Cost Function. Path planning is a multiobjective optimization problem. The constraints can be transformed into sub objectives, thus turning the multiobjective problem into a multiobjective optimization problem [19, 20]. The cost function of path planning with multiple constraints is expressed as follows:

\[
J = \omega_1 J_1 + \omega_2 J_{\text{angle}} + \omega_3 J_h + \omega_4 J_{\text{threat}} + \omega_5 J_{\text{obstacle}} + \omega_6 J_{\text{fly}} + \omega_7 J_{\text{last angle}}.
\]

\[ J_i \] is the total cost of the path, and \[ J_i \] is the cost of the path length; \[ J_{\text{angle}} \] is the cost of the turning, and \[ J_h \] is the cost of the flight altitude; \[ J_{\text{threat}} \] is the cost of threat, and \[ J_{\text{obstacle}} \] is the cost of the obstacle; \[ J_{\text{fly}} \] is the cost of the flight restricted area, and \[ J_{\text{last angle}} \] is the cost of the specified terminal attack angle; \[ \omega_i \] is the weight coefficient, and the value is in the range of \([0, 1]\).

2.2. Determination of Cost Functions

2.2.1. \( J_1 \) Determination of Length Cost. The total length of the path can be expressed as follows:

\[
J_1 = \sum_{i=0}^{n} |p_{i+1} - p_i|.
\]

\[ p_i \] is the first node from the starting point \( i \), and \[ p_{i+1} \] is the next node.

2.2.2. \( J_{\text{angle}} \) Determination of Turning Cost. For the fixed wing UAV, the maximum turning angle limits its generated path to be less than or equal to the predetermined maximum turning angle. Assuming that a turning angle \( \alpha_{\text{max}} \) is formed by three points \((p_{i-1}, p_i, p_{i+1})\), the constraint formula can be expressed as follows:

\[
J_{\text{angle}} = f_{\alpha} \max \left\{ \arccos \left[ \frac{(p_i - p_{i-1}) \cdot (p_{i+1} - p_i)}{|p_i - p_{i-1}| \cdot |p_{i+1} - p_i|} \right] - \alpha_{\text{max}}, 0 \right\},
\]

\( f_{\alpha} \) is called the turning penalty coefficient.

2.2.3. \( J_h \) Confirmation of Flight Altitude Cost. The fixed wing UAV fly below 2000 meters, and the main patrol altitude is about 200 meters.

\[
J_h = f_h \max (h, 0).
\]

\( f_h \) is called altitude penalty coefficient.

2.2.4. \( J_{\text{threat}} \) Determination of Threat Cost. Threat cost refers to the extent to which the fixed wing UAV is exposed to the threat of enemy detection radar, electromagnetic interference, and antiaircraft weapons during the flight process. The closer the fixed wing UAV to these targets, the more likely it is to be spotted and destroyed. For brief description, it is assumed that the cost of a threat at some point along the path is inversely proportional to the distance of the threat. Thus, threat cost function can be expressed as follows:

\[
J_{\text{threat}} = \sum_{i=1}^{3} \left[ \sum_{k=0}^{n-1} f_{t, i, j}(kl/n) \right].
\]

\( i = 1, i = 2, \) and \( i = 3 \) represent the threat brought by enemy detection, electromagnetic interference, and antiaircraft weapons (antiaircraft missiles, antiaircraft guns, etc.), respectively. \( f_{t, i, j}(kl/n) \) is the function of the distance between the path point and the threat point. It means that the path length from the beginning point to the end point is evenly divided into segments according to the number of path points set.

2.2.5. \( J_{\text{obstacle}} \) Determination of the Cost of Obstacles. In the process of path planning, obstacles in two-dimensional space are generally treated as circular or elliptical objects, and obstacles in three-dimensional space are generally treated...
as spherical, ellipsoidal, or vertebral objects. This method can be easily described by the mathematical expression in terms of the real-time distance from the center of mass of the aircraft to the ball center of the obstacle and the radius of the spherical obstacle. Base on this, whether the aircraft collides with obstacles at the current time can be judged. The cost function of obstacles can be simply expressed as follows:

$$J_{\text{obstacle}} = f_{\text{o}} \max (d - R, 0) = \min (p_n - q).$$  \hspace{1cm} (6)

$R$ is the radius of the obstacle, $p_n$ is any point on the surface of the obstacle, and $q$ is the closest point between the surface of the obstacle and the position of the patrol bullet at the current time; $f_{\text{o}}$ is called obstacles penalty coefficient.

2.2.6. $J_{\text{nofly}}$, Determination of Flight Forbidden Area Cost. The expression of cost function corresponding to the flight restricted area is similar to that of obstacle, which can be expressed simply by the following formula:

$$J_{\text{nofly}} = f_{\text{n}} \max (d - r, 0).$$  \hspace{1cm} (7)

$f_{\text{n}}$ is called forbidden penalty coefficient.

2.2.7. $J_{\text{last}_\text{angle}}$, Determination of the End Attack Angle Cost. When the fixed wing UAV fly to the target, if the scheme of fixed-direction attack is adopted, the probability of the target being destroyed is the largest, and the information obtained is the most. Besides, when the cooperative flight is in cooperation, the direction of attack can be set for each patrol bullet to achieve saturation attack in many aspects and improve the penetration probability.

$$J_{\text{last}_\text{angle}} = f_{\text{last}} \max \left(ac \tan \frac{y_{\text{last}} - y_{\text{last-1}}}{x_{\text{last}} - x_{\text{last-1}}} - \alpha_{\text{max}} - \Delta\alpha, 0\right).$$  \hspace{1cm} (8)

$f_{\text{last}}$ is the penalty coefficient corresponding to the deviation of the attack from the specified angle, and $\Delta\alpha$ is the size of the deviation of the attack direction angle.

2.3. Normalization of Performance Indicators. The performance indicators of the above seven cost functions differentiate in unit and orders of magnitude, even if the same unit may differentiate in large orders of magnitude, such as path length and altitude. This difference inevitably causes the result of flight path planning to be insensitive to the value of weight. Thus, it is critical to carry out 0-1 normalization for the performance indicators of the cost function.

The key of 0-1 normalization is to find the maximum and minimum value of the corresponding index. The performance indicators of the above seven cost functions can be divided into two categories according to their units: one is distance-related indicators (range, height, threat, obstacle, and restricted area); the other is angle-related indicators (turning and terminal angle of attack). According to the constraint relation, these performance indicators can be divided into three categories: linear increasing form (maximum constraint), linear decreasing form (minimum constraint), and trapezoidal change form.

The range, altitude, and turn belong to the category of linear increasing form, which can be represented as Figure 1.

$$y = \begin{cases} 0 & x \leq a, \\ (M - L) \frac{x - a}{b - a} + L & a < x < b, \\ 1 & x \geq b. \end{cases}$$  \hspace{1cm} (9)

The obstacle and restricted flight area belong to the category of linear decreasing form, which is expressed as Figure 2 follows:

$$y = \begin{cases} 1 & x \leq a, \\ (M - L) \frac{b - x}{b - a} + L & a < x < b, \\ 0 & x \geq b. \end{cases}$$  \hspace{1cm} (10)

The terminal attack angle belongs to the category of trapezoid change form, which can be expressed as Figure 3 follows:

$$y = \begin{cases} 0 & x \leq a \text{ or } x \geq d, \\ (M - L) \frac{b - x}{b - a} + L & a < x < b, \\ 1 & b \leq x \leq c, \\ (M - L) \frac{d - x}{d - c} + L & c < x < d. \end{cases}$$  \hspace{1cm} (11)

2.4. Selection of Weights. The weight of path planning is usually determined according to the experience or intentions of experts. The path planning contains seven attributes: range, turn, altitude, threat, obstacle, restricted area, and angle of terminal attack. Thus, the weight of path planning is expressed as follows:

$$\omega_1 + \omega_2 + \omega_3 + \omega_4 + \omega_5 + \omega_6 + \omega_7 = 1.$$  \hspace{1cm} (12)

2.4.1. Build the Index Importance Judgment Matrix. Build the index importance judgment matrix and use “1-9 scale” to represent the importance of the index, as listed in Table 1. Judgment criterion is as follows: set $u_1, u_2, u_n$ for $n$ teams. Every two teams play a match, and the total score
of each match is 1 point. For \( u_i \) and \( u_j \) \((i \neq j)\), the scores of the two teams are, respectively, denoted as \( u_{ij} \) and \( u_{ji} \), and the two scores should satisfy \( u_{ij} \geq 0, u_{ij} + u_{ji} = 0 \) \((i \neq j)\).

2.4.2. Score by Experts to Get the Judgment Matrix of Pairwise Importance Degree. The data in Table 2 is converted according to the following formula, and the data listed in Table 3 was obtained.

\[
u_{ij} = \begin{cases} \frac{k}{k+1} a_{ij} = k, \\ \frac{1}{k+1} a_{ij} = \frac{1}{k}, \\ 1 & a_{ij} = 1, i \neq j, \\ 0 & a_{ij} = 1, i = j. \end{cases}
\]

\[(13)\]

Set \( \omega_5 = \omega_6 \). The reason for such values in Table 3 is that the influence of range, turn, obstacle, and forbidden area is first considered in the path planning of this study. Then, the influence of threat and terminal angle of attack is considered in the dynamic path planning.

Obtain the normalized weight coefficient:

\[
\omega = (\omega_1, \omega_2, \omega_3, \omega_4, \omega_5, \omega_6, \omega_7),
\]

\[
\omega_i = \frac{2}{n(n-1)} \sum_{j=1}^{7} u_{ij} \ (i = 1, 2, 3, 4, 5, 6, 7),
\]

\[
\sum_{i}^{7} \omega_i = 1.
\]

\[(14)\]

3. ACA Hybrid Algorithm

3.1. Ant Colony Algorithm Model. Ant colony algorithm, also known as ant algorithm, is a probability optimization simulated evolutionary algorithm [24]. With the development of many years, a variety of improved algorithms have been derived from the basic algorithm. For example, the transition probability formula of ant colony optimization algorithm can be expressed as follows:

\[
P_{ab}^{n}(t) = \begin{cases} \frac{(\tau_{ab})^\alpha (\eta_{ab})^\beta}{\sum_{b \in S^a_n} (\tau_{ab})^\alpha (\eta_{ab})^\beta} & b \in S^a_n, \\ 0 & \text{others}. \end{cases}
\]

\[(15)\]

Among them, \( P_{ab}^{n}(t) \) represents the probability of ant \( n \) transferring from node \( a \) to node \( b \) at time \( t \), \( \tau_{ab} \) is the pheromone concentration on the node \( b \), \( \eta_{ab} \) is the heuristic function between the current position \( a \) of the aircraft and the target position \( b \), \( \alpha \beta \) is the weight of relative importance of \( \tau_{ab} \) and \( \eta_{ab} \) and \( S^a_n \) is the set of all adjacent nodes of node \( a \). Among them, because pheromones are volatile, the local pheromone information update model in the study is as follows:

\[
\tau_{ab}(t + 1) = \xi \tau_{ab}(t).
\]

\[(16)\]

\( \xi \) is a pheromone reduction factor, which is used to control the size of pheromone reduction. The global pheromone update model is as follows:

\[
\tau_{ab}(t + m) = (1 - \rho)\tau_{ab}(t) + \rho \Delta \tau_{ab},
\]

\[(17)\]

\( \Delta \tau_{ab} = Q/J, \)

\[(18)\]

where \( \rho \) is the pheromone volatilization factor, \( J \) is the performance index of this path, and \( Q \) is the proportion coefficient of performance index to pheromone index. For the heuristic function \( \eta_{ab} \), the potential field ant colony fusion algorithm is used to generate a new heuristic function \( \eta_{ab}^\prime \).

\[
\eta_{ab}(t) = 1/d(a, b).
\]

\[(19)\]

It can be seen from formula (18) that this heuristic function is only related to the distance between \( a \) and \( B \). Its disadvantage is that when there are obstacles in the environment, it cannot quickly find the best path.

3.2. Improvement of Artificial Potential Field Algorithm. The artificial potential field method is a typical path planning algorithm. The basic idea is that the environment around the patrol bullet has a mixed force field of gravity and repulsion to make the aircraft move towards the target. When the aircraft approaches the obstacle, it will generate strong repulsion, so as to effectively avoid the obstacle [30–32]. At any time, the gravitational field function and repulsive potential field function are, respectively, expressed as
The environment, follows:

<table>
<thead>
<tr>
<th>Values</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Element A is as important as element B</td>
</tr>
<tr>
<td>3</td>
<td>Element A is slightly more important than element B</td>
</tr>
<tr>
<td>5</td>
<td>Element A is significantly more important than element B</td>
</tr>
<tr>
<td>7</td>
<td>Element A is more important than element B</td>
</tr>
<tr>
<td>9</td>
<td>Element A is extremely important than element B</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>The median of the above importance</td>
</tr>
</tbody>
</table>

Then at any time, the resultant force on the aircraft is expressed as follows:

\[ F(a) = \text{grad} \left(U(a)\right) = k_a d_{ab} + \frac{n}{2} k_{\text{rep}} \left(\frac{1}{d_{ao}} - \frac{1}{d_{bo}}\right)^n d_{ao}^{n-1} d_{bo} < d_{0}, \]

\[ k_a d_{ab} \geq d_{bo}. \] (22)

However, the basic artificial potential field method has the following defects [33–35].

As the aircraft gets closer and closer to the target, and the aircraft, obstacles, and targets form three points and one line, or multiple obstacles are scattered around targets of different shapes, the repulsive force generated by obstacles gradually tends to the attraction generated by the target, and the attraction generated by the target becomes smaller and smaller, gradually reaching a balanced state. At this time, the equilibrium potential field point is the minimum value of the potential field. When the aircraft falls into a local minimum, the bullet will stay at a certain point or vibrate back and forth in a small range, unable to search the path normally, resulting in failure [36–39].

At this time, the basic artificial potential field method needs to be improved: a weight adjustment escape method is designed.

\[ F(a) = c_1 F_{\text{attr}}(a) + c_2 F_{\text{rep}}(a). \] (23)

The basic idea is to set the distance threshold \( l \) between the aircraft and the target. When \( d_{ao} = \|x_b - x_a\| \geq l \) is detected, make \( c_1 = 1, c_2 = 1; \) when \( d_{ao} = \|x_b - x_a\| \leq l, \) in order to prevent from falling into the minimum value and keep \( c_2 = 1 \) constant, \( c_1 \) gradually increases with the decrease of the distance between the aircraft and the target and minimizes the total potential energy when the bullet reaches the target point. In order to speed up the escape speed, \( c_2 \) can also be reduced and \( c_1 \) increased at \( d_{ao} = \|x_b - x_a\| \leq l. \)

### 3.3 ACA Hybrid Algorithm

A new heuristic coefficient under the action of improved potential field is introduced

\[ \eta_F(t) = p^F \cos \theta \] (24)

\( P \) is a positive number, \( F \) is the resultant force received by the aircraft at any time, and \( \theta \) is the angle between the resultant force direction of the potential field and the direction to reach the position at the next time. When the value of...
\( \theta \) is smaller, the larger \( \eta_p \) is, the easier it is for the aircraft to fly in this direction.

When the aircraft is far away from the target, the heuristic pheromone concentration of ant colony algorithm is relatively small. It can be seen from formula (18) that the information heuristic effect is also weak. According to the principle of ant colony algorithm, it will lead to the failure of path planning. At this time, it is necessary to play the role of potential field information. When the distance between the aircraft and the target is relatively close, the pheromone concentration increases, and the heuristic effect is also significantly enhanced. At this time, it is necessary to reduce the effect of potential field information accordingly. At this time, the control factor can be introduced by adjusting the resultant force of the potential field \( \lambda \):

\[
\lambda = \frac{d - d_{ab}}{d}.
\]

(25)

\( d \) is a fixed value larger than \( d_{ab} \), and \( \lambda \) will gradually decrease as the aircraft moves towards the target.

Besides
\[
\lambda = \frac{N_{\text{max}} - N_m}{N_{\text{max}}},
\]

(26)

Then, the heuristic function of the mixed pheromone
is defined as follows:

\[ \eta^i_{ab}(t) = \eta^e_{ab}(t) = \frac{p \cos \theta}{d_{ab}} \cdot \frac{N_{\text{max}} - N_m}{N_{\text{max}}} \]  

(27)

where \( N_{\text{max}} \) is the maximum number of iterations, and \( N_m \) is the current number of iterations. With the increase of the number of iterations, \( \lambda \) gradually decreases. However, if \( \lambda \) is small to a certain extent, the adjusted information heuristic function will be reduced, and the effect of positive feedback will not be obvious again. Therefore, the control factor must be limited, and the minimum value of \( \lambda \) must be set to 0.2. Therefore, in the global information update model, the improved transfer probability formula can be expressed as follows:

\[ P^w_{ab}(t) = \begin{cases} 
\frac{[(1 - \rho)\tau_{ab} + \rho \alpha J^a_{ab}(\eta_{ab}, \eta_{\text{e}})]^\beta}{\sum_{b \in S_a} [(1 - \rho)\tau_{ab} + \rho \alpha J^a_{ab}(\eta_{ab}, \eta_{\text{e}})]^\beta} & b \in S_a \\
0 & \text{others}
\end{cases} \]  

(28)

The outstanding advantages of the hybrid algorithm ACA of intelligent ant colony and artificial potential field method are shown in the following aspects:

1. In the artificial potential field method, set the obstacle as repulsive force and the target as attractive force, add the force vectors, and finally calculate the direction of the resultant force. The range of gravitational potential field is relatively large, while the action range of repulsive force is only local. When the distance between aircraft and obstacles exceeds the influence range of obstacles, it will not be affected by the repulsive potential field. Therefore, the potential field method can only solve the obstacle avoidance problem in local space. It lacks global information and is easy to fall into the local minimum. Moreover, when there are obstacles near the target, the repulsion force will be very large, which makes it difficult for the aircraft to fly the target and cause the problem of local oscillation.

2. Ant colony algorithm transmits information by releasing a hormone called pheromone in the environment. In theory, it can finally make all ants choose the same path. It is a self-organizing and parallel computing positive feedback distributed intelligent algorithm. Positive feedback can quickly find better solutions, but the heuristic information is relatively small at a long distance. It may lead to a certain blindness in the path selection of aircraft. After a certain number of iterations, it is easy to stop the search and fall into local optimization.

3. The hybrid algorithm of ant colony and artificial potential field is adopted to guide the aircraft in two aspects: one is the pheromone guidance in the ant colony algorithm, and the other is the guidance of gravity and repulsion of artificial potential field. Through the adjustment factor introduced above, when the distance from the target is far and the heuristic information is not obvious, the potential field effect is appropriately increased. At a close distance, the heuristic information is increased, and the positive feedback effect is obvious. The potential field effect is appropriately reduced, which avoids the problem that the aircraft cannot reach the target because the repulsion force may be much greater than the gravity when the obstacle is close to the target. Therefore, the ACA hybrid algorithm not only gives full play to the path search mechanism of ant colony algorithm but also gives full play to the advantage that artificial potential field can effectively avoid obstacles. It overcomes the problem that the information inspiration of the ant colony algorithm is not strong, and the target cannot be reached at close distance. The strong and strong combine to find a path from the starting point and target point.

4. Simulation and Analysis of the Hybrid Algorithm

4.1. Environment Set in 2D. Within the 20 * 20 operational airspace, the rectangle represents the obstacle, the loop represents the forbidden area, the U-shape represents the threat near the target, the starting point is set at (0, 20), and the target point is (20, 0). The maximum number of iterations \( N_{\text{max}} = 100 \), information concentration weight \( \alpha = 1 \), heuristic function weight \( \beta = 2 \), pheromone volatilization factor \( \rho = 0.2 \), gravity coefficient \( k_g = 10 \), repulsion coefficient \( k_r = 10 \), repulsion field influence range \( d_0 = 2 \) of obstacles, and penalty coefficient in path cost shall be set according to the actual situation, and normalization index shall be set according to the results in Table 4.

4.2. Simulation Analysis. By comparing the (a) diagram of ant colony algorithm and hybrid algorithm in Figures 4 and 5, the hybrid algorithm not only gives full play to the
search mechanism of ant colony algorithm but also realizes the effective obstacle avoidance of various obstacles in the flight process. Moreover, under the same obstacle setting conditions, the number of inflection points is 11 and 9, respectively, and the smoothness of the hybrid algorithm is relatively good. Through the comparison of Figure 6, it can be seen that the number of iterations and minimum path cost of the hybrid algorithm are significantly reduced. Although the iteration times and minimum path cost of the hybrid algorithm are significantly improved, it is impossible to have a large turning angle in the actual flight process of the aircraft; so, the path needs to be further optimized.
The optimized results are shown in the red line in Figure 5(a), which significantly improves the smoothness of the generated path. Therefore, it can be proved that the ant colony potential field hybrid algorithm used in this study is feasible.

4.3. Environment Set in 3D. In the 3D space, the obstacles adopt a cone. In the operational airspace with area of 20 km × 20 km, the following assumptions are made: the target point coordinates fall within the range (5 km, -5 km), and the starting point coordinates is (0, 0); the flight range is 30 km, and the flight speed is 35 m/s; the maximum flight altitude is less than 2000 m, and the flight altitude is 200 m (from the ground); the maximum horizontal turning angle is 30°, and the maximum climbing angle is 45°.

4.4. Simulation Analysis. When the start position remains unchanged and the end position changes, the best generation value and path planning curve are shown in Figures 7–9.

It can be seen from the simulation results in Figures 7–9 that the number of iterations of the hybrid algorithm is below 40, and most of them are around 20. This indicates that the ACA hybrid algorithm can quickly converge. When the UAV encounters an obstacle (forbidden area), it can quickly avoid the obstacle and fly to the target based on the potential field repulsion in the algorithm. Tables 5–7 are designed to make the simulation data more general. Specifically, to obtain the average maximum and best cost values, ten groups of maximum and optimal generation values at different times are randomly selected for statistics. In the same case, compared with Figures 10 and 11, the number of iterations is set to 20 to ensure real-time. At this point, the cost of using the ACA hybrid algorithm is obviously less than that of using the ant colony algorithm only. And the convergence speed of the ACA hybrid algorithm is obviously better than that of the ant colony algorithm only.

5. Conclusion

Aiming at the complex problem of multiple constraints in path planning, based on the analysis of the research status, three problems are mainly solved: first, combined with the reality of this research, comprehensively refine the path cost function, construct a cost model containing seven cost indexes, and give the expression of each cost index. Second, in view of the inconsistency of cost index units and measures, the expert scoring method is used to configure the weight importance of each cost function to obtain the normalized weight coefficient. Third, based on the ant colony
optimization algorithm, a new heuristic function is constructed by using the hybrid algorithm ACA, and the control factor is introduced to make the algorithm give full play to the global search mechanism of ant colony algorithm and the local obstacle avoidance advantage of artificial potential field method in the whole process. Finally, the hybrid algorithm is simulated in a 2D and 3D area including obstacles, restricted areas, and threats. Through the comparison between ant colony algorithm and hybrid algorithm in terms of trajectory, iteration times, and minimum path cost, the hybrid algorithm has smooth path, low path cost, and fast convergence speed, which solves the rapid convergence of path planning in complex environment and practical application of fast obstacle avoidance.
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