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Quick access recorder (QAR) data have been used to evaluate pilot performance for decades. However, traditional evaluation
methods suffer from the inability to consider multiple parameters simultaneously, and most of them need to select features
manually in advance. To study the relationship between QAR data and pilot performance, this paper puts forward one-
dimensional convolutional neural networks (1-D CNN) which consider QAR metrics in an integrated manner. This paper
obtained indicators describing the operational status of an aircraft first. Then, the correlation between indicators and pilot
performance (skill levels) was studied. Inspired by the fact that CNN can extract both local and global features, this paper has
developed an approach to achieve the state-of-the-art result in pilot performance evaluation, which was tested on operating
data of Boeing 737. The results prove that other methods do not work well, while the 1-D CNN improves the prediction
accuracy of 5 pilot skill levels. Besides, when it is used on a binary classification problem, the result improves to 78.18%.
Finally, the indicators were grouped into 5 common factors by factor analysis and fed into 1-D CNN in different
combinations. Each common factor plays a different role in pilot performance evaluation, which can provide advice for the future.

1. Introduction

Although the number of accidents and fatalities per passen-
ger mile traveled of aviation is much lower than those of
other transportation modes [1], the risk of aviation security
is still an important issue that results in injuries and deaths
and also causes negative impacts on the global aviation
industry and economy. Traditionally, experts learn from
accidents to prompt and deploy countermeasures to avoid
accidents and injuries in the future [2]. However, this
approach always learns lessons afterwards and is not effec-
tive in preventing accidents from happening in the first
place. The accident prevention approaches in airline indus-
try have gradually shifted to positive ways, which detect haz-
ards and symptoms before accidents occur. Studies that hold
this idea can be divided into reliability analysis of aircraft
equipment, prediction of environmental threats, and assess-
ment of pilot performance. Because aircrafts and their sys-
tems are becoming more reliable, the majority of accidents
are caused by human factors [3]. That is why the Interna-
tional Civil Aviation Organization (ICAO) and International

Air Transport Association (IATA) all suggest airlines to
evaluate pilot performances rationally for advanced training
and management. Although there are pros and cons of pilot
operation and his/her skill maturity has been studied for
decades, most widespread methods of assessing pilot perfor-
mances are based on the subjective evaluations from instruc-
tors [4]. This may lead to an inconsistent evaluation because
of different standards across instructors.

Civil airlines generate massive amounts of flight data,
recorded and saved by QAR, as a result of routine monitor-
ing [5]. For the objective study of pilot operational perfor-
mance, a great amount of QAR data are utilized by airlines
and their engineers. However, extracting safety-related
information from QAR data still focuses on detecting excee-
dances, which are set to analyze one-dimensional data sepa-
rately [6]. Numerous cases have been conducted based on
such exceedance detection. Worldwide, the most popularly
used flight data monitoring tools (Spirent GRAF, Teledyne
AirFASE, and Sagem AGS) rely mainly on it, which charac-
terize events that fall outside operator-determined standards
[7]. Even the evaluation criteria of some novel pilot
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performance evaluation systems were still the risk of excee-
dances [8]. Since the flight data is multidimensional and
complex, such a method of exceedance detection does not
provide a comprehensive evaluation of the pilot perfor-
mance. The morning report of atypical flights (developed
by NASA), combining with clustering tools (such as K
-means), was proposed to discover anomalous events using
QAR data [9]. Similarly, the Sequence Miner used the multiple
kernel anomaly detection method to analyze both discrete and
continuous QAR data [10]. However, these approaches can
only provide risk warning for a single flight and do not effec-
tively discriminate pilot operational performances.

Since the QAR data contains aircrafts’ kinetic and
maneuvering information, we attempt to use it to evaluate
pilot operational performance objectively. Although some
airlines and studies have assessed pilot performance using
QAR data, these exceedance-based approaches always
require experts to set thresholds in advance. In 2019, Wang
et al. developed a method to evaluate landing operation per-
formance by utilizing the distributions of QAR data and
incident data, but this approach only targeted three unsafe
factors in the landing phase, rather than comprehensive
features of multidimensional flight data [11]. This paper
is aimed at developing a new data-driven method to iden-
tify pilot capability without any expert-defined criterion.
Thus, a 1-D CNN is proposed to detect the pilot perfor-
mance free of initial assumption. For using supervised
machine learning algorithms, a reliable labeled dataset is
required as a training set.

Therefore, the proposed approach in this paper has the
following advantages: First, the evaluation of pilot perfor-
mance is done objectively and automatically through the
data-driven method and can be continuously updated with
the latest QAR data. Second, the fusion capability of CNN
for features is utilized to avoid the limitation caused by con-
sidering each exceedance separately and the misleading due
to subjective assumption. Third, this paper collects large-
scale QAR data and pilot skill levels as the training set for
the first time, which ensures the reliability of the machine
learning algorithm.

The rest of the article is organized as follows. Section 2
reviews the relevant literatures. Section 3 puts forward the
data collection, 1-D CNN classifier, and questionnaire for
pilot performance evaluation. Section 4 presents the results
of data correlation analysis and performance prediction
using 1-D CNN. Section 5 discusses the prediction results
obtained from different methods. Section 6 concludes the
study with some suggestions for future research.

2. Literature Review

Aviation accidents not only result in casualties but also lead
to great psychological harm, material damage, and public
confidence loss [12]. Reports from AirSafe, ICAO, and Jet
Airliner Crash Data Evaluation Center contain a large num-
ber of aviation safety incidents, and most of them are more
or less caused by pilot factors [13]. Low and Yang explored
the effects of human, technical, and operating factors on
the insecurity records of 50 airlines from 2004 to 2015
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[14]. Results showed that the human factor plays the most
influential role in ensuring aviation safety. The operations
of pilot will affect aviation safety to a large extent, so
research on aviation safety assisted by pilot performances
is the most popular area in the aviation field.

During a flight, hundreds to thousands of flight parame-
ters are recorded in QAR data, such as altitude, airspeed,
pitch angle, roll angle, engine parameters, and control sur-
face position. Lots of aviation safety experts have devoted
to studying factors of pilot maneuvering by using QAR data
[15], especially on specific events. In 2014, Wang et al. dis-
covered that the period of 200 feet to touchdown and the
flare action are key features of long landing events [16].
Then, they put forward prevention measures from the per-
spective of pilot operation. There have been several such
studies since then. In 2018, Lv et al. proposed a method to
evaluate the overrun risk of Airbus 320 [17]. Chung and
Kim aimed to study characteristics of hard landing by utiliz-
ing the QAR data of 24 recorded hard landing incidents of
Boeing 777 in 2021 [18]. The results showed that the main
causal factors were derived from low vertical path and late
flare. In the same year, Kang et al. also proposed an innova-
tive deep sequence-to-sequence model to estimate landing
distance [19]. Experiments on 44,176 Airbus 321 flights
showed that the error between the real and predicted landing
distance is 26 meters. All the above are studies based on
QAR data, but they only reflect pilot performances for spe-
cific events.

The flight operation quality assurance (FOQA) program,
also known as flight data monitoring in Europe, strives to
improve airline safety by utilizing flight data [15]. However,
because the exploration of QAR data is still focalized on
detecting exceedances, following approaches can only
expose a minority of the information buried in the data
[20]. To obtain more useful information, several machine
learning (ML) methods need to be used.

Algorithms and statistical models that enable computers
to learn without explicit programming are referred to as ML,
which has been applied in various scientific fields [21]. ML
can be divided into supervised and unsupervised learning.
Because unsupervised learning is focusing on discovering
hidden patterns in data, it is typically used to discriminate
items from different categories [22]. Common methods,
such as K-means and K-medoids, have a disadvantage
which requires the number of clusters in advance. Some
nature-inspired metaheuristic algorithms are offered to
address the problem [23, 24]. Recently, Chen et al. proposed
a density-based clustering analysis, which used ant colony
system-based algorithm to effectively improve the unsuper-
vised learning method. The method achieved remarkable
results in path optimization of unmanned aerial vehicles
[25, 26]. In studies using unsupervised learning methods to
analyze QAR data, one of the first practices was the Morning
Report software to detect anomalies from ordinary flight
data [27]. In 2022, Zeng et al. proposed a DBSCAN (den-
sity-based spatial clustering of applications with noise) clus-
tering analysis method for aircrafts’ outlier data detection
[28]. However, evaluating pilot performance is not only to
discriminate pilots with different abilities but also to achieve
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how well a pilot performs. Therefore, it is necessary to use
supervised learning, which needs specific labels for training.
Classification trees, random forests, and support vector
machines have achieved good results in many fields such
as image recognition [29] and disease diagnosis [30]. In
2018, Lv et al. used random forest, support vector machine
(SVM), and logistic regression models in their study to pre-
dict the probability of overrun and achieved reasonable
results [17].

An artificial neural network (ANN) can replicate how
human brain neurons process information on a computer,
according to Haykin [31]. ANN has been a popular and use-
ful branch for ML as computer techniques developed.
Because of its great accuracy, processing speed, fault toler-
ance, scalability, and convergence, ANN is recognized as
being superior in the field of data analysis [32]. Recently,
as more efficient ANN, deep learning methods with complex
multilayers have been used widely due to better outcomes
[33]. One of the common deep learning methods is recur-
rent neural network (RNN), which is used in time series
problems. Long short-term memory is an RNN upgrade,
employed in Google, Apple, and Amazon’s voice recognition
platforms [34]. Another deep learning architecture is deep
neural network, which can be classified as multilayer percep-
tron (MLP), stacked autoencoder, and deep belief network
(DBN) based on their layer types and learning methods
[35]. The convolutional neural network (CNN) is a biologi-
cally inspired deep learning method, which was originally
used to accomplish image classification and face identifica-
tion tasks [36, 37]. Using a filter (kernel), convolution tech-
niques can extract complicated characteristics from an
image automatically. Deep features retrieved by CNN offer
stronger discriminative and robust representation capacity,
allowing features to represent images well. Inspired by this,
Amrani and Jiang proposed a method to extract more dis-
criminative characteristics of synthetic aperture radar
images, obtaining 99.7% accuracy on the moving and sta-
tionary target acquisition and recognition benchmark [38].
They also proposed a very deep CNN to differentiate electro-
cardiogram (ECG) of heartbeats. Results showed that the
method can effectively distinguish heartbeats between nor-
mal and three common types of arrhythmia with an error
rate less than 10% [39]. Aside from the high performance
and the resistance to noise, another significant advantage
of CNN can combine feature extraction and classification
tasks into a single body.

In order to take advantage of the benefits of CNN, some
conversion algorithms have been utilized to represent 1-D
vibration signals [40, 41]. However, using the method of
CNN has some downsides and restrictions. 2-D CNN are
not ideal for real-time applications on mobile and moderate
devices, and the networks require a massive size of dataset
for training. The first compact and adaptive 1-D CNN
was proposed to operate directly on patient-specific ECG
signals in 2015 and addressed some flaws by Kiranyaz
et al. [3]. 1-D CNN has become popular with state-of-the-
art performance in a variety of signal processing applica-
tions, such as structural health monitoring and damage
identification, in a relatively short period [42-44]. There-

fore, the 1-D CNN is proposed to combine a large number
of indicators from QAR, which could reflect the maneuver-
ing performance of pilots.

3. Methodology

3.1. Data Acquisition and Processing

3.1.1. Flight Data Acquisition. All 54,893 flights for this
research were obtained from an airline in China between
January 1, 2021, and March 21, 2021. Only the data of Boe-
ing 737-700 or 737-800 were taken into account. In each
flight, thousands of factors were sampled at several different
rates from 0.25 to 4 Hz. Excluding the pilot information not
recorded, the remaining flights contained 2809 pilots per-
formed as pilot flying (PF) in one or several flights. Of these,
500 were instructors, 666 were captains, 108 were cruise cap-
tains, 1057 were first officers, and 418 were second officers.

The indicators were filtered through raw data collected
by sensors. For example, the touchdown moment was fil-
tered using records of the air-ground switch installed on
landing gears. In total, 79 indicators were selected covering
all phases of a flight from taxiing, takeoff, to landing
(Table 1). The specific filter of these indicators was set
according to airlines’ security management experiences and
company policies [6]. 17 indicators are from the final
approach, 15 from landing, and 17 from takeoff and initial
climb, accounting for 62% of the total. According to the sta-
tistics of the phases where unsafe events took place, the
probabilities of events occurring in four phases above are
also higher than in other phases [45]. In addition, 18 indica-
tors are applied to all flight phases.

3.1.2. Data Collection and Cleaning. When the aircraft
encounters complex weather such as turbulence in the air,
the sensors could induce errors or interruptions. Besides,
QAR data might be incorrectly recorded due to temporary
hardware failures during transmission and storage.

Usually, there are several types of flight data errors.
Firstly, the data exceeds the limit, which is possible to
achieve. For example, the common operating empty weight
of the Boeing 737-800 excluding passengers and fuel is
nearly 41 tons, so flights recorded less than 20 tons of the
gross weight of landing are unlikely to happen. Secondly,
some filter conditions are set inappropriately. Since the indi-
cators are not directly recorded by the sensors, incorrect
results could be produced by engineers due to insufficient
consideration. For example, if the time duration from the
runway entrance to the touchdown point was set as the flare
time, it would be calculated too big when encountered a go-
around, including the whole go-around after entering the
runway for the first time. Thirdly, the fixed data jumps.
For example, the approach speed (V) of an aircraft is fixed
when the landing states are determined, but it is not
recorded at every sampling point. Instead of recording “does
not exist,” the QAR sometimes records a jump pattern, in
which the parameter is recorded as a quick succession of
its minimum or maximum value. These common errors, as
well as others occurring randomly, can remain undetected
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TasLE 1: Pilot performance indicators.

Pilot performance indicator

Flight phase

Touchdown speed (-VREF)
Speed at 50 ft of landing (-VREF)
Runway departure speed

Reverse thrust overuse

Retard height before touchdown
Pitch rate at landing

Pitch at touchdown

Nose gear touchdown first

Load at touchdown

Late reverse thrust use

Gross weight of landing

Flare time

Change of heading during landing MAX
Bounced landing

Approach speed at 50 ft (-VAPP)

Landing

Takeoft autopilot turn-on altitude
Roll from 50 to 500 ft MAX

Roll from 500 to 1000 ft MAX
Initial climb speed (-V2)

Initial climb

Speed at landing gear is released

Roll from 400 to 50 ft MAX

Roll from 1000 to 400 ft MAX

MAX deviation of localizer from 500 to 150 ft
MAX deviation of localizer from 1000 to 500 ft
MAX deviation of glide slope from 500 to 150 ft
MAX deviation of glide slope from 1000 to 500 ft
Landing gear down height in landing

Landing configuration setting height

GPWS warning glideslope

Final approach using speed spoiler

Decline rate from 500 to 50 ft MAX

Decline rate from 1000 to 500 ft MAX
Approach speed at 500 ft (-VREF)

Approach speed at 500 ft (-VAPP)

Approach speed at 1000 ft (-VREF)

Approach speed at 1000 ft (-VAPP)

Final approach

Straight-line taxiing speed MAX

Taxiing

MAX longitudinal load on the ground

Takeoff, landing, taxiing

Roll swing below 100 ft

Exceeding tire limit speed

Takeoft, landing

Speed below 10,000 ft MAX

. Descend
Decline rate above 10,000 ft MAX

Passenger cabin height warning

Mach MIN

Exceed maximum limiting speed (MAX-VMO) Cruise

Exceed altitude restriction of using flaps

Altitude overrun
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TasLE 1: Continued.

Pilot performance indicator

Flight phase

Roll above 1000 ft MAX
Decline rate from 3000 to 2000 ft MAX
Decline rate from 2000 to 1000 ft MAX

Approach

Too low landing gear audio warning

Too low flaps audio warning

Stick shaker warning

Speed with landing gear down MAX
Speed (MIN-VLS)

Overspeed of configuration 7 (MAX-VFE)
Overspeed of configuration 6 (MAX-VFE)
Overspeed of configuration 5 (MAX-VFE)
Overspeed of configuration 4 (MAX-VFE)
Overspeed of configuration 3 (MAX-VFE)
Overspeed of configuration 2 (MAX-VFE)
Overspeed of configuration 1 (MAX-VFE)
Maximum lateral load

High thrust using speed spoiler

GPWS warning terrain too low

GPWS warning terrain pull up

GPWS warning sink rate

GPWS warning pull up

All

Takeoff pitch rate MAX

Takeoff pitch rate MIN

Takeoff EGT over temperature

Takeoff change of configuration height

Speed at landing gear retracting

Roll below 50 ft MAX

MAX deviation of heading from 100 knots to off-ground
Load at lifting wheel

Landing gear up height in takeoff

Rotation speed

Takeoft

Meteorological radar still on until engines shutdown

Shut off

during the postprocessing. Data cleaning is generally a trade-
off between thoroughness and minimizing the loss of valid
data. To avoid deleting valid data, the following criteria were
intentionally defined.

In the preliminary stage, the main indicators were
selected and cleaned as below. Because of aircraft’s proper-
ties, the highest operating speed of Boeing 737-800 is 340
knots. A 50-knot margin was added and any airspeed above
390 knots was considered a data error [46]. The lowest speed
of an aircraft is its stall speed, which is normally increased by
30% to get the landing reference speed (V). The lowest
(V,e) is 114 knots of an empty B737-700. Therefore, we
set the lowest real airspeed to 88 knots, and any speed below
it was discarded in our research. The maximum pitch may
occur in takeoff and its value is usually between 15 and 20
degrees, while the minimum pitch is -1 degree in descent.
Setting a margin of 5 degrees, the data were considered

incorrect when the pitch exceeded the range of -6°~25°". Also,
civil aviation aircraft’s roll angle is no more than 35" gener-
ally. Increasing the margin of 5 degrees, the trustworthy
range was set to -40°~40". Other flight indicators were also
set following the flight manual to limit the range and
increase margins as appropriate.

In the study, 79 indicators were extracted from the raw
data of each flight. For each indicator, the mean value of
the same PF was calculated, representing his/her average
performance on this specific maneuvering.

3.2. 1-D Convolutional Neural Networks. The method of
ANN in a variety of ways makes life easier for human beings
[47]. CNN is a sort of feed forward ANN inspired by the
human visual cortex [37]. Related models are mostly
employed to process 2-D information such as pictures and
videos [48].
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Runway departure speed

Speed at 50 ft of landing (-VREF)

Input (1x79) _ | : - Conv

Selected indicators — Block
Takeoft autopilot turn-on altitude

Retard height before touchdown

Flatten

MaxPooling [l Output (1 x 5)
g - Pilot skill levels

Conv
Block

Speed at landing gear is released |—

Roll from 400-50 ft MAX .

Passenger cabin height warning

Conv
Block

Dropout,
rate = 0.2

Fully connected, Fully connected,
activation = tanh  activation = softmax

: Convolution layer, kernel size = 3, activation = tanh

WEVWINEY : 1-D maxpooling layer, size = 3

FiGure 1: The 1-D CNN architecture.

1-D CNN, working on 1-D signals, is an accommodative
version of 2-D CNN. Its convolution kernel and feature map
utilize an 1-D vector instead of 2-D matrices. Besides, the
computational cost is less [49]. Extraction of features and
classification are done in a single body of 1-D CNN which
removes the manual handling requirement for extraction
of features. Because CNN performs a set of multiscale sub-
band decompositions in each hidden convolution-pooling
layer, 1-D CNN has the ability to recognize and isolate pat-
terns from numerous flight indicators.

Indicators, representing the average performance of
pilots, are used as the input of 1-D CNN. The architecture
of the proposed 1-D CNN is shown in Figure 1. The forward
propagation of the I-th convolutional layer is described by

N,
xk=bl+ Z conle(wﬁ;l, s£’1>, (1)
i=1

where xfc is defined as the input, bi is defined as the bias of
the k-th neuron at layer J, ! is the output of the i-th neuron
at layer [ — 1, and w/;! is the kernel from the i-th neuron at
layer I -1 to the k-th neuron at layer . conv1D(:, -) is used
to perform 1-D convolution. In order to obtain the network
sparsity and improve the robustness of the features, the
MaxPooling operator is used and it extracts local maximum
values of feature maps as

5= o(oci max (si) + ﬁi) , (2)

where af, ﬁi, and max (-) denote the weight, deviation, and
the MaxPooling function of the k-th pooling unit at /-th
MaxPooling layer, respectively, and o represents the activate
function.

In principle, the increase of convolutional and MaxPool-
ing layers implies that more feature information could be

learned. Meanwhile, too many convolutional layers will lead
to the vanishing gradient problem and increase the compu-
tational cost of model training. The MaxPooling is adopted
in the network for a downsampled output, which reduces
the spatial size of the output and decreases the number of
features and the computational complexity of the network.
We made use of the block that contained two convolutional
layers following with one MaxPooling layer. To get the effi-
cient architecture, one block was added after each trial of
the experiment. The structure with 3 blocks converges with
fastest speed, obtaining over 80% accuracy on the training
set after 17 epochs (Figure 2). If the model has 2 blocks,
the training accuracy exceeds 80% after about 35 epochs. If
the model has only 1 block, the accuracy of the model on
the training set after 40 epochs still cannot exceed 70%,
and the trained network is considered not to have a stable
performance. Since the data dimension had dropped to 1
after 3 blocks, no more convolutional nor MaxPooling layer
could be added. In addition, comparing the final results of
the network with 2 blocks and 3 blocks on the test set, the
prediction accuracy of 3 blocks was higher. Therefore, the
proposed architecture contains 6 convolutional layers and
3 MaxPooling layers. The number of filters of the first two
convolutional layers was set to 16, while the others were
64. The activation function was tanh, and the kernel size of
MaxPooling layers was 3 [50].

The output data from the last MaxPooling layer was
flattened to combine the features extracted from the previ-
ous layers and then fed into the fully connected layer. The
first fully connected layer outputs 128 channels, using tanh
as the activation function. The dropout layer was added to
improve the robustness of the network, dropping out a
percentage of outputs from the previous layer [51]. The
dropout rate was 0.2. The last fully connected layer per-
formed the classification utilizing softmax as the activation
function and output 5 channels, corresponding to the skill
levels of pilots.



International Journal of Aerospace Engineering

Training accuracy (%)

20.0

—— 1Block
2 Blocks
—— 3 Blocks

Epoch

FIGURE 2: Effect of model architecture on training accuracy.

Assume the input layer /=1 and the output layer [ = L.
The error in the output layer is described as

Np

E=E(y, 0%, ) = ). (0 - 1)’ 3)

i=1

Corresponding to the input value, the output vector is |
y1> -+ yx,)- The purpose of backpropagation is to find the
derivative of error according to an individual weight, wf;l,

and bias of the neuron k, b, so that the gradient descent
approach can be performed to a minimum error [3].

3.3. Analysis of the Questionnaires. The pilot performance in
airlines is generally evaluated as a composite ability, but
the actual performance is not an indivisible entity. In the
ICAOQO description of pilot competencies, there are 8 core
competencies of a pilot, including the application of proce-
dures, communication, aircraft flight path management
(automation), aircraft flight path management (manual),
leadership and teamwork, problem-solving and decision-
making, situation awareness, and workload management
[52]. In [53], the abilities reflected by flight data were also
classified into 4 categories such as integrity, smoothness,
accuracy, and punctuality.

In this paper, the opinions of expert pilots on the impor-
tance of indicators were collected by questionnaires, and
then, specific indicators would be downscaled by factor anal-
ysis. By grouping variables with high correlation, multiple
indicators could be converted into fewer integrated indica-
tors that are independent of each other and contain key
information to determine pilot performance.

During 79 indicators presented in this paper, some are
more sensitive to the pilot performance, while the rest have
weaker associations with the performance. Therefore,
removing the indicators with weaker associations before
the prediction could improve the efficiency of observation

and evaluation. Besides, some indicators reflect the same
ability to determine performance. It is necessary to know
whether the indicator could improve the results of 1-D
CNN.

3.4. Questionnaire Design. The questionnaire is divided into
2 parts: the first part consists of basic information, including
age, skill level, flight hours, and graduate school of pilots.
The second part is the main section. Experts are collected
to evaluate the indicator importance to pilot performance.
Importance is noted from 1 to 5. The score of 5 means that
it is much more important, while the score of 1 means the
lowest importance.

Expert pilots who participated in the questionnaire were
from different airlines in China, with flight hours ranging
from 22 to 26,000 hours. The questionnaire was designed
in a multiple-choice format with 60 questions. It summa-
rized the flight performance of 79 indicators listed in
Table 1. In order to ensure the typicality and validity of
the survey results, the questionnaires with complete basic
information were selected. A total of 348 valid question-
naires were obtained.

Factors were extracted from the questionnaire responses
using factor analysis. The factor analysis is a technique
which is used to reduce a large number of variables into
fewer factors [54].

4. Results

4.1. Data Analysis. All the data were collected, cleaned, and
processed. When calculating the correlation, the ranking of
“instructor, captain, cruise captain, first officer, second offi-
cer” was replaced with “5, 4, 3, 2, 1” in descending order.
(According to the company’s policy, after graduating from
flight school and joining the airline, one becomes a second
officer first. After approximately one year, if the technical
assessment is satisfactory, he/she will be promoted to first
officer. In about 4 to 5 years, if the safety record is good
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TaBLE 2: Correlations of indicators with flight skill levels.
Indicator Correlation coefficient Significance (two-tailed)

Takeoff autopilot turn-on altitude

Runway departure speed

Late reverse thrust use

Approach speed at 1000 ft (-VAPP)

Retard height before touchdown

Landing configuration setting height

Change of heading during landing MAX

Flare time

Landing gear up height in takeoff

Landing gear down height in landing

Exceed altitude restriction of using flaps
Approach speed at 500 ft (-VAPP)

Takeoff pitch rate

Straight-line taxiing speed MAX

MAX deviation of localizer from 1000 to 500 ft
Roll above 1000 ft MAX

MAX deviation of heading from 100 knots to off-ground
Stick shaker warning

MAX deviation of glide slope from 1000 to 500 ft
Overspeed of configuration 2 (MAX-VEE)

-387%* 0.000
-.358%" 0.000
~311** 0.000
-.307%" 0.000
277%F 0.000
264" 0.000
-.254% 0.000
-.243** 0.000
-.231%" 0.000
222%F 0.000
.195** 0.000
-.165%" 0.000
-157** 0.000
-.155%" 0.000
-.144%F 0.000
-.134** 0.000
- 1127 0.000
.108** 0.000
-.106*" 0.000
.105%* 0.000

**p<0.01.

and the technical assessment is passed, the pilot will be pro-
moted to cruise captain. About one year afterwards, the pilot
can be promoted to captain. After 3 years of experience as a
captain, one can be promoted to instructor.) The correlation
among indicators is shown using the Spearman correlation
analysis (Table 2). The table shows indicators with higher
correlations under significance at 0.01.

There are 20 out of 79 indicators whose absolute correla-
tions are greater than 0.1, and 10 of them are greater than
0.2. It is denoted that there are positive or negative weak cor-
relations between 10 indicators and flight skill levels. The
four most strongly correlated indicators are all negatively
correlated. It is indicated that pilots with higher skill levels
turn on the autopilot at a lower altitude after takeoff
(r=-0.387""), exit the runway with less speed (r = -0.358"*
), use reverse thrust earlier after landing (r =-0.311**), and
hold less approach speed at 1000ft (r=—0.307**), respec-
tively. The two most positively correlated indicators are the
retard height before touchdown (r = 0.277**) and the landing
configuration setting height (r = 0.264**).

4.2. Pilot Performance Prediction Using 1-D CNN. First, the
indicators were normalized to remove the effect of units.
Then, each pilot’s average performance and his/her skill level
were put into CNN networks, which consists of a 7-layer
structure mentioned above. The learning rate, epochs, batch
size, and dropout rate of the data were set to 0.0001, 40, 1,
and 0.2. 80% of the data was selected as training dataset ran-

domly and the rest 20% as the test data. The accuracy of
CNN networks on the training dataset converged to 98%
after 30 epochs. Since our training data was labeled with
the pilot’s skill levels, we cannot absolutely say that skill
levels equal to the pilot performance. Too much conver-
gence in the training phase will cause over fitting, while less
convergence leads to an incompletely trained model. During
experiments, when the accuracy on the training set was in
60-80% interval, the result on the test set was better (around
60%). Nevertheless, we made the model completely trained
here, and the prediction results on the test dataset were
55.90% + 1.42.

One prediction with 57.45% accuracy is shown in
Figure 3. The highest accuracy of prediction for the first offi-
cer is 0.70, while the wrong prediction of accuracy with 0.13
and 0.17 being the first officer is classified as the second offi-
cer and other categories. The accuracy of prediction is 0.56
for those whose true category is instructor, while the predic-
tion of accuracy with 0.23 is wrong assigned to captains.
Those whose true category is captain are classified as captain
and instructor with 0.55 and 0.17, respectively, and 0.29 is
classified as lower skill levels. The accuracy of classified to
the second officer is 0.38, while it is classified to the first offi-
cer with wrong accuracy of 0.49, belonging to the second
officer. The prediction accuracy of 0.10 is classified as cruise
captain only, the rest is classified in other categories, and
0.71 is classified as the first officer wrongly. The proper rea-
son is that the number of cruise captain is less.
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FIGure 3: The prediction of individual performances in five levels.

4.3. Factor Analysis of Questionnaires. The answers collected
for each question in the questionnaire constituted the set of
important ranks of an indicator. Cronbach’s « coeflicient for
indicators in the questionnaire was 0.989, denoting a good
consistency of questions in the questionnaire. Then, based
on the information obtained from 348 valid responses, a fac-
tor analysis of flight performance was conducted. Validity
testing of the sample data was required before conducting
factor analysis. The Kaiser-Meyer-Olkin (KMO) test and
Bartlett’s test [55] were used to measure the adequacy and
independence assumptions of samples, respectively. The
result of KMO is 0.976. It is higher than 0.7 meaning that
it is suitable for using factor analysis for the existence of a
potential factor structure among the indicators. Also, the sig-
nificance of Bartlett’s test is 0.000, less than 0.01. The
assumption of independence of the items is not valid and
the correlation matrix is not an identity matrix. The validity
of the sample data is confirmed and the sample is suitable for
factor analysis.

The common factors were selected with eigenvalues
greater than 1, and then, 5 common factors were obtained.
The value of 73.32% of the total variance could be explained.
The communality is the sum of the squared component
loadings up to the number of components extracted. For
each indicator, the maximum communality is 0.861 of
“Exceed altitude restriction of using flaps.” The minimum
communality of “Takeoff EGT over temperature” is 0.445,
which is the only one less than 0.5. There are only 16 com-
munalities of indicators less than 0.7, showing that the rest
of the indicators could be well explained by the common
factors.

The indicators were classified using the rotated factor
matrix, and the results are shown in Table 3. There are 30

indicators with a larger correlation coefficient in the first
common factor than the other factors, so they could be
classified into one category. According to the meaning of
indicators in this category, we named manipulation accu-
racy as the first common factor. Similarly, the categories
of guidance tracking, exceeding recognition, general manip-
ulation habits, and risk prevention are identified. After cor-
responding indicators in the questionnaire to the indicators
of flight performance in Table 1, there are 34 indicators of
manipulation accuracy, 18 indicators of exceeding recogni-
tion, 11 indicators of risk prevention, 9 indicators of guid-
ance tracking, and 7 indicators of general manipulation
habits in each category.

5. Discussion

5.1. Comparison with Traditional Methods. The traditional
approach in the area of using QAR data to evaluate pilot
performance needs experts to set limits in advance. When
an indicator exceeds those limits, the flight is considered
at risk and the pilot will be penalized after that. This
approach usually focuses on one single indicator at a time
and assumes a significant association between indicators
and flight performance.

After analyzing the relationships between flight perfor-
mance indicators and pilots’ skill levels with the Spearman
correlation, only 10 indicators’ absolute correlation coeffi-
cients are greater than 0.2, which means weakly correlated.
The absolute correlation coeflicients of the rest are less than
0.2, meaning there is no linear relationship. Therefore, if
these indicators are used in isolation, they would not reflect
pilot performance precisely. Using such results to reward or
punish pilots is criticized, which is why airlines and pilots
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TaBLE 3: The rotated factor matrix.

Item Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Principal component
Roll above 1000 ft MAX 0.843 0.140 0.214 0.221 0.090
Decline rate above 10,000 ft MAX 0.827 0.176 0.156 0.197 0.147
Roll from 500 to 1000 ft MAX 0.779 0.253 0.285 0.241 0.101
Decline rate from 3000 to 2000 ft MAX 0.768 0.248 0.171 0.285 0.169
Takeoff autopilot turn-on altitude 0.755 0.184 0234  0.196 0.150
Takeoff change of configuration height 0712  0.184 0311 0209  0.087
Late reverse thrust use 0.659 0.216 0.146 0.417 0.245
Speed below 10,000 ft MAX 0.656 0.152 0.174 0.404 0.353
Initial climb speed (-V2) 0.655 0.398 0.303 0.241 0.112
Straight-line taxiing speed MAX 0.647  0.211 0319  0.128 0.162
MAX deviation of glide slope from 1000 to 500 ft 0.642 0.379  0.391 0.083 0.244
Roll from 1000 to 400 ft MAX 0.641 0.393 0.252 0.290 0.239
Roll from 50 to 500 ft MAX 0.623 0.442 0.319 0.151 0.146
MAX deviation of localizer from 1000 to 500 ft 0618 0360 0417  0.132  0.237
High thrust using speed spoiler 0.612 0.261 0.281 0.371 0.188 . i
Manipulation accuracy
Approach speed at 1000 ft (-VAPP) 0.608 0.366  0.251 0.279 0.303
Pitch at touchdown 0.601 0.507 0254  0.097  0.167
Retard height before touchdown 0.593 0488  0.139 0234  0.134
Approach speed at 500 ft (-VREF) 0.578 0455 0239 0316 0287
Flare time 0.577 0.399 0.157 0.344 0.278
Decline rate from 2000 to 1000 ft MAX 0.574 0377  0.189  0.451 0.262
Speed with landing gear down MAX 0.571 0.335 0236  0.503 0.138
Landing gear up height in takeoff 0.556 0.191 0.263 0.510 0.328
Load at touchdown 0.556 0.332  0.341 0.236 0.105
Takeoff change of configuration height 0.547 0356  0.135  0.531  0.208
Final approach using speed spoiler 0.544  0.231 0.131 0.355 0.480
Approach speed 0.542 0.423 0.241 0.395 0.267
Takeoff pitch rate 0.534 0.466 0.338 0.241 0.117
Pitch rate at landing 0.520 0.386  0.335 0.040 0.219
Meteorological radar still on until engines shutdown 0.439 0.191 0.248  0.346 0.412
Roll below 50 ft MAX 0.217 0.678 0.311 0.228 0.267
Roll from 400 to 50 ft MAX 0.376 0.632 0.270 0.281 0.301
Touchdown speed (-VREF) 0.509 0.579 0.143 0.359 0.179
Speed at 50 ft of landing (-VREF) 0.467 0.572 0.249 0.181 0.238
Pitch rate at landing 0.461 0.566 0.166 0.348 0.250 . .
. . Guidance tracking
MAX deviation of glide slope from 500 to 150 ft 0.382 0.563 0.321 0.328 0.305
Roll swing below 100 ft 0.443 0.554 0.375 0.150 0.258
MAX deviation of localizer from 500 to 150 ft 0.416 0.535  0.304  0.287 0.324
Decline rate from 500 to 50 ft MAX 0.251 0.527  0.363 0464  0.240
Decline rate from 1000 to 500 ft MAX 0.489 0.504 0.298 0.288 0.178
Exceed altitude restriction of using flaps 0254  0.183  0.780  0.303  0.249
Gross weight of landing 0.301 0.046  0.738  0.089  0.170
Overspeed of configuration 0.287  0.251 0.720  0.309 0.227
Exceeding tire limit speed 0.275 0.239 0.707 0.351 0.099 . .
. - Exceeding recognition
Exceed maximum limiting speed (MAX-VMO) 0.227 0327  0.612 0.285 0.356
Nose gear touchdown first 0.157  0.288  0.592  -0.015  0.350
Change of heading during landing MAX 0.287  0.513 0572  0.130  0.168

MAX deviation of heading from 100 knots to off-ground 0.144 0486  0.528  0.169  0.307
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TaBLE 3: Continued.

Item

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5

Principal component

Takeoff EGT over temperature 0.329 0.351 0.430  -0.071  0.152

Speed at landing gear retracting 0.410 0.190  0.363 0.685 0.130

Speed at landing gear is released 0.408  0.183 0415 0.632  0.159

Landing configuration setting height 0.481 0.320 0239 0570  0.323 . . .

. General manipulation habits

Maximum lateral load 0.410  0.501 0.248  0.538  0.091

Runway departure speed 0.468 0.329 0243 0.501 0.308

MAX longitudinal load on the ground 0.480 0497 0224 0499 0.158

GPWS warning 0.118 0.243 0.372 0.079 0.766

Bounced landing 0.380 0.266  0.179  0.199 0.649

Stick shaker warning 0.140 0.216  0.481 0.142 0.625 Risk prevention
Passenger cabin height warning 0.181 0223 0419 0312  0.586

Speed (MIN-VLS) 0.357 0.404 0.317 0.210 0.454

resist the extensive use of QAR, also known as “overuse of
flight data.”

Among the 10 indicators with higher correlation coeffi-
cients, 6 of them belong to the common factors of manipu-
lation accuracy. Three indicators of them belong to general
manipulation habits. There is only one indicator that
belongs to exceeding recognition, and none of the indicators
with high correlation appears in the risk prevention and
guidance tracking categories. The relationships between
manipulation accuracy or general manipulation habits and
flight performance are stronger, so the indicators belonging
to these categories are easier to reflect performances by com-
paring them with predefined thresholds. In contrast, the
other three categories of indicators are difficult to evaluate
performance in this way.

The method using 1-D CNN effectively solves the prob-
lem of not considering multiple indicators at the same time.
The features among different indicators were extracted by
the method of 1-D CNN and formed higher-level features,
which eventually resulted in good prediction capability at
the pilot skill levels.

5.2. The Impact of Skill Levels. Although the overall predic-
tion accuracy is 55.90% + 1.42, there are two situations need
to be considered. First, the prediction accuracy is lowest
when the pilots are cruise captains, and most of them are
classified in the category of first officer, as in Figure 3. This
is because the cruise captain is considered as a transitional
level in the airline companies and the number of individuals
in this category is less. In this paper, the percentage of cruise
captain only account for 3.84%. In addition, most cruise cap-
tains only have a short period after their first officer time,
indicating the two levels have similar characteristics. Second,
most errors are caused by classifying pilots to the neighbor-
ing levels of their own, with 49% of second officers being
considered as the first officer and 23% of instructors being
considered as the captain. Because there is no rigorous flight
performance criteria that could be used as training labels, the
promotion of pilots can partly reflect their improvement of
flying ability. However, there are some counterexamples

with higher levels and lower performances. Especially,
instructors cannot usually perform better than captains,
because the age increase might cause a decline in physical
capability and maneuvering performance. Therefore,
although the overall accuracy is not high, we still believe that
the 1-D CNN method in this paper achieves desirable results
in practice.

To relieve the second situation above, the classification
problem was converted into a binary one. The instructor
and captain were treated as the “high performance” cate-
gory, while the cruise captain, first officer, and second officer
were treated as the “low performance” category. After the
processing of 1-D CNN, its prediction accuracy reached
78.18% (Figure 4).

5.3. Comparison with Other Machine Learning Methods

5.3.1. Compared Methods. In this paper, some traditional ML
methods (SVM, logistics regression, K-nearest neighbor, and
decision trees) were used to classify pilot performances. The
SVM proposed by Cortes and Vapnik [56] is a supervised
learning model commonly used for pattern recognition, clas-
sification, and regression analysis. A data point is viewed as a
p-dimensional vector, and the aim of SVM is to separate
such points with a (p—1)-dimensional hypersurface. The
hypersurface that has the greatest margin between different
classes is the feasible option [17].

Since around 1970, the logistic model has been fre-
quently utilized for binary regression [57]. The logistic
regression is estimating the parameters of a logistic model
(Equation (4)) by maximum likelihood.

B 1
S 1t e s

p(x) (4)

where y is a location parameter and s is a scale parameter.
The principle of K-nearest neighbor is that when pre-
dicting a new value, it is judged which category it belongs
to according to the category of the points closest to it [58].
There is no need to estimate parameters and train. However,
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FIGURE 4: A 2-class prediction with individual performances.

the K value is not fixed, and it has a great influence on the
classification results. Prediction results are susceptible to
noisy data. When the samples are unbalanced, the prediction
of new samples will be biased towards the party with the
dominant number.

The decision tree algorithm was proposed early [59]. Each
internal node of the tree-like structure represents a “test” on
an attribute. It starts at the tree root and split the data on the
feature that results in the largest information gain:

Information Gains(s) = H(t) — H(s, t), (5)

where H(t) represents entropy of a node of the decision tree
and H(s, t) is the entropy of a candidate split at node ¢ of a
decision tree. The main disadvantage of decision trees is that,
even with prepruning, they often overfit and generalize poorly.
Thus, in most applications, the ensemble method introduced
by the subsequent random forest is often used instead of a sin-
gle decision tree.

Three relatively recent methods have been compared
here. Fawagreh et al. created the random forest, an ensemble
learning technique for classification that builds a multitude
of decision trees during training [60]. It compensates for
decision trees’ tendency to overfit to their training set. Ada-
Boost is a machine learning approach that is based on the
idea of combining many relatively weak and inaccurate pre-
diction rules to create a highly accurate prediction rule. It is
often referred to as one of the best out-of-the-box classifier
[61]. XGBoost is proposed by Chen et al. in 2015, gaining
much popularity and attention recently as the algorithm of
choice for many winning teams of machine learning compe-
titions [62].

Two main deep learning methods (MLP and DBN) were
also used to compare. MLP is a feed-forward network which
consists of a number of neurons connected by linking
weights. It is composed of nonlinear layers, which are
stacked and trained in a purely supervised manner.

DBN is a generative model that provides joint probabil-
ity distribution of visible data and class labels. To learn
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DBN, there are two phases called pretraining and fine-
tuning. Pretraining is unsupervised learning with stacked
restricted Boltzmann machines (RBMs). In the fine-tuning
phase, the network is trained using labeled data based on
backpropagation [62].

5.3.2. Results on Pilot Performance Prediction. During tradi-
tional methods, the logistic regression gets the highest accu-
racy, with a percentage of 52.55%. The prediction results of
K-neighborhood and decision tree are lower, only reaching
44.91% and 40.73%. Although their accuracies are poor,
the results of them are consistent with the actual situation.

The prediction accuracy of SVM, 37.09%, is the worst.
The prediction accuracies of each category are 0%, except
that of first officer reaching 100%. In other words, all pilots
are classified to first officer by SVM. Therefore, for the prob-
lem of classifying pilot performance, it is not applicable
(shown as dashed bar in Figure 5).

The random forest, AdaBoost, and XGBoost achieve
good results. The overall accuracy of the random forest is
higher, especially it reaches 91% in category of first officer,
but the accuracies are lower in other categories. This leads
to the method being heavily influenced by data unbalance.
The accuracies of AdaBoost and XGBoost are 58.9% and
63.82%, respectively, which are slightly lower than the
method proposed in this paper.

In the comparison deep learning methods, the MLP was
comprised of two hidden layers, and each had 64 neurons.
Every hidden layer was followed by a dropout layer with
the rate of 0.1. The activation function was chosen as ReLU.
The DBN had two hidden layers with 128 neurons each. Set
the same dropout rate and activation function for this net-
work. The iteration of backpropagation was set to 100 to
make the model converge. The accuracy of MLP on the
training dataset after 100 epochs was only 0.84. In order to
make the 1-D CNN comparable with it, so the epochs of
1-D CNN was chosen here as 20, having an accuracy of
0.81 after the training phase.

The deep learning methods all obtain better prediction
results than the traditional ML methods with the current
parameter settings. The DBN is 60.25%, the MLP is
62.79%, and the 1-D CNN proposed in this paper is
64.97%. Here, these deep learning methods achieve higher
prediction results, because no excessive accuracy (e.g.,
98%) was required in the training dataset. This helps to
avoid the degradation of prediction accuracy on the test
dataset caused by overfitting.

The 1-D CNN method proposed in this paper achieves
the best prediction accuracies of 49% and 70% in categories
of second officer and captain, respectively (Figure 5). In the
category of instructor, the method in this paper is only
slightly lower than MLP by 1%. Its prediction accuracy also
reaches 63%, which is relatively satisfactory. In the first offi-
cer category, the method proposed in this paper is signifi-
cantly lower than DBN and the random forest, but it is
more stable in other categories. In the category of cruise cap-
tain, the method in this paper achieves the highest of 19%.
This indicates that the 1-D CNN is relatively good for com-
plex problems with multicategories and imbalanced datasets.
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Since airlines tend to classify pilot performance to reflect
more minor differences, this leads to more classification cat-
egories and imbalanced datasets. Therefore, the approach in
this paper is more applicable to practical needs.

5.4. Effect of Common Factors. Different combinations of
indicators were used as inputs according to the common fac-

tors obtained above. The prediction results of 1-D CNN are
shown as percentages in black in Figure 6. The abbreviation
CF in the figure indicates all 79 common factors. When the
inputs contain the factors of manipulation accuracy, the pre-
diction accuracies are all above 50% (bars 1, 7, 8, 9, and 10).
The results are still higher than 53% after excluding one
other common factor separately (the 7th, 8th, 9th, and
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10th bars), which show minor differences from the predic-
tion using all indicators. It is indicated that the manipulation
accuracy has the greatest influence on pilot performance.
However, if only the indicators of manipulation accuracy
were used as inputs (the Ist bar), the result is 52.18%,
slightly worse than previous cases.

When indicators of another common factor are used as
inputs individually, all the prediction accuracies are below
50% (bars 2, 3, 4, and 5). Although the values are greater
than 40%, most pilots are assigned to the category of first
officer in these cases. The proposed method is unable to dis-
tinguish the pilots anymore. Indicators of single common
factor except manipulation accuracy cannot predict well,
but the combination of four common factors together yields
a slightly better result (the 10th bar) with an accuracy of
48.36%.

The convergence rates of the 1-D CNN models are
shown as the percentages in red in Figure 6. In the training
process, the indicators of manipulation accuracy combined
with other common factors make the method converge fas-
ter than using manipulation accuracy alone. Using the four
other common factors together has a faster convergence
speed than using them separately and has a higher accuracy
on the training set reaching 84.04% after 40 epochs. Here,
the accuracies around 50% indicate that the training did
not yield fairly fixed models.

It is implied that the performance of pilots needs to be
evaluated through diverse indicators, but the main concern
is the manipulation accuracy. Attention and development
of such abilities need to be focused on during routine flight
and training.

6. Conclusions

Airlines have an access to a large amount of flight data
recorded in the form of QAR data during their daily opera-
tions. However, analyzing and extracting useful conclusions
from such a large amount of data is still a challenge, espe-
cially for evaluating pilots. A new method of 1-D CNN is
proposed in this paper. The routine flight data collected is
used automatically to distinguish pilot performances via
deep learning.

Based on operational experience, this paper obtained 79
indicators for evaluating pilot performance by setting filter
conditions. Routine data of 54,893 flights were used, all of
which were operated by Boeing 737-700 or 737-800. The
correlation between indicators and pilot skill levels was
examined and it is found that there is little correlation
between them. It illustrates that the traditional exceedance
detection of expert-defined criteria is somehow not feasible.
That is why experts are skeptical of using QAR data in this
way. After general data cleaning, the indicators are put into
the 1-D CNN model proposed in this paper, and pilot skill
levels are used as training labels. On the pilot performance
estimation with five categories, the total prediction accuracy
reached 55.90% + 1.42. Compared to other ML methods and
some deep learning methods, the proposed approach in this
paper achieved the best estimation results. In addition, the
results of 1-D CNN method improved to 78.18% on the
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binary classification issue. It shows that the method in this
paper could evaluate pilot performance by using the infor-
mation contained in airline QAR data effectively and give
reasonable hints to airlines for subsequent measures.

The questionnaire is designed to obtain the importance
of indicators further. The results of the 348 responses were
collected for analysis by using factor analysis. The 79 indica-
tors are classified into 5 common factors, which are manip-
ulation accuracy, guidance tracking, exceeding recognition,
general manipulation habits, and risk prevention. In order
to study the influence of various common factors on the
evaluation of pilot performance, the indicators were fed into
1-D CNN in different combinations, respectively. The
results show that the pilot performance is mainly influenced
by the manipulation accuracy. Besides, other categories also
contain some deeply buried information and are beneficial
to improve the learning speed of the model.

Currently, the data analysis is limited to Boeing 737-700
and 737-800. A future enhancement of this study is to
extend the proposed method to other aircraft types. Since
our training data was labeled with the pilot’s skill levels, we
cannot absolutely say that skill levels equal to the pilot per-
formance. On one hand, we need to adjust the convergence
degree of the model appropriately during the training. Too
much convergence will cause overfitting, while less conver-
gence obtains the model which is not completely trained.
On the other hand, finding reference objects other than the
pilot skill levels which are used as training labels may also
improve the final evaluation of the model, but there is still
a long way to go in this field.

Data Availability

The flight data (QAR data) used to support the findings of
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