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In the context of the rapid advancements in space technology and the increasing complexity of space missions, there is a growing
need for efficient and effective approaches to tackle the multifaceted challenges faced by space systems. Traditional methods often
fall short in providing comprehensive support throughout the entire life cycle of space systems. To address these challenges, this
paper presents a novel parallel space system architecture based on ACP (artificial systems, computational experiments, and
parallel execution) and explores its applications in the design, development, and operation of space systems. The proposed
architecture integrates artificial systems with actual space systems and employs computational experiments to generate
extensive sample data. This approach enhances the accuracy of the artificial systems’ model and optimizes the performance of
the real systems, facilitating parallel advancements between the two. The design, development, and operation processes of Q-
Sat, implemented using the ACP framework, serve as a case study to illustrate the advantages of parallel space systems.
Following adjustments made to the discrepancies between parallel systems under the ACP-based space system framework, the
accuracy of missing orbit compensation improved by 86.5%, and the 24-hour forecast positional error was reduced by
approximately 65m. Furthermore, this paper discusses future trends, emphasizing the increasing efficiency and reliability of
digitized, integrated, and adaptive space systems. The findings contribute to the understanding of parallel space systems and

provide valuable insights for further advancements in the field.

1. Introduction

Space systems are complex and large-scale systems, consist-
ing of the space environment, spacecraft, ground system,
and support system [1]. With continuous technological
advancements, the types of space missions have become
increasingly diverse [2, 3]. Moreover, spacecraft develop-
ment has evolved from a single system with a single mission
to include multisatellite systems, such as satellite constella-
tions, distributed formation satellite systems, and cluster
spacecraft [4-6]. These advancements have led to more
complex interactions among spacecraft within multisatellite
systems. Additionally, the autonomy of spacecraft has been
enhanced, which has further driven the need for interaction
between different spacecraft systems. Furthermore, the space
environment has been continuously deteriorating, leading to
increased uncertainties faced by space systems [7]. As a
result, future space systems are increasingly exhibiting the
characteristics of complex systems [8]. The architecture

design, development, and operation of such a complex sys-
tem will become crucial.

In current research on space systems, significant prog-
ress has been made in the development of spacecraft simula-
tion. The European Space Agency (ESA) has developed the
SMP2 Spacecraft Simulation Platform, which has become
the de facto standard in the European space simulation com-
munity. Simulation software such as EuroSim and SIMSAT,
which adhere to the SMP2 standard, is widely used in the
field [9]. The Netherlands Space Office has developed the
configurable simulation system framework tool called Euro-
Sim Framework. It enables the construction of configurable
simulators for digital simulations and has been extensively
applied to ESA satellite projects, including GAIA and Gali-
leo. The NASA Johnson Space Center has spearheaded the
development of the Trick General-purpose Simulation Envi-
ronment, which is an open-source project. It has been
applied in flight control tasks for projects such as the Orion
spacecraft and the Space Station robotic arm [10]. The Jet
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Propulsion Laboratory (JPL) has utilized Dshell and Darts to
establish a general purpose simulation environment that
includes the Darts library for flexible multibody dynamic
calculations and a component model library. This simula-
tion environment is platform-independent and has been
employed in models such as Cassini and Galileo [11]. These
research efforts highlight the high level of maturity achieved
in terms of accuracy, real-time performance, and interactiv-
ity in spacecraft simulation systems.

In addition to these developments, the advent of digital
thread and digital twin concepts has paved a new pathway
for mapping physical space entities to virtual space solutions
[12, 13]. In the aerospace domain, Siedlak et al. proposed an
integrated digital thread approach encompassing detailed
models and analyses, capable of quantifying and trading off
unconventional design production costs, rates, and efficien-
cies in the early stages of the design process within a variable
demand environment [14]. Zhang et al. established a digital
thread-based digital twin (DTDT) framework, addressing
the complexities and management challenges of aircraft
assembly environments, thereby enhancing the efficiency of
the aircraft assembly process [15]. Eskue proposed a digital
thread roadmap for manufacturing and health monitoring
the life cycle of composite aerospace components, aiming
to garner exponential benefits for life cycle insight and
manufacturing optimization [16]. Further, Zhao et al. pro-
posed an application of digital thread in model-based space-
craft development, offering solutions to the challenges of
diverse data types, complex relational interconnections,
and sharing difficulties prevalent in various stages of the
development process [17].

However, there is currently no unified framework for
studying the design, development, and operation of space
systems. Therefore, it is necessary to construct a comprehen-
sive framework guided by system theory, which encom-
passes multiple stages, objectives, and hierarchical levels. In
addressing the modeling, analysis, control, and management
challenges of complex systems, Wang has proposed a theo-
retical framework and methodology centered around artifi-
cial systems, computational experiments, and parallel
execution, guided by the principle of continuous exploration
and improvement [18, 19]. This approach allows for the res-
olution of modeling, analysis, and experimentation issues
within a unified theoretical framework and has found wide
application across various domains. For instance, in the field
of complex engineering, it has been applied to real-time
safety monitoring of visual intelligence [20], transportation
systems [21], oil fields [22], metaverse [23], and so on
[24-27]. In agricultural engineering, it has been utilized for
monitoring and managing crop cultivation, precision con-
trol of crop manufacturing, and fine control of high-value
plant species [28]. In the realm of ecological environment,
it has been employed for experimental ecosystem transfor-
mation, regulation of river and mountain ecology, and
assessment of the impact of human activities on the environ-
ment [29]. ACP, proposed as a novel framework in response
to the rapid development of complexity science and com-
puter simulation technology, offers an innovative approach
to address complex systems in the context of space systems.
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Specifically tailored to space complex systems, the core idea
revolves around the integration of actual space systems and
artificial space systems, combining physical experiments
with computational experiments. The objective is to opti-
mize space systems across different stages and maximize
the utilization of actual experimental data.

Motivated by these facts, this work attempts to construct
an ACP-based parallel architecture for space systems that
integrates physical experiments with computational experi-
ments to optimize the design, development, and operation
of space systems. The contributions of this article are listed
in the following aspects.

(1) An ACP-based parallel space systems were estab-
lished, introducing the concept of parallel design,
development, and operation at different stages of
the space systems. By creating an artificial system
based on the real space system and conducting com-
putational experiments, a vast amount of sample
data was generated to accelerate the optimization of
the real system. Meanwhile, continual adjustments
were made to the artificial system based on feedback
from the real space system, achieving parallel pro-
gression of both

(2) For Q-Sat, a parallel artificial system based on the in-
orbit perturbation model was established during the
design phase to facilitate the detection of the gravita-
tional field and upper atmosphere. During the devel-
opment phase, corresponding artificial systems for
each satellite subsystem were constructed for parallel
computational experiments. The results obtained
were analyzed in conjunction with feedback from
the actual system data, gradually refining the artifi-
cial system model while supporting the optimization
of real system parameters

(3) In the operation phase of Q-Sat, parallel systems for
the operational segment were established. Utilizing
the extensive data acquired in-orbit by the satellite,
the parallel systems continuously corrected the dis-
crepancies between the artificial and real systems
while analyzing the data. Through in-orbit experi-
mental data, gravitational field and atmospheric den-
sity inversion calculations were performed, and
models within the artificial systems were dynami-
cally updated to enhance the accuracy of Q-Sat orbit
propagation predictions within the artificial systems

The rest of this paper is organized as follows. The flow-
chart of the research methodology is shown in Figure 1. In
Section 2, the concept of parallel space systems is intro-
duced, and the overall architecture of the ACP-based space
systems are established. Then, Section 3 focuses on the
design, development, and operation of the Q-Sat using the
ACP framework. The results and discussion of parallel
experiments of Q-Sat are given in Section 4. Next, Section
5 outlines the future prospects of parallel space systems
and potential advancements. Finally, the conclusion of this
paper is summarized in Section 6.
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FiGURre 1: The flowchart of the research methodology.

2. Overall Structure of ACP-Based
Space Systems

2.1. Parallel Space System Concept. The parallel space sys-
tems are built upon the ACP theoretical framework, wherein
artificial systems are developed to correspond to the actual
systems. By executing both systems in parallel, a compara-
tive analysis is conducted to evaluate their behaviors, thereby
continuously enhancing the model of artificial systems. This
methodology significantly contributes to the space systems.

The core principle of parallel space systems lies in the
parallel development of actual systems and artificial systems
through parallel computational experiments. In the process
of designing, developing, and operating space systems, the
characteristics of physical experiments vary across different
stages. Given the limited number of physical experiments
that can be conducted, it becomes challenging to compre-
hensively capture all key factors. Similarly, when construct-
ing artificial system models, it is difficult to account for all
uncertain factors. To address these limitations, conducting
various state and influential factor experiments in the artifi-
cial space systems based on the results of a single physical
experiment offers a cost-effective and adequately diversified
approach. Moreover, research on perturbation analysis and
exploratory analysis methods tackles the effective utilization
of experimental data. Perturbation analysis, in particular,
offers an improved alternative to the Monte Carlo method
in computational experiments. By introducing perturbation
quantities to construct perturbed sample trajectories from
existing sample trajectories and analyzing the influence of
perturbation parameters on these trajectories, the perfor-
mance of space systems can be quantitatively assessed.

In contrast to digital twins, parallel systems serve a
broader purpose. Digital twins primarily serve as a real-
time virtual representation of a physical entity or system
[30]. While parallel systems, particularly in the context of
space system applications, operate on the ACP theoretical
framework, digital twins focus more on synchronizing with

the actual systems to provide immediate feedback and con-
trol. Digital twins are predominantly used in scenarios
where constant monitoring, maintenance, and optimization
are crucial, such as in manufacturing processes or infrastruc-
ture management. They rely heavily on IoT (Internet of
Things) technologies for data collection and are often inte-
grated into the system they mimic for real-time interaction
and decision-making.

In the realm of parallel space systems, this distinction
becomes more pronounced. For instance, consider a satellite
system where the actual systems comprise the physical satel-
lite orbiting the Earth, and the artificial system is its computa-
tional counterpart. In a digital twin setup, the virtual model of
the satellite would continuously receive data from the satel-
lite’s sensors to update its state and predict future conditions,
primarily focusing on maintenance and immediate opera-
tional adjustments. Conversely, in a parallel space system sce-
nario, the artificial systems would not only replicate the
satellite’s current status but also run parallel computational
experiments. These experiments could explore a wide range
of scenarios, like different orbital paths or responses to hypo-
thetical space weather events, which are not feasible or prac-
tical to replicate in physical experiments. This approach
enables a comprehensive analysis and a deeper understand-
ing of the satellite system’s behavior under various condi-
tions, enhancing its design and operational strategies.

The parallel space systems, thus, serve a broader pur-
pose, extending beyond immediate synchronization with
the physical system. It creates a more versatile environment
for experimentation and analysis, driving innovation and
optimization in space system design and operations. This
methodology exemplifies the fusion of theoretical research
and practical application, offering a robust framework for
advancing space technologies.

The parallel space system architecture offers several
advantages:

(1) System Performance Optimization. The parallel space
system architecture enables the evaluation and opti-
mization of space system performance through com-
putational experiments. By conducting simulations
and virtual experiments, different parameter settings,
algorithm adjustments, and system configurations
for each subsystem can be explored to identify the
optimal solutions. This approach allows for early
detection of potential issues, system design improve-
ments, and the optimization of space system perfor-
mance and efficiency

(2) Rapid Iteration and Improvement. The parallel space
system architecture facilitates fast iteration and
continuous improvement. Computational experi-
ments and simulations enable quick testing and val-
idation of system designs, providing ample data
resources to support actual systems. This promotes
timely adjustments and optimizations, accelerating
system development, reducing development time
and experimental costs, and enhancing system qual-
ity and reliability



(3) Decision Support and Risk Assessment. The parallel
space system architecture provides data analysis
and decision support based on computational exper-
iments. By monitoring the real-time status and oper-
ation of the system, it becomes possible to better
evaluate the health of different stages of the space
systems, identify potential issues, and take appropri-
ate measures. This helps reduce risks, enhance sys-
tem robustness, and enable researchers to make
data-driven decisions

The parallel space systems, based on the ACP theoreti-
cal framework, innovatively blend actual and artificial sys-
tems via parallel computational experiments. By leveraging
artificial space systems and techniques like perturbation
analysis, it overcomes limitations of physical experiments,
enabling a thorough performance assessment. This architec-
ture streamlines system optimization, accelerates iteration
cycles, and enhances decision-making and risk assessment.
Consequently, it revolutionizes space system development
by significantly improving system quality, efficiency, and
reliability.

2.2. Phased Parallel Space System Establishment. Given that
the application scales within different stages of a space sys-
tems vary significantly, the process of establishing artificial
systems in a phased manner can effectively partition the
entire space systems into discernible levels. This approach
serves to underline the distinctions among systems at vari-
ous levels and facilitates the parallel growth of artificial and
actual systems, made possible through parallel computation.
In the context of this article, the ACP-based space systems
are classified into three distinct, yet interconnected stages:
the design phase, the development phase, and the operation
phase (see Figure 2).

2.2.1. Design. The design phase marks the inception of a
space system’s life cycle. During this stage, based on the spe-
cifics of the space mission, system objectives and require-
ments are identified, and solutions are devised along with
the formulation of overall parameters. The establishment
of an artificial systems in the design phase is primarily used
for simulating and assessing the performance and feasibility
of different design solutions, mainly including the overall
system model and subsystem models. By creating an artifi-
cial system model, a high-level exploration and validation
of the system’s overall architecture, functions, and perfor-
mance can be conducted. In the design phase, the artificial
system model can aid researchers in understanding and
optimizing its holistic design, including the distribution of
system functions, the interaction among subsystems, and
the selection of key technologies. Concurrently, through par-
allel execution with the actual systems, researchers can con-
duct a comparative analysis of the behavioral differences
between the artificial system model and the actual systems,
refining the artificial system model for the design phase
based on actual results.

2.2.2. Development. Upon completion of the design phase,
the space systems transition into the development stage.
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This phase involves the transformation of designs into tangi-
ble systems, along with manufacturing, integration, and test-
ing. The creation of an artificial systems in the development
stage predominantly aids the actual construction and inte-
gration process of the system. By establishing an artificial
system model, including parallel experimental models of
subsystems and an integrated parallel experimental model
of the space systems, the performance, interaction, and inte-
gration conditions of various system components and sub-
systems can be simulated and evaluated. On one hand,
comparison and analysis with actual system data feedback
can detect and resolve integration issues, optimize system
performance, and gradually refine the artificial system model
to more accurately reflect the behavior of the actual systems.
On the other hand, large-scale computational experiments
with the artificial system model can assist researchers in
identifying and resolving integration problems, optimizing
system performance, and implementing necessary adjust-
ments and improvements.

2.2.3. Operation. The operational phase represents the stage
where the space systems are deployed and operated to fulfill
its mission and objectives. In an ACP-based space systems,
this stage supports system operation and optimization
through parallel execution with the actual systems. In a
departure from previous phases, this component of the arti-
ficial systems encompasses the complete space systems,
incorporating ground stations, control management, and
scientific modeling required for the processing and analysis
of space data. During the operational phase, the artificial sys-
tem model can run synchronously with the actual systems,
simulating and evaluating the real-time behavior and perfor-
mance of the system. By comparing and analyzing against
the actual systems, researchers can monitor its operational
status, identify potential issues, and promptly make adjust-
ments and optimizations. Concurrently, this parallel execu-
tion aids in refining the artificial system model, enabling it
to better reflect the behavior of the actual systems and fur-
ther enhance its performance and efficiency.

Throughout each phase, the parallel space systems
enable synchronized development and optimization of the
artificial and actual systems via parallel computational
experiments. This process of parallel growth optimally lever-
ages the characteristics of the system, refines its design, and
evaluates operational improvements. It is important to
emphasize that this ongoing process sustainably enhances
the performance and efficiency of the system, ensuring pro-
gressive advancement throughout the entirety of the space
system’s life cycle.

3. ACP-Based Design Development and
Operation of Q-Sat

3.1. Q-Sat Overview. Q-Sat (shown in Figure 3), a microsat-
ellite meticulously crafted by the Distributed and Intelligent
Space System Lab (DSSL) at Tsinghua University, was suc-
cessfully launched into orbit on August 6, 2020, onboard a
CZ-2D rocket [31]. The primary mission objective of Q-Sat
is twofold: to detect the gravity field and density of the
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FIGURE 3: Q-Sat overview.

upper atmosphere of the Earth. Both of them can be simul-
taneously inverted using a method grounded in dynamic
inversion [32].

Built upon the ACP theory, Q-Sat strategically estab-
lishes corresponding parallel systems at each pivotal stage
of satellite design, development, and operation. By seam-
lessly executing the satellite system in tandem with the arti-
ficial systems, an ongoing cycle of refinement is facilitated
for the model of the artificial systems. Consequently, this
enhances the overall performance of the Q-Sat satellite sys-
tem, underscoring the value of parallel execution in system
optimization.

3.2. Parallel Design. During the design phase of Q-Sat,
parallel artificial systems based on the in-orbit perturba-
tion model were established to enable gravity field and
upper atmospheric detecting. By employing this system,
simulations were conducted to assess the performance
and feasibility of design solutions under various structural
and orbital parameters.

To facilitate mission analysis and overall design, a joint
estimation model for gravity field and atmospheric density
sensing parameters was developed as [32]

IX(t)
0P

AX =X (1) - X(1) = AP, (1)

where X(¢) is the satellite in-orbit state, obtained by inte-
grating using the dynamical model; X*(¢) is the satellite
observation orbit, determined by the satellite precision
orbiting load; and AP is the atmospheric and gravity field
model correction. It can be seen from Eq. (1) that AP can
be inversely solved by the high-precision satellite observa-
tion orbit and the dynamic integral orbit. The high-
precision dynamic model needs to take into account that
the satellite is subjected to uptake forces ag, in orbit, which
can be expressed as

A =ayta, ta;+ag+ag+ay+a, (2)

where a, is the central gravitational acceleration, a, is the
nonspherical perturbation acceleration, a; is the atmospheric
drag perturbation acceleration, a, is the solar radiation pres-
sure perturbation acceleration, ag is the solar gravitational
acceleration, a,, is the lunar gravitational acceleration, and

a, is the other perturbation accelerations such as Earth

albedo radiation pressure, relativistic effects, and solid Earth
tides. These small perturbation accelerations generate magni-
tudes ranging from approximately 10'® m/s* to 10> m/s’
[33]. In comparison to the primary perturbation accelera-
tions mentioned above, these magnitudes are significantly
smaller, allowing for their negligible influence. The atmo-
spheric drag, known as a,, is a nonconservative perturbation
force that leads to the continuous decay of the orbital



semimajor axis of the spacecraft. It is the primary factor caus-
ing a decline in satellite altitude. The acceleration resulting
from atmospheric drag can be expressed as [34]

1 A

a;= _ECDapvfel’ 3)
where Cp, denotes the drag coefficient, which is determined
by factors such as the shape and surface properties of the
spacecraft. A/m represents the area-to-mass ratio of the
spacecraft. p represents the high-altitude atmospheric den-
sity at the location of the spacecraft, influenced by factors like
solar activity and geomagnetic activity. It exhibits character-
istics of randomness, real-time variability, and uncertainty.
v, represents the velocity of the spacecraft relative to the
local high-altitude atmosphere. In the analysis of perturba-
tions for low Earth orbit spacecraft, atmospheric drag is the
predominant source of uncertainty. It is influenced by factors
such as the orbit, structure, and materials of the spacecraft,
and it also impacts the energy generation of the satellite’s sur-
face solar cells.

To facilitate the refinement of the high-altitude atmo-
spheric density model via the Q-Sat mission, we have
selected the Jacchia-Roberts model [35] as the atmospheric
density model subject to optimization. Notably, this model
demonstrates superior performance in atmospheric density
prediction and orbital forecasting missions for orbits under
500km when compared to other empirical models. The
atmospheric temperature at altitude h for the Jacchia-
Roberts model is

Ty=Ty — (T -T )e(—((TX—183)/(TOO—TX))((h—125)/35)(L/(Ra+h)))

(6] X >

(4)

where T, is the atmospheric temperature at 125km height,
R, is the polar radius of the Earth, and L is the correction
parameter, which can be approximated by a polynomial
function of the atmospheric top-level temperature T,

5
L=Y LT} (5)
i=1

Within the scope of the Q-Sat mission, the parameter /; rep-
resents the model parameter for optimization.

By considering the aforementioned influencing factors, a
comprehensive parallel design model for satellites has been
established. This model encompasses various aspects,
including parameter estimation, perturbation forces, orbit,
structure, and energy. Through the utilization of parallel
computational experiments, the performance and feasibility
of different structural parameters, orbital altitudes, and orbit
accuracy can be simulated and evaluated. The results
obtained from the parallel computational analysis provide
valuable insights for implementing structural modifications
and conducting orbit energy reviews in the actual systems.
Additionally, the measured values from the Q-Sat actual sys-
tems are fed back to the artificial systems to supplement and
refine the parameters, facilitating the parallel growth of the
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artificial systems alongside the actual systems. As illustrated
in Figure 4, the parallel design process for Q-Sat involves a
cyclical feedback loop, where the artificial systems and the
actual systems continuously interact and evolve in parallel.
This iterative approach ensures a robust and optimized
design that aligns with the mission objectives and perfor-
mance requirements.

The overall mission parameters of Q-Sat obtained based
on the ACP parallel design are shown in Table 1.

Through the integration of parallel computational exper-
iments and the utilization of measured data, the parallel
design model for Q-Sat enables informed decision-making,
enhanced performance evaluation, and improved feasibility
assessment. It serves as a valuable framework for achieving
a synergistic and efficient design process in the field of satel-
lite development.

3.3. Parallel Development. During the developmental phase
of Q-Sat, the subsystems undergo meticulous design, inte-
gration, and testing in alignment with the overall design
parameters of the mission. A parallel system approach is
implemented, as depicted in Figure 5, wherein correspond-
ing artificial systems are established for each satellite subsys-
tem. These include the structural system, separation system
[36], payload system [37, 38], attitude control system, power
system [39], electronic system, and data transmission sys-
tem. To ensure accurate representation of the actual systems,
parallel computational experiments are conducted for each
subsystem to simulate their performance under various
operating conditions. The obtained results are then com-
pared and analyzed against feedback from actual system
data, progressively refining the artificial system models.
Simultaneously, large-scale parallel computational experi-
ments are conducted to expose potential deficiencies and
hazards throughout the subsystem design, processes,
manufacturing, and assembly stages. These experiments
provide crucial data support for parameter optimization
and improvement.

This comprehensive approach facilitates the evaluation
and optimization of subsystem performance while effectively
identifying and mitigating potential issues and risks
throughout the development process. The parallel system
framework ensures an efficient and streamlined develop-
mental cycle, culminating in an enhanced Q-Sat design
and enhanced overall system reliability.

During the integration and testing phase of satellite sys-
tems, the reliability of the satellite necessitates thorough
ground experiments. However, due to the limited number
of physical tests feasible for the actual systems, it becomes
challenging to comprehensively encompass all crucial fac-
tors. To maximize the efficiency of ground test data utiliza-
tion, a satellite simulation flight software and measurement
and control analysis software have been designed. These
enable the establishment of an integrated parallel testing sys-
tem, as illustrated in Figure 6. The satellite simulation sys-
tem facilitates real-time modeling of the orbit and attitude
variations postinsertion, considering diverse orbital condi-
tions. It injects real-time orbit and attitude data into the
actual satellite system and testing equipment. The testing
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TaBLE 1: The overall mission parameters of Q-Sat.

Parameter Value
Structure Spherical structure
Area-to-mass ratio 0.001 m*/kg
Orbital altitude 500 km
Inclination 97.5°
Atmospheric density detection precision 10" kg/m’

More than 30 orders
Better than 10 cm
27.6 W

Gravity recovery precision
Orbit determination precision

Average power

equipment, encompassing thermal vacuum chambers, mag-
netic simulation devices, vibration platforms, solar cell
array simulators, and light simulators, emulates thermal,
electrical, magnetic, and illumination test conditions based
on the injected orbit and attitude data [40]. The actual sat-
ellite system, in turn, responds to the simulated attitude and
orbit data as well as the test conditions generated by the
equipment.

The measurement and control analysis software dili-
gently monitors the real-time status of each system during
satellite testing, furnishing experimental data output and
quantitatively assessing system performance. Simulta-
neously, the experimental data is fed back to the simulation
flight software to refine the artificial models and explore the
influence of uncertain factors on the satellite via perturba-
tion analysis. Through this parallel testing paradigm, the
artificial systems and the actual systems evolve in parallel,
fostering their mutual growth.

3.4. Parallel Operation. During the operational phase of Q-
Sat in orbit, an operational system parallel to that of the
actual satellite is established, as illustrated in the diagram
below. Throughout this phase, a substantial amount of data,
including data of satellite status and on-orbit scientific data,
is transmitted by the satellite. The measurement and control
analysis software processes and interprets the data of satellite

status, which is then shared with the simulation flight soft-
ware, allowing for parallel operation within the artificial sys-
tems. The artificial systems analyze the operation of the
satellite on-orbit based on prior models and the actual data
of status, while also evaluating the potential impacts on the
operation of the satellite due to forecasts of solar wind and
geomagnetic activity.

The scientific data from the satellite is subjected to data
quality assessment by the artificial systems, which is then
input into the inversion calculation model to determine
long-wavelength gravity field and atmospheric density. The
dynamic model is updated based on the calculated gravity
field and atmospheric density results, enhancing the accu-
racy of Q-Sat orbit prediction within the artificial systems.
By comparing the predicted orbit with highly accurate orbit
data obtained from the satellite, a backpropagation neural
network is trained to predict position error covariance.
Additionally, the artificial model incorporates a space debris
Two-Line Elements (TLE) database, enabling orbit predic-
tion for space debris and facilitating collision monitoring
and warning for Q-Sat. The operational system for Q-Sat is
shown in Figure 7.

Based on the analysis and evaluation results obtained
from the artificial systems, various operations such as atti-
tude control, fault handling, parameter updates, and soft-
ware upgrades are performed on the Q-Sat satellite within
the real system. Concurrently, a comparative analysis
between on-orbit data and ground test data is conducted to
identify any disparities, leading to adjustments in the rele-
vant parameters of the artificial systems’ prior model. This
ensures an improved reflection of the actual on-orbit opera-
tions of Q-Sat within the artificial systems. Through the
establishment of the parallel operational system, both the
real Q-Sat system and the artificial systems progress and
develop in parallel.

4. Results and Discussion

One example of the applications of Q-Sat parallel systems is
to analyze and process in-orbit satellite data, aiming to refine
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the models within the artificial systems and improve the
accuracy of orbit prediction and collision warning in the
actual systems. The model parameters within the artificial

tems is optimized using the dynamic inversion method,
resulting in the correction factors I presented in Table 2.
The corrected atmospheric density on the Q-Sat orbit was

systems are adjusted using high-precision centimeter-level
orbital data from the real Q-Sat system [41, 42]. A five-day
period, from January 11th to 15th, 2022, is selected, with
each 24-hour orbit serving as an adjustment unit. The
Jacchia-Roberts atmospheric model within the artificial sys-

calculated and modeled for comparison with the results gen-
erated by NRLMSISE-00, as depicted in Figure 8. The accu-
racy of the orbit prediction model within the artificial
systems is validated by comparing the forecast results for
the subsequent 24 hours of the Q-Sat orbit with the precise
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TasLE 2: Modified I based on daily data from January 11 to 15.

Parameters to be modified in Eq. (5)

Date I L I, I, I

Jan 11 4.6254 % 10° 0.2341 1.5792x 1073 -1.2525x107° 2.4627 x 10710
Jan 12 5.3663 x 10° 0.2341 1.5792x 107 -1.2525x107° 2.4627 x 10710
Jan 131 5.1256 x 10° 0.2341 1.5792 x 107 -1.2525x107° 2.4627 x 10710
Jan 14 4.7526 x 10° 0.2341 1.5792x 1073 -1.2525x107° 2.4627 x 10710
Jan 251 5.2134 x 10° 0.2341 1.5792 x 107 -1.2525x 107° 2.4627 x 10710

orbital data from the real system. Utilizing the improved
Jacchia-Roberts model, the 24-hour forecast position error
is reduced by approximately 65 meters compared to the
NRLMSISE-00 model. Moreover, the optimization of the
original Jacchia-Roberts model leads to an average 24-hour
prediction accuracy improvement of approximately 170
meters within a 14-day period.

Another example involves Q-Sat, which, due to its atti-
tude maneuvers in actual space, may experience insufficient
numbers of navigation satellites observed by the GNSS
receiver antennas, thereby affecting the continuity of the
onboard GNSS receiver positioning. To address this issue,
the initial artificial systems adopted an orbital propagation
method to supplement the missing data. However, due to
the dynamic changes in the atmospheric environment where
low Earth orbit satellites operate, relying solely on orbital
propagation yields low accuracy, impacting the precision of
subsequent inversion calculations for Q-Sat. Utilizing the
ACP-based space systems, high-precision orbit determina-
tion data measured before and after the missing orbit of

Q-Sat were used to modify the atmospheric drag coeflicient
within the artificial systems. The modified dynamic model
was able to minimize the discrepancy between the artificial
systems and the real system in the missing orbit data seg-
ment, enhancing the accuracy of orbit propagation.

To compare the improvement in accuracy before and
after the correction of the artificial system model, we selected
continuous precise orbital data for 12 days, artificially creat-
ing missing data by extracting 1.5 hours daily as a baseline.
By comparing the orbital compensation errors of the artifi-
cial system before and after correction, we can analyze the
accuracy change. Taking the data from day of year (DOY)
259-270 in 2020 as an example, a comparison was made
between the original artificial systems and the artificial sys-
tems modified based on real system data for the 1.5-hour
missing orbit propagation error, as shown in Figure 9 and
Table 3. The black curve represents the average root mean
square (RMS) error of orbital propagation per day based
on the original artificial systems. The red, green, and blue
curves represent the propagation errors modified using real
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orbital data 4.5 hours before and after, 3 hours, and 1.5
hours, respectively, around the missing orbit. The results
indicate that the unmodified artificial systems’ average
RMS error for orbital propagation was 5.496 m, while the
modified artificial systems’ average RMS error was reduced
to 0.689 m, improving accuracy by 86.5%. This dynamic-
based method for extending the missing orbit data, on one
hand, reduced the discrepancies between the artificial and
actual systems and, on the other hand, addressed the accu-

TaBLE 3: Data of orbit propagation average RMS error.

DOY Average RMS error (m)

Initial 1.5h 3h 4h
259 7.5748 0.7400 0.7372 0.7452
260 7.3214 2.5693 1.8051 1.4724
261 6.3809 0.5543 0.4731 0.5575
262 44810 1.3697 0.8512 0.3074
263 2.6610 0.5866 0.4423 0.3132
264 1.4966 0.2842 0.3519 0.3983
265 2.8898 0.3763 0.3792 0.4011
266 4.4589 1.6944 1.1487 0.7630
267 6.0919 0.8121 0.7190 0.8025
268 7.8049 2.5425 1.4849 0.5297
269 7.6635 1.9015 1.2207 0.6542
270 7.1225 1.3235 1.3996 2.0675

racy decline caused by divergence, thereby better supporting
Q-Sat missions.

Furthermore, using high-precision orbital data from the
real Q-Sat system and TLE data from space debris, the posi-
tion error covariance prediction BP neural network within
the artificial systems is trained [43]. Taking the space debris
with a NORAD ID of 49863 as an example, the trained
prediction results are illustrated in Figure 10, along with
the relationship between relative distance and collision prob-
ability, as shown in Figure 11. This method significantly
enhances the fidelity of Q-Sat collision prediction. It is evi-
dent that the ACP-based parallel systems facilitate parallel
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enhancement and development between the real Q-Sat sys-
tem and the artificial systems.

5. Future Perspective

With the enhancement of computational power and
improvement of data acquisition techniques, the future par-
allel space systems will play a greater role and find wide-
spread applications in various stages of the space system
life cycle, including system design, production, integration,
testing, and operation. The development of future parallel
space systems will exhibit trends towards digitization, inte-
gration, and adaptability.

5.1. Digitization. Digitization forms the foundation of paral-
lel space systems, where the physical systems within space
systems are accurately transformed into information space.
To achieve this, mathematical models enabling integrated
multiphysics, multiscale, probabilistic simulations specific
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to space systems are required as the basis for simulation
and replication. In the future, fully digital space systems will
be realized through software implementation, rather than
just hardware entities. Space parallel systems based on mul-
tidisciplinary digital models will offer advantages such as
convenience, flexibility, and low cost, finding extensive
applications in every aspect of future aerospace system
manufacturing and utilization. This digital development will
enable us to simulate and predict the behaviors of space sys-
tems more accurately, enhancing our understanding and
control capabilities over space systems.

5.2. Integration. Integration is integral to parallel space sys-
tems. Instead of the traditional approach with on-orbit satel-
lites as the primary focus and simulation systems as
auxiliary, parallel operation treats both as a single entity, col-
lectively accomplishing missions. Future real space systems
and artificial space systems will compare and analyze behav-
iors of each other autonomously, estimate their respective
future states, learn from each other’s strengths, and adjust
their management and control methods. Parallel systems
will be conveniently and flexibly applied across various
stages of the space system’s life cycle, including design, pro-
duction, integration, testing, and operation, achieving inte-
grated design and parallel operation of real and artificial
systems.

5.3. Adaptability. In future space missions, particularly those
of long duration and complexity, parallel space systems need
to self-adjust and optimize based on constantly changing
environments and requirements. This necessitates stronger
adaptability within the systems. To achieve this, parallel
space systems should incorporate technologies such as artifi-
cial intelligence and machine learning, enabling the systems
to learn and evolve from historical data and real-time feed-
back, automatically adapting to various circumstances. Dur-
ing parallel operation, simulation systems not only closely
interact with real systems but also compare and analyze in
real time, self-adjusting based on the results to optimize per-
formance and efficiency. Future space systems will benefit
from this adaptability development, further enhancing the
overall robustness and reliability of the system.

Digitization, integration, and adaptability will shape the
future of parallel space systems, facilitating mutual learning
and optimization between artificial and real systems. This
will optimize and streamline the design and operation of
space systems, better supporting space missions, enhancing
our understanding and control capabilities over complex
space environments, and opening up broader pathways for
human space exploration.

6. Conclusion

The present study establishes a parallel space system archi-
tecture based on ACP, proposing the concept of parallel
design, development, and operation for different stages of
space systems. This research explores a novel architecture
for space systems. By creating artificial systems based on real
space systems and conducting computational experiments,
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an ample amount of sample data is generated. This not only
improves the model of the artificial systems but also opti-
mizes the real system, facilitating parallel advancement
between the two. The design, development, and operation
processes of Q-Sat based on ACP are presented, along with
an analysis of the advantages of parallel space systems. The
computation and modeling of corrected atmospheric density
along the Q-Sat orbit, utilizing the enhanced Jacchia-Roberts
model, resulted in a reduction of approximately 65m in
the 24-hour forecast position error compared to the
NRLMSISE-00 model. Furthermore, optimization of the
original Jacchia-Roberts model led to an improvement of
about 170m in the average 24-hour prediction accuracy
within a 14-day span. Addressing the divergences between
the artificial systems and the parallel systems, the ACP-
based space systems can effectively reduce the divergences
between system models. The accuracy of the corrected
orbital propagation improved by 86.5%. These substantiate
the notion that ACP-based space systems can facilitate
parallel development between artificial systems and real
systems. The future outlook indicates a trend towards
more efficient and reliable space systems through digitiza-
tion, integration, and adaptability. This research provides
valuable insights into the potential of parallel space systems
and sets the stage for further advancements in the field.
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