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This paper studies the salvo attack problem for multiple unmanned aerial vehicles (UAVs) against a maneuvering target, and a
guidance scheme based on distributed model predictive control (DMPC) is presented to achieve cooperative interception with
constraints of terminal impact angle and no-fly zone (or obstacle) avoidance. Firstly, for guaranteeing the synchronization of
UAVs in calculating their acceleration commands, the assumed predictive trajectories are introduced, whose deviation from the
actual state trajectories is limited by the designed compatibility constraints. Secondly, based on the velocity-obstacle model, the
obstacle avoidance constraints are presented, and for guaranteeing the convergence of impact time and impact angles, the
auxiliary controller and terminal ingredients are developed, which complete the design of DMPC cooperative guidance scheme.
Subsequently, the rigorous proof for the convergence of the proposed guidance scheme is provided. Based on the above design,
a complete implementation process of the guidance scheme is presented, in which each UAV uses the particle swarm
optimization algorithm to solve the preprocessed local optimization problem, and only the shared information among
neighbors is utilized for calculation. Finally, the numerical simulations are conducted under diverse cases, which demonstrate
the effectiveness of the proposed guidance scheme when solving cooperative interception problems with terminal angle and
obstacle avoidance constraints.

1. Introduction

As an ideal choice for performing dangerous and tedious
tasks, UAVs have been widely used in various fields [1],
which brings along the rapid development of the cooperative
guidance technique [2–4]. Meanwhile, with the advance-
ment of anti-interception methods and target’s maneuver-
ability, reaching the consensus on the impact time is no
longer the only requirement for cooperative guidance, the
coordination in intercept angles and the no-fly zone avoid-
ance have also attracted attention for the purpose of maxi-
mizing the damage effect [5–7] and improving the
survivability of UAVs in the presence of enemy radars or
antiair weapons. Therefore, proposing a method that can
meet all the above requirements is of great significance from
both theoretical and practical viewpoints.

For the cooperative guidance with impact time con-
straints, researchers have made outstanding contributions.

As the pioneering research in this field, the authors of ref.
[8] proposed an impact-time-control guidance (ITCG) law
for salvo attack of multiple missiles, which required a prede-
termined impact time as the global information for all the
missiles. Due to the absence of communication among mis-
siles, however, ITCG is not considered as a cooperative guid-
ance law in its real sense by some researchers. For this
concern, Zhao and Zhou [9] introduced coordination algo-
rithms into the guidance of multiple missiles and presented
a two-level hierarchical cooperative guidance architecture,
which can be implemented in either centralized or distrib-
uted communication topology. Motivated by ref. [9], the
authors of ref. [10] proposed a cooperative proportional
navigation (CPN) law which uses the time-varying naviga-
tion gain for eliminating the difference in impact times
among multiple missiles. Zhao et al. [11] extended CPN to
three-dimensional situation and presented different coordi-
nation strategies. Because of the utilization of the local
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guidance law such as PN, this kind of cooperative guidance
is easy to implement. However, due to the fact that most of
the above methods are based on the assumption that the
velocities of UAVs are constants, the applicability of them
is limited to some extent. For this reason, some researchers
have managed to introduce the consistency theory into
cooperative guidance [12, 13] and divide the design of the
guidance law into two stages [14]. The first stage is to design
the acceleration command along the direction of the line of
sight using the consistency theory, to ensure the consensus
on the impact time. The second stage is to design the accel-
eration command normal to the line of sight for guarantee-
ing that each UAV precisely hits the target. This idea of
design is adopted by lots of researchers [15, 16] and has
implications for studies on cooperative guidance with both
impact time and impact angle constraints.

The cooperative guidance with impact time and impact
angle constraints is widely concerned in recent years
[17–20] for achieving the best destroying effect on the target.
The authors of ref. [21] presented a novel closed-form guid-
ance law for salvo attack of antiship missiles, based on the
biased proportional navigation guidance (BPNG) law. It uti-
lizes the error between the time-to-go and its designated
value for feedback control and adds another biased term to
BPNG, thereby satisfying both impact time and impact angle
constraints. However, the communication among the UAVs
is not needed for this method. Enlightened by ref. [14], Dong
et al. [16] proposed a fixed-time cooperative guidance law to
simultaneously attack a maneuvering target at desired termi-
nal angles. It uses the consistency protocol, fixed-time con-
trol theory, and integral sliding mode control to design the
tangential acceleration command and normal acceleration
command, respectively. In ref. [18], researchers proposed
the time- and angle-constrained cooperative guidance law
based on the finite-time sliding mode control and the
super-twisting control algorithm. Most of the above
researches adopted the design idea in ref. [14] and achieved
satisfactory guidance effects; however, there are still limita-
tions in some aspects. First, the maneuver of the UAV is
achieved through the acceleration command perpendicular
to or along its velocity. Most of the above researches failed
to take the saturation constraints of normal or tangential
acceleration (with respect to velocity) into account. Second,
the design in line-of-sight coordinate system is only
intended to complete the interception task, while how to
avoid entry into no-fly zones or collision with obstacles
remains unresolved for the above studies.

No-fly zone (or obstacle) avoidance is one of the hot-
spots in UAV path planning, and some latest progress has
been made on the basis of existing algorithms such as hybrid
A ∗ algorithm [22] and artificial potential field method [23].
Despite the great significance of obstacle avoidance in
improving the survivability of UAVs when performing inter-
ception tasks, only a few studies on guidance or cooperative
guidance have taken obstacle avoidance into consideration.
Among them, the authors of ref. [24] presented a time-
constrained guidance approach for multimissiles attacking
a stationary target based on model predictive control
(MPC), which achieved no-fly zone avoidance by adding a

safe distance-based penalty term to the local cost function.
The authors of ref. [25] proposed a three-dimensional guid-
ance approach for maneuvering target interception and han-
dled obstacle avoidance constraints by decomposing the
optimization problem into two subproblems, thus enabling
the UAV to avoid obstacles while ensuring the guidance
effect. The above researches introduced MPC into guidance
and provided new ideas for solving such problems.

As an emerging control theory, MPC is able to handle
control problems with multiple constraints and has been
employed into cooperative guidance in recent years [26].
Besides the aforementioned ref. [24, 25], Zhao and Zhou
[27] presented a cooperative guidance approach based on
distributed model predictive control (DMPC), which could
coordinate the impact time of a group of UAV missiles
against the stationary target. Kang et al. [28] reformulated
the impact time coordination as a consensus on the ranges
and range rates of the missiles and presented a MPC-based
cooperative guidance law. However, the optimization problem
formulated in ref. [28] is solved in a centralized manner. The
authors of ref. [29] designed a cooperative guidance algorithm
with impact angle constraints based on distributed MPC,
which could be applied to salvo attack against a stationary or
low-speed maneuvering target. Although there are precedents
indicating the successful use of MPC for cooperative guidance,
some crucial issues have not yet been resolved, such as the
design of terminal ingredients and compatibility constraints;
they are all essential for guaranteeing the recursive feasibility
and the convergence of the overall system [30, 31]. In addition,
up to now, it is still challenging to develop a cooperative guid-
ance approach that simultaneously achieves maneuvering tar-
get interception, consensus on the impact time, coordination
in impact angles, and obstacle avoidance (for the sake of com-
parison, all the existing studies on MPC-based cooperative
guidance are listed in Table 1).

Therefore, aiming at addressing the issues listed above,
we develop a DMPC-based cooperative guidance scheme.
The main contributions of this study are as follows.

(1) Compared to refs [14, 16, 18] which separately
design the acceleration commands normal to and
along the LOS, we simultaneously design the normal
and tangential acceleration commands in virtue of
DMPC, and take the saturation of acceleration into
consideration

(2) Compared with refs [24, 27, 29], we further ensure
the convergence of the multi-UAV system under
DMPC by developing the compatibility constraints
and the terminal ingredients. Different from design-
ing a state-related constraint as in refs [32, 33], we
derive an obstacle avoidance constraint applied to
the control input of each UAV. This work ensures
successful obstacle avoidance without reducing the
feasible region of solution

(3) To the best of our knowledge, it is the first time in
cooperative guidance that maneuvering target inter-
ception, consensus on the impact time, coordination
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in impact angles, and obstacle avoidance are all
achieved. Besides, different from ref. [28], all the
UAVs participating in guidance share the informa-
tion only with their neighbors and synchronously
solve the optimization problem to obtain the acceler-
ation commands

The remainder of this paper is organized as follows. In
Section 2, the preliminaries about planar cooperative guidance
geometry and DMPC are provided. In Section 3, the detailed
design and convergence analysis are conducted for the
DMPC-based cooperative guidance scheme. In Section 4, the
complete implementation process of DMPC cooperative guid-
ance scheme using particle swarm optimization algorithm is
introduced. In Section 5, the numerical simulations are carried
out under diverse cases, in which the proposed DMPC coop-
erative guidance scheme is compared with other methods.
Finally, in Section 6, the conclusions are drawn.

2. Preliminary

In this section, some preliminaries about planar cooperative
guidance geometry and distributed model predictive control
are provided. For simplicity, the following assumptions are
adopted in the research process.

Assumption 1. The UAVs and the target are considered as
the geometric points in the plane.

Assumption 2. The autopilot dynamics of the UAVs are fast
enough that the lag can be neglected.

2.1. Cooperative Guidance Geometry. The planar engage-
ment geometry of multiple UAVs attacking a single maneu-
vering target is depicted in Figure 1, where Mi
i = 1, 2,⋯,NM and T denote the UAV and the target,
respectively; obsl l = 1, 2,⋯,Nobs denotes the obstacle or
the no-fly zone, which is modelled as a circle with a radius of
Robs l; and MiXY and MiXLYL represent the inertial reference
frame and the line-of-sight (LOS) reference frame, respectively.
Meanings of other symbols are given as follows: θMi and θT are
the flight path angles ofMi and T, vMi and vT are the velocities
of Mi and T, qi is the line-of-sight (LOS) angle with respect to
Mi and T, ri is the relative distance between each UAV and
the target, qobs il is the LOS angle with respect to Mi and obsl,

and dil is the distance betweenMi and obsl. All the above angles
are positive in the counterclockwise direction.

Assuming that all the UAVs are thrust controllable, the
acceleration of Mi in inertial frame can be decomposed into
aMi and uMi, where aMi is the normal acceleration and
changes the direction of vMi and uMi is the tangential accel-
eration changing the magnitude of vMi, while the target is
assumed to be passive vehicle with only direction of velocity
controllable. Then, the relative motion between Mi and T
can be described using Eq. (1), with Eq. (2) describing that
between Mi and obsl.

ri = vT cos σTi − vMi cos σMi,

qi =
vT sin σTi − vMi sin σMi

ri
,

θMi =
aMi

vMi
, θT =

aT
vT

,

vMi = uMi,

1

dil = −vMi cos σobs il,

qobs il = −
vMi sin σMi

dil + Robs l

2

Here,

σTi = θT − qi,

σMi = θMi − qi,

σobs il = θMi − qobs il

3

Remark 3. For the UAV equipped with radar seeker and
inertial navigation system, θMi, vMi, ri, qi, and qobs il can be
acquired in real time. Using this information, dil, qobs il ,
and qi can be directly calculated.

For ease of design, we define ui = aMi uMi
T , and

ui =
ui1

ui2
=

−sin σMi cos σMi

cos σMi sin σMi

⋅
aMi

uMi

, 4

wi =
wi1

wi2

=
−aT sin σTi

aT cos σTi

5

Table 1: Comparison of existing studies on MPC-based cooperative guidance.

Reference Target type
Consensus on
impact time

Coordination in
impact angles

No-fly zone or
obstacle avoidance

Convergence
guarantee

[24] Stationary Yes No Yes No

[27] Stationary Yes No No No

[28] Stationary Yes No No No

[29]
Low-speed
maneuvering

Yes Yes No No
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Take the derivative of ri and qi. Applying (4) and (5)
yields

ri = q2i ri +wi1 − ui1,

qi = −
2qiri
ri

+
wi2
ri

−
ui2
ri

6

To estimate the remaining impact time of each UAV, we
introduce a new variable called time-to-go, formulated as

tgoi = −
ri
ri

7

Supposing that the desired terminal LOS angle of each
UAV is qdi (commonly, there is qdi ≠ qdj when i ≠ j), the
state variables for the guidance system are selected as

xi =

xi1

xi2

xi3

xi4

=

ri

tgoi

qi − qdi

qi

8

Then, we can get a nonlinear system

xi =

−
xi1
xi2

−1 + x2i4x
2
i2 +

x2i2
xi1

wi1 −
x2i2
xi1

ui1

xi4
2xi4
xi2

+
wi2
xi1

−
ui2
xi1

9

In order to control all the UAVs to simultaneously hit
the target at their respective terminal LOS angles without
colliding with obstacles, the control objectives of each

UAV are described as

Guidance t = tf i, xi4 t = 0, 10

Angle tracking t = tf i, xi3 t = 0, 11

Time consistency t = tf i, xi2 t = xj2 t = 0,∀j = 1, 2,⋯,NM ,

12

Obstacle avoidance dil t > 0,∀l = 1, 2,⋯,Nobs, 13

where tf i is the final time of guidance of each UAV, which
satisfies ri tf i = 0.

To achieve all the control objectives of UAVs, a cooper-
ative guidance scheme based on the synchronous distributed
model predictive control (DMPC) will be proposed below.

2.2. Distributed Model Predictive Control. With lower com-
putational cost and more structural flexibility [31], DMPC
has the potential to solve complex control problems of
large-scale systems. Compared to traditional centralized
MPC [28], DMPC requires each UAV to independently
solve the constrained optimization problem and obtain their
control actions, without the need for a central controller to
complete all the calculations for all the UAVs.

Among several update strategies of DMPC (sequential
DMPC [34], iterative DMPC [35], and synchronous DMPC
[30–32, 36, 37]), the synchronous DMPC requires the least
communication and computation resources, as it allows all
the UAVs to synchronously calculate the control actions
and communicate only with their neighbors. Therefore, the
synchronous DMPC strategy is a preferred choice for a
cooperative guidance problem with multiple constraints.

Prior to designing the cooperative guidance scheme, the
basic model of DMPC is given in this subsection. Consider
the DMPC problem as follows.

Problem 4. At sampling instant tk, given the current state of
Mi, i.e., xi tk , the predictive state trajectories of the neigh-
bors of Mi, i.e., xi− τ tk , τ ∈ tk, tk + T , the predictive

Mi

T

qi

qobs il

aMi

uMi

vMi

vT

ri

dil

Robs l

obsl

aT

X

Y

XL

YL

𝜃T

𝜃Mi

Figure 1: Planar cooperative guidance geometry.
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disturbances wi τ tk , find the optimal control inputs

u∗i τ tk = arg min
ui τ tk

tk+T

tk

Li τ tk, xi, xi−, ui,wi dτ + gi xi tk + T tk ,

14

subject to system equation (9),

ui τ tk ∈Ui, 15

dil τ tk > 0,∀l = 1, 2,⋯,Nobs 16

In Problem 4, tk = t0 + kδ, k = 0, 1,⋯, δ denotes the sam-
pling period, T represents the control horizon. Li τ tk, xi,
xi−, ui,wi is the stage cost given as in (17), which is estab-
lished based on the control objectives of each UAV. gi xi
tk + T tk is the terminal cost, and Ui is the admissible
set of the control inputs, whose specific form is given as
(18). It should be noted that the terminal cost and the
other terminal ingredients are essential in guaranteeing
the convergence of the multi-UAV system and will be spe-
cifically designed in Section 3.2.

Li τ tk, xi, xi−, ui,wi = λ1i x2i3 τ tk

angle tracking

+ x2i4 τ tk

guidance

+ λ2i 〠
j∈ℕi

xi2 τ tk − xj2 τ tk
2

time consistency

,

17

Ui = aMi, uMi
T aMi ∈ amin

Mi , a
max
Mi , uMi ∈ umin

Mi , u
max
Mi

18

In Eq. (17), ℕi is the neighbor index set of Mi, and λ1i
and λ2i are the weighting scalars given beforehand.

By solving the above constrained optimization problem,
each UAV will obtain its real-time guidance command ui
τ = u∗i τ tk , τ ∈ tk, tk+1 . As the system states evolve
along the dynamic equation (9) from tk to tk+1, the above
problem will be renewed, which ensures the real-time feed-
back and correction of DMPC. However, considering that the
future system states are currently unknown, the following
issues should be addressed before solving Problem 4:

(1) The actual state trajectories of neighbors xi− τ tk
cannot be acquired in advance

(2) The exact value of disturbance wi τ tk cannot be
obtained beforehand

For the former issue, we introduce the assumed predic-
tive state trajectories replacing actual ones and employ the
compatibility constraints to limit the deviation between the
two trajectories, thereby ensuring the convergence of the
overall multi-UAV system. For the latter issue, we propose

a prediction method to estimate the target’s states within
the control horizon, which helps to compensate the distur-
bances caused by target maneuvering. All detailed analysis
and design will be presented in the next section.

3. Design and Analysis of DMPC Cooperative
Guidance Scheme

Based upon the previous studies on how to implement syn-
chronous DMPC in cooperative guidance [24, 27, 29], in this
section, we further present the associated constraints and
terminal ingredients to ensure the convergence of the overall
multi-UAV system. Additionally, our work also achieves
both obstacle avoidance and cooperative interception, which
has not yet been addressed in relevant researches.

3.1. Assumed Predictive State Trajectories and Prediction for
System Disturbances. In order to synchronously calculate the
control action, each UAV needs to know the predictive state
trajectories of its neighbors according to (14) and (17). How-
ever, since any UAV cannot obtain its actual state trajectory
before solving the optimization problem (Problem 4), an
assumed predictive state trajectory is needed as a substitute.

To distinguish the two different trajectories, we denote
the actual (optimal) control inputs as u∗i τ tk and the
assumed control inputs as ûi τ tk . The actual predictive
state trajectory [30] refers to the system state trajectory
obtained by implementing the optimal control inputs u∗i τ
tk and is denoted as x∗i τ tk , while the assumed predictive
state trajectory x̂i τ tk is obtained by implementing ûi τ tk .

The assumed control inputs are constructed as (19),
which consist of the optimal control inputs at the previous
sampling instant, i.e., u∗i τ tk−1 , and the virtual control
inputs generated by the auxiliary controller, i.e., uκi x∗i τ
tk−1 . The auxiliary controller is the crucial guarantee of
the system stability and will be designed in Section 3.2.

ûi τ tk =
u∗i τ tk−1 , τ ∈ tk, tk−1 + T ,

uκi x∗i τ tk−1 , τ ∈ tk−1 + T , tk + T

19

Accordingly, the assumed predictive state trajectory can
be represented as

x̂i τ tk =
x∗i τ tk−1 , τ ∈ tk, tk−1 + T ,

xκi τ tk−1 , τ ∈ tk−1 + T , tk + T
20

In which, xκi τ tk−1 is the system state obtained by
implementing uκi x∗i τ tk−1 .

Applying the assumed state trajectories, UAVs are able
to synchronously compute control actions as long as their
neighbors send the assumed trajectories to them in advance;
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accordingly, the stage cost will be rewritten as follows:

Li τ tk, xi, x̂i−, ui,wi = λ1i x
2
i3 τ tk + x2i4 τ tk

+ λ2i 〠
j∈ℕi

xi2 τ tk − x̂ j2 τ tk
2

21

However, the introduction of assumed state trajectories
induces the uncertain deviation from the actual ones; in
order for eliminating the effect of such deviation and ensur-
ing the convergence of the overall system, a compatibility
constraint will be given in the following.

According to (21), the only assumed state variable
involved in stage cost is xi2; thus, the deviation between
the assumed predictive state trajectory and the actual one
is defined as εi τ tk = x̂i2 τ tk − xi2 τ tk . Then, the com-
patibility constraint is given by

CCB
i τ tk = εi τ tk − υi tk ≤ 0, 22

υi tk =
−bi tk + b2i tk − 4ai ⋅ ci tk

2ai
, 23

ai = λ2i Ni T + γi − 1 δ + 2 T − δ 〠
j∈ℕi

λ2j,

bi tk = 2 T − δ 〠
j∈ℕi

λ2jφji tk ,

ci tk = −δγiλ2i 〠
j∈ℕi

ζ2ij tk ,

24

Wherein Ni is the number of the neighbors of Mi, φij

tk = φji tk = max
τ∈ tk ,tk+T

x̂i2 τ tk − x̂ j2 τ tk , ζij tk = ζji tk

= min
τ∈ tk ,tk+T

x̂i2 τ tk − x̂ j2 τ tk , and γi ∈ 0, 1 is the preset

scalar.
By employing compatibility constraints, the action taken

by the UAV will not deviate significantly from that it
planned and told its neighbors, and the role of which in
ensuring the convergence of the overall system will be
detailed in Section 3.3.

Due to the absence of interaction like that between the
UAV and its neighbors, the UAV is unable to receive the
predictive state trajectory from the target, so the only means
to acquire the future states of the target is via prediction.
From equations (1) and (5), the disturbances in system (9)
are caused by the change of the target’s flight path angle;
hence, the prediction object is chosen as e = θT .

For the prediction object, we assume the following.

Assumption 5. e is N-order differentiable on interval tk−N+1,
tk + T .

Assumption 6. e and its arbitrary-order derivatives are
bounded.

Applying Assumptions 5 and 6, the following theorem
can be derived.

Theorem 7. Given tk−N+1, e tk−N+1 ,⋯, tk, e tk , there
exist α0, α1,⋯, αN−1 such that, for any i = 0, 1,⋯,N − 1, e
tk−i tk − e tk−i = 0 and lim

τ⟶tk+
ê τ tk − e τ = 0, where

e tk−i tk = 〠
N−1

j=0
αj tk−i − tk

j, 25

ê τ tk = 〠
N−1

j=0
αj τ − tk

j, 26

whose proof follows.

Proof of Theorem 7. Using Taylor’s mean value theorem and
Assumption 5, for ∀τ ∈ tk−N+1, tk + T , there holds

e τ = 〠
N−1

j=0

e j tk
j

τ − tk
j + RN−1 τ − tk 27

Here, RN−1 τ − tk = e N t /N τ − tk
N is the N − 1

-order Lagrange remainder, and t is a certain value between
τ and tk.

Let Δi = tk−i − tk, i = 0, 1,⋯,N − 1. Constructing matrix

Ξ =

1 ⋯ ΔN−1
0

⋮ ⋮

1 ⋯ ΔN−1
N−1

, 28

and vectors

e = e tk ,⋯,e tk−N+1
T ,

β = e tk ,⋯,
e N−1 tk
N − 1

,

R = RN−1 0 ,⋯,RN−1 tk−N+1 − tk
T ,

29

yields

e = Ξ ⋅ β + R 30

Let

α = α0, α1,⋯,αN−1
T = Ξ−1 ⋅ e 31

Then, we obtain Ξ ⋅ α − e =Ξ ⋅Ξ−1e − e = 0; that is, for any
i = 0, 1,⋯,N − 1, e tk−i tk − e tk−i = 0. Moreover, con-
structing τ = 1,⋯, τ − tk

N−1 yields e τ = τ ⋅ β + RN−1 τ −
tk and
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ê τ tk − e τ = τ α − β + RN−1 τ − tk
= τ ·Ξ−1R + RN−1 τ − tk = 1,⋯, τ − tk

N−1

·
1 0 ⋯ 0

∗
·

RN−1 0

⋮

RN−1 tk−N+1 − tk
+ RN−1 τ − tk = 1,⋯, τ − tk

N−1

·
RN−1 0

∗
+ RN−1 τ − tk

32

Applying Assumption 6, we get lim
τ⟶tk+

ê τ tk − e τ = 0;

thus, Theorem 7 holds.

From Theorem 7, if T is set small, (26) and (31) can be
used for predicting the value of e within the control horizon,
and the derivative of e can be predicted with

e τ tk =
α1 τ = tk,

ê τ tk τ > tk
33

Then, using (1), (3), and (5), we can calculate the predic-
tive disturbances wi τ tk .

Remark 8. According to Theorem 7, by updating the obser-
vation data in the manner of sliding window, the above
designed prediction method can provide a relatively accurate
estimation and offset the effect induced by the disturbances
within a short horizon. Therefore, the estimation error and
the associated robustness constraints [38] will not be dis-
cussed specifically in the following sections.

3.2. Design of the Auxiliary Controller, Terminal Ingredients,
and Obstacle Avoidance Constraints. Avoidance of obstacles
or no-fly zones is the primary assurance for safely accom-
plishing the interception tasks. Nevertheless, it is rarely stud-
ied in previous literature on cooperative guidance, which is
mainly because the associated problem cannot be integrated
into the framework of the traditional control theory. In this
subsection, we tackle this issue by employing the obstacle
avoidance constraints under DMPC.

According to the traditional VO model depicted in
Figure 2, the UAV is able to avoid the obstacle as long as
its flight path angle meet:

σ2obs il ≥ arcsin Robs l
dil + Robs l

2
34

Based on (34), we define

f il t = σ2
obs il t − arcsin Robs l

dil t + Robs l

2
35

and provide the following theorem.

Theorem 9. Suppose there exists t∗ > t such that dil t
∗ = 0. If

there are dil τ > 0 and f il τ < 0 for any τ ∈ t, t∗ , then the
sufficient condition for the UAV to successfully avoid obsta-
cles at t∗ is as follows: f il τ ≥ dil τ /dil τ f il τ holds for
any τ ∈ t, t∗ .

Proof of Theorem 9. Under the condition of Theorem 9,
there is

f il τ
f il τ

≤
dil τ
dil τ

36

Integrating (36) from τ to t∗ yields

t∗

τ

f il
f il

dτ ≤
t∗

τ

dil
dil

dτ 37

Namely,

ln
f il t

∗

f il τ
≤ ln

dil t
∗

dil τ
38

Following the monotonicity of ln · and applying f il τ
< 0 yields

f il t
∗ ≥

dil t
∗

dil τ
f il τ = 0 39

According to (34), the UAV is able to avoid the obstacle at
t∗, which completes the proof.

Based on Theorem 9, the obstacle avoidance constraint
and its triggering condition are derived as follows:

aMi τ tk ≥ COA
il τ tk , forσobs il τ tk ≥ 0, f il τ tk < 0,

aMi τ tk ≤ COA
il τ tk , forσobs il τ tk < 0, f il τ tk < 0,

40

dil + Robs l

Mi

vMi

dil
Robs l

obsl
𝜎obs il

arcsin
Robs l

Figure 2: Planar velocity-obstacle model.
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where

COA
il τ tk =

vMi τ tk dil τ tk f il τ tk
2σobs il τ tk dil τ tk

+ vMi τ tk qobs il τ tk

−
vMi τ tk dil τ tk Robs l arcsin Robs l/dil τ tk + Robs l

σobs il τ tk dil τ tk + Robs l dil τ tk + Robs l
2 − R2

obs l

41

Figure 3 shows the difference between the obstacle
avoidance constraints adopted by refs. [32, 33] and those
designed in this paper. By employing the latter ones, the fea-
sible region is significantly augmented, and the saturation of
normal acceleration is alleviated. Besides, according to (40),
the obstacle avoidance constraint is directly imposed on the
control input aMi, so we can redefine the admissible set of
the control inputs as

Obviously, Ui τ tk is a compact set, and we suppose

Ui τ tk = aMi, uMi
T aMi ∈ aOAmin

Mi τ tk , aOAmax
Mi τ tk , uMi ∈ umin

Mi , u
max
Mi

44

Thereupon, the design of obstacle avoidance constraints
is completed.

For a conventional MPC problem, the auxiliary control-
ler and other terminal ingredients are of great significance in
ensuring the recursive feasibility and system stability; none-
theless, in most studies on DMPC cooperative guidance
[27–29], their development remains a challenging issue.

For the auxiliary controller and terminal ingredients, the
following requirements should be satisfied [30, 31].

Definition 10. The terminal set Ωi tk and the auxiliary con-
troller uκi · are such that for any xi t tk ∈Ωi tk and τ ≥ t,
by implementing ui τ = uκi xi τ tk

xi τ tk ∈Ωi tk , 45

uκi xi τ tk ∈Ui τ tk , 46

〠
NM

i=1
gi xi τ tk + Li τ tk, xi, xi−, ui,wi ≤ 0 47

In Definition 10, conditions (45)–(47) represent the
positive invariance, control input admissibility, and local
convergence, respectively. Based on the above, we design

Mi
vMi

Obstacle avoidance trajectory of the designed constraint
Obstacle avoidance trajectory of traditional VO method

(a)

N
or

m
al

 ac
ce

le
ra

tio
n

Time

Feasible region of solution for the designed constraint
Feasible region of solution for traditional VO method

(b)

Figure 3: Comparison between the designed obstacle avoidance constraint and the traditional VO method used in [32, 33]: (a) obstacle
avoidance trajectories; (b) feasible solution region during the obstacle avoidance process.

Ui τ tk = ∩
Nobs

l=1
Uil τ tk , 42

Uil τ tk = aMi, uMi
T

aMi ∈ amin
Mi , a

max
Mi , uMi ∈ umin

Mi , u
max
Mi , for f il τ tk ≥ 0

aMi ∈ max amin
Mi , C

OA
il τ tk , amax

Mi , uMi ∈ umin
Mi , u

max
Mi , for σobs il τ tk ≥ 0, f il τ tk < 0

aMi ∈ amin
Mi , min amax

Mi , C
OA
il τ tk , uMi ∈ umin

Mi , u
max
Mi , for σobs il τ tk < 0, f il τ tk < 0

43
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the terminal ingredients and the auxiliary controller as
follows.

The terminal cost is defined as

gi xi τ tk = ρ1i xi3 τ tk + μixi4 τ tk
2 + x2i4 τ tk

+ ρ2i xi2 τ tk − xri τ
2,

48

where xri τ is the reference trajectory, selected as

xri τ =
∑NM

i=1 xi2 0
NM

− τ 49

The terminal set is given as

Ωi tk = xi τ tk
xi3 τ tk + μixi4 τ tk

2 + x2i4 τ tk ≤Λ1i

∧ xi2 τ tk − xri τ
2 ≤Λ2i

50

The auxiliary controller is designed in the form of

Remark 11. In this paper, the local convergence of each UAV
subsystem is mainly guaranteed by the terminal cost and the
auxiliary controller, so the terminal region can be deter-
mined conservatively by setting Λ1i and Λ2i large. If a less
conservative terminal region is required, Λ1i and Λ2i should
be properly determined adopting methods proposed in ref.
[36, 37]. Besides, different from ref. [39] which adopts
dual-mode MPC strategy, our strategy is the same as ref.
[30]; i.e., the control action will be obtained by solving the
optimization problem regardless of whether the states are
inside the terminal region or not, rather than applying the
auxiliary controller as the actual control action.

In order for making the above items meet the conditions
in Definition 10, the following assumption is required.

Assumption 12. Given weighting scalars λ1i and λ2i (in stage
cost (17)) and μi (in terminal cost (48)), there exist positive
scalars ρ1i, ρ2i, k1i, and k2i such that (53)–(55), and there
always exists an auxiliary controller satisfying uκi xi τ tk ∈
Ui τ tk for any xi τ tk ∈Ωi tk .

ρ1i >
λ1i μ

2
i + 1 2 + λ1iμ

2
i

2μi
, 53

λ1i
2ρ1iμi

< k1i <
2ρ1i − λ1iμi
2ρ1i μ2i + 1 2 , 54

k2i >
λ2i Ni +∑j∈ℕi

λ2j
ρ2i

55

Remark 13. In some cases, the above assumptionmay not hold
due to the contradiction between (46) and (54), especially
when the obstacle avoidance constraints in (40) are triggered.
The priority in these cases is to ensure that condition (46) is
met, while as a cost, the convergence of the overall system
may be broken and restored soon after the above contradiction
disappears.

Now, the design of auxiliary controller and terminal
ingredients is completed. By substituting the terminal, com-
patibility, and obstacle avoidance constraints into Problem
4, the optimization problem to be solved by each UAV can
be expressed as follows.

Problem 14. At sampling instant tk, given the current state of
Mi, i.e., xi tk , the assumed predictive state trajectories of the
neighbors of Mi, i.e., x̂i− τ tk , τ ∈ tk, tk + T , the predictive
disturbances wi τ tk , find the optimal control inputs.

u∗i τ tk = arg min
ui τ tk

J i tk, xi, x̂i−, ui,wi , 56

subject to dynamic equation (9), compatibility constraint
(22), admissibility constraint of control inputs (considering
obstacle avoidance) (57), and terminal set constraint (58).

uκi xi τ tk =
−sin σMi τ tk cos σMi τ tk

cos σMi τ tk sin σMi τ tk
⋅ uκi xi τ tk , 51

uκi xi τ tk =
uκi1 xi τ tk

uκi2 xi τ tk
=

xi1 τ tk x2i4 τ tk + k2i
xi1 τ tk
x2i2 τ tk

xi2 τ tk − xri τ

2xi1 τ tk xi4 τ tk
xi2 τ tk

+ k1ixi1 τ tk xi3 τ tk +
1 − k1i μ

2
i + 1

μi
xi1 τ tk xi4 τ tk

+wi τ tk

52
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ui τ tk ∈Ui τ tk , 57

xi tk + T tk ∈Ωi tk , 58

wherein,

J i tk, xi, x̂i−, ui,wi =
tk+T

tk

Li τ tk, xi, x̂i−, ui,wi dτ + gi xi tk + T tk

=
tk+T

tk

λ1i x
2
i3 τ tk + x2i4 τ tk

+ λ2i 〠
j∈ℕi

xi2 τ tk − x̂ j2 τ tk
2 dτ

+ ρ1i xi3 tk + T tk + μixi4 tk + T tk
2

+ x2i4 tk + T tk + ρ2i xi2 tk + T tk − xri tk + T 2

59

3.3. Convergence Analysis of the Multi-UAV System under
DMPC. As Problem 14 is constructed following the common
practices of MPC, the convergence analysis of the multi-
UAV system adopting DPMC cooperative guidance scheme
will be carried out in two steps:

(1) Analysis of recursive feasibility: under auxiliary con-
troller (51) and (52) and with Assumption 5, all the
conditions in Definition 10 will be satisfied, and the
optimization problem (Problem 14) is feasible at
each sampling instant (see Theorem 15)

(2) Analysis of closed-loop stability: employing compat-
ibility constraint (22) and condition (47), the multi-
UAV system using u∗i τ tk , τ ∈ tk, tk+1 as the real-
time guidance command is exponentially stable (see
Theorem 16)

The associated theorems and their proofs are given as
follows.

Theorem 15. Let the terminal cost and terminal set be given
as in (48) and (50); suppose Assumption 12 holds, xi t tk ∈
Ωi tk , and Problem 14 is feasible at tk−1. Then, using auxil-
iary controller (51), (52), and assumed control inputs (19),

(a) for any τ ≥ t, the requirements in Definition 10 are
satisfied

(b) the optimization problem (Problem 14) is feasible at tk

Proof of Theorem 15 (for ease of derivation, we omit “ τ ” or
“ τ tk ” in (60)–(66)). According to Assumption 12, the aux-
iliary controller belongs to the admissible set of control
inputs, so condition (46) is met.

Under auxiliary controller (51) and (52), according to
dynamic equation (9), there are

xi2 = −k2i xi2 − xri − 1, 60

xi4 = −k1ixi3 −
1 − k1i μ

2
i + 1

μi
xi4 61

Applying (54), (60), and (61) yields

d
dτ

xi3 + μixi4
2 + x2i4 = 2 xi3 + μixi4 xi4 + μixi4 + 2xi4xi4

= 2 xi3xi4 + μix
2
i4 + μixi3xi4 + μ2i xi4xi4 + xi4xi4

= 2 −μik1ix
2
i3 +

−1 + k1i μ
2
i + 1 2

μi
x2i4

< −
λ1i
ρ1i

x2i3 + x2i4 < 0,

62

d
dτ

xi2 − xri
2 = 2 xi2 − xri xi2 − xri = −2k2i xi2 − xri

2 < 0

63

Thus, for any τ ≥ t, condition (45) is met.
Applying inequality

〠
NM

i=1
λ2i 〠

j∈ℕi

xi2 − xj2
2 ≤ 2〠

NM

i=1
λ2i 〠

j∈ℕi

xi2 − xri
2 + xj2 − xrj

2

= 2〠
NM

i=1
λ2i Ni + 〠

j∈ℕi

λ2j xi2 − xri
2,

64

the condition (47) holds if

2 λ2i Ni + 〠
j∈ℕi

λ2j xi2 − xri
2 + λ1i x

2
i3 + x2i4 + gi xi < 0

65

Substituting (55), (62), and (63) into gi xi yields

gi xi = ρ1i
d
dτ

xi3 + μixi4
2 + x2i4 + ρ2i

d
dτ

xi2 − xri
2

< −λ1i x
2
i3 + x2i4 − 2ρ2ik2i xi2 − xri

2

< −λ1i x
2
i3 + x2i4 − 2 λ2i Ni + 〠

j∈ℕi

λ2j xi2 − xri
2

66

According to (66), inequality (65) holds, and condition
(47) is satisfied. Thereupon, conclusion (a) holds.

Since the optimization problem (Problem 14) is feasible
at tk−1, the optimal control inputs and the optimal terminal
states at tk−1 are such that u∗i τ tk−1 ∈Ui τ tk−1 and x∗i
tk−1 + T tk−1 ∈Ωi tk−1 .

Consider the assumed control inputs at tk, whose corre-
sponding predictive state trajectory satisfies (20). It implies
that, for any τ ∈ tk, tk−1 + T , by implementing inputs ui τ
tk = u∗i τ tk−1 (following the invariance property of Ui τ
tk , Ωi tk ), there are
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ui τ tk ∈Ui τ tk , 67

xi tk−1 + T tk ∈Ωi tk , 68

εi τ tk = 0 69

Then, according to Definition 10, for any τ ∈ tk−1 + T ,
tk + T , by implementing auxiliary controller ui τ tk = uκi
xi τ tk , (57), (58), and (69) hold; that is, for the
assumed control inputs ûi τ tk , τ ∈ tk, tk + T , all the
constraints in Problem 14 are satisfied; thus, ûi τ tk is a
feasible solution of Problem 14 at tk, and conclusion (b)
holds.

Theorem 16. For the multi-UAV system, each UAV solves the
optimization problem (Problem 14) at sampling instant tk.

Suppose Theorem 15 holds for any sampling instant after tk.
Then, by implementing the real-time guidance commands ui
τ = u∗i τ tk , the guidance error, the angle tracking error,
and the consistency error for multi-UAV system will converge
to zero.

Proof of Theorem 16. For the multi-UAV system, the Lyapu-
nov function is selected as

V tk = 〠
NM

i=1
Ji tk, x∗i , x̂

∗
i−, u

∗
i ,wi 70

If we choose ûi τ tk+1 as a transitional solution at tk+1,
then, following (20), there is

Applying condition (47) with xi t tk being x∗i tk + T tk ,
then, (72) holds for any τ ≥ tk + T

〠
NM

i=1
gi x

∗
i τ tk + Li τ tk, xκi , x̂i−, u

κ
i ,wi < 0 72

Integrating (72) from tk + T to tk+1 + T yields

〠
NM

i=1

tk+1+T

tk+T
Li τ tk, xκi , x̂i−, u

κ
i ,wi dτ + gi x

κ
i tk+1 + T tk − gi x

∗
i tk + T tk < 0

73

Define ε∗i τ tk = x̂i2 τ tk − x∗i2 τ tk . Employing com-
patibility constraint (22), we can obtain inequality (74) and
(75) (“ τ tk ” and “ tk ” are omitted)

〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i x∗i2 − x∗j2
2
− x∗i2 − x̂ j2

2 dτ

= 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i 2x∗i2 − x∗j2 − x̂ j2 ε∗j dτ

= 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i 2 x̂i2 − x̂ j2 − 2ε∗i + ε∗j ε∗j dτ

≤ 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i 2φij + 2 ε∗i + ε∗j ε∗j dτ

= 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i 2φij ε
∗
j + 2 ε∗i ε∗j + ε∗j

2
dτ

≤ 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i 2φij ε
∗
j + ε∗i

2 + 2 ε∗j
2

dτ

= 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

2λ2jφij ε
∗
i + λ2i ε

∗
i

2 + 2λ2j ε∗i
2dτ

≤ 〠
NM

i=1
〠
j∈ℕi

T − δ 2λ2jφijνi + λ2i + 2λ2j ν2i

= 〠
NM

i=1
2 T − δ 〠

j∈ℕi

λ2jφij νi + T − δ λ2i Ni + 2〠
j∈ℕi

λ2j ν2i ,

74

〠
NM

i=1

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ ≥ 〠

NM

i=1

tk+1

tk

〠
j∈ℕi

λ2i x
∗
i2 − x̂ j2

2 dτ

= 〠
NM

i=1

tk+1

tk

〠
j∈ℕi

λ2i x∗i2 − x̂ j2 − ε∗i
2 dτ ≥ 〠

NM

i=1

tk+1

tk

〠
j∈ℕi

λ2iζ
2
ij − λ2iν

2
i dτ

= 〠
NM

i=1
δλ2i 〠

j∈ℕi

ζ2ij − δλ2i Ni ν
2
i

75

V tk+1 − V tk ≤ 〠
NM

i=1
Ji tk+1, x̂i, x̂i−, ûi,wi − Ji tk, x∗i , x̂i−, u

∗
i ,wi

= 〠
NM

i=1

〠
j∈ℕi

tk+T

tk+1

λ2i x∗i2 τ tk − x∗j2 τ tk
2
− x∗i2 τ tk − x̂ j2 τ tk

2 dτ

−
tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ +

tk+1+T

tk+T
Li τ tk, xκi , x̂i−, u

κ
i ,wi dτ

+gi x
κ
i tk+1 + T tk − gi x

∗
i tk + T tk

71
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1: for l:= 0 to Nc − 1 do
2: Calculate σMi tk+l tk and ui tk+l tk using (3) and (4)
3: Calculate aOAmin

Mi tk+l tk ,aOAmax
Mi tk+l tk ,umin

i1 tk+l tk ,umax
i1 tk+l tk ,

umin
i2 tk+l tk ,

umax
i2 tk+l tk , according to (40)~(44) and ~(87)

4: Correct ui tk+l tk applying ui tk+l tk = sat ui umin
i tk+l tk , umax

i tk+l tk , where

umin
i tk+l tk = umin

i1 tk+l tk , umin
i2 tk+l tk

T
,

umax
i tk+l tk = umax

i1 tk+l tk , umax
i2 tk+l tk

T

5: Recalculate ui tk+l tk according to (4)
6: Correct ui tk+l tk applying ui tk+l tk = sat ui umin

i tk+l tk , umax
i tk+l tk , where

umin
i tk+l tk = aOAmin

Mi tk+l tk , umin
Mi

T
, umax

i tk+l tk = aOAmax
Mi tk+l tk , umax

Mi
T

7: Let P iter
h j, l + 1 , j = 1, 2 be the corrected ui tk+l tk

8: Calculate xi tk+l+1 tk applying (78).
9: end for

10: Return the corrected P iter
h and Xi tk

Algorithm 1: Pseudocode of the position correction for each particle.

1: // Initialization
2: Set the parameters of the algorithm: ω, η1, η2, V

max j, l , population size Ps, the maximum number of iterations K , and
maximum number of invalid iterations K ′.

3: Randomly generate the initial positions of particles P 0
h , h = 1, 2,⋯, Ps, which include the assumed control input sequence

P 0
h = ûi tk tk , ûi tk+1 tk ,⋯,ûi tk−1 + T tk .

4: Randomly generate the initial velocities of particles V 0
h .

5: Initialize the current iteration as iter = 0 and number of invalid iterations as iter′ = 0.
6: // Main loop
7: while iter < K∧iter′ < K ′ do
8: for h:= 1 to Ps do

9: Correct V iter
h using (91)

10: Correct P iter
h and obtain xi tk+l tk , l = 1,⋯,Nc with algorithm 1

11: Calculate F iter
h using (90)

12: Determine the individual best position Ppb
h

13: end for
14: Determine the global best position Pgb

15: Record the global best fitness value at current iteration Rec iter = Fgb

16: if iter > 1∧Rec iter = Rec iter−1 then
17: iter′ = iter ′ + 1
18: else
19: iter′ = 0
20: for h := 1 to Ps do

21: Update the position of particle as P iter+1
h , using (88)

22: Update the velocity of particle as V iter+1
h , using (89)

23: end for
24: Update the current iteration as iter = iter + 1
25: end while
26: Determine the optimal control input sequence at tk as

u∗i τ tk = u∗i tk tk , u∗i tk+1 tk ,⋯,u∗i tk−1 + T tk = Pgb

27: //Results
28: return u∗i τ tk

Algorithm 2: Pseudocode of PSO algorithm.
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Ulteriorly,

〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i x∗i2 − x∗j2
2
− x∗i2 − x̂ j2

2 dτ

−
tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ

= 〠
NM

i=1
〠
j∈ℕi

tk+T

tk+1

λ2i x∗i2 − x∗j2
2
− x∗i2 − x̂ j2

2 dτ

− γi

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ

+ 〠
NM

i=1
γi − 1

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ

≤ 〠
NM

i=1
2 T − δ 〠

j∈ℕi

λ2jφij νi + T − δ λ2i Ni + 2〠
j∈ℕi

λ2j

ν2i + δγiλ2i Ni ν
2
i − δγiλ2i 〠

j∈ℕi

ζ2ij

+ 〠
NM

i=1
γi − 1

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ

= 〠
NM

i=1
biνi + aiν

2
i + ci

+ 〠
NM

i=1
γi − 1

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ

= 〠
NM

i=1
γi − 1

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ

76

Substituting (73) and (76) into (71) yields

V tk+1 −V tk ≤ 〠
NM

i=1
γi − 1

tk+1

tk

Li τ tk, x∗i , x̂i−, u
∗
i ,wi dτ < 0

77

Thus, if Theorem 15 holds for any sampling instant
after tk, the multi-UAV system is exponentially stable, and
Theorem 16 holds.

Thereupon, we have completed the design and analysis
of the cooperative guidance scheme based on DMPC. The
next section will mainly focus on the implementation of
the proposed cooperative guidance scheme.

4. Implementation of DMPC Cooperative
Guidance Scheme

In this section, the particle swarm optimization (PSO) algo-
rithm is introduced to solve the optimization problem
(Problem 14), and then, the detailed implementation process
of DMPC cooperative guidance scheme is presented.

4.1. Solving Procedure Based on Particle Swarm Optimization
Algorithm. Unlike traditional control methods with analyti-
cal expressions for the control inputs, DMPC is an
optimization-based control method which relies on an effi-
cient optimization algorithm to find the optimal control
actions at each sampling instant.

However, due to the constraint of nonlinear system
dynamic (9), the solving procedure of Problem 14 involves
large amounts of integral operations, and therefore, appro-
priate simplification is needed. To this end, the approxima-
tion of the system dynamic is carried out based on explicit
Euler’s method.

Suppose Nc = T/δ and Nc ∈ℤ
+, where ℤ+ is the positive

integer set. Then, the system within control horizon can be
approximated by

xi tk+l+1 tk ≈ xi tk+l tk + δxi tk+l tk , l = 0, 1,⋯,Nc − 1
78

Equation (78) implies that the system evolves in the
manner of zero-order holding over each sampling interval
within the control horizon; thus, the control inputs and the
disturbances can be represented in the form of sequences:

U i tk = ui tk tk , ui tk+1 tk ,⋯,ui tk−1 + T tk , 79

W i tk = wi tk tk ,wi tk+1 tk ,⋯,wi tk−1 + T tk 80

Applying the approximation of the actual system (78), the
objective function of Problem 14 is approximately equal to

Ji tk, Xi, X̂i−,U i,W i ≈ δ〠
Nc

l=1
Li tk+l tk, xi, x̂i−, ui,wi

+ gi xi tk + T tk ,

81

where Xi tk = xi tk+1 tk , xi tk+2 tk ,⋯,xi tk + T tk .
All the constraints of Problem 14 can be approximated

in a same manner and further transformed into the con-
straints imposed on ui tk+l tk . Take the compatibility con-
straint as an example, which can be transformed into the
constraint given by

uCB min
i1 tk+l tk ≤ ui1 tk+l tk ≤ uCB max

i1 tk+l tk , 82

where the upper and lower bounds of ui1 tk+l tk , i.e.,
uCB max
i1 tk+l tk and uCBmin

i1 tk+l tk , can be derived from

M1 M2

M3M4

Figure 4: Communication topology among UAVs.
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(22) and dynamic equation (9).

C
CB
i tk+l tk = x̂ j2 tk+l+1 tk − xi2 tk+l tk

− δxi2 tk+l tk − υi tk < 0
83

Similarly, the terminal set constraint can be transformed
into

uTS min
ij tk−1 + T tk ≤ uij tk−1 + T tk ≤ uTS max

ij tk−1 + T tk , j = 1, 2,

84

with uTS min
ij tk−1 + T tk and uTS max

ij tk−1 + T tk being
calculated in the same manner as shown in (83) and (84).
In summary, for any l = 0, 1,⋯,Nc − 1, ui tk+l tk is con-
strained by

umin
ij tk+l tk ≤ uij tk+l tk ≤ umax

ij tk+l tk , j = 1, 2, 85

where

umin
ij tk+l tk =

uCBmin
ij tk+l tk , l = 0,⋯,Nc − 2,

max uCBmin
ij tk+l tk , uTSmin

ij tk+l tk , l =Nc − 1,

86

umax
ij tk+l tk =

uCBmax
ij tk+l tk , l = 0,⋯,Nc − 2,

min uCBmin
ij tk+l tk , uTSmin

ij tk+l tk , l =Nc − 1,

87

with uCBmin
i2 tk+l tk and uCBmax

i2 tk+l tk being −∞ and +∞,
respectively.

Based on the above processing, each UAV solves Prob-
lem 14 at sampling instant tk using particle swarm optimiza-
tion (PSO) algorithm. PSO algorithm is a heuristic
optimization algorithm widely used in UAV decision-
making problems [40], whose iterative process relies on the
searching experience of all the particles in the swarm, with
no need for calculating the gradient of each optimization
variable.

In PSO, each particle corresponds to a solution of the
optimization problem, whose position can be represented

as P iter
h = P iter

h j, l ∈ℝ2×Nc
with the same dimension as

U i tk . P iter
h j, l denotes the j, l-th element of P iter

h .
In the same manner, the velocity of the particle is

denoted as V iter
h ∈ℝ2×Nc

, which determines the updating
direction and step size of each particle in a single iteration,
as shown in

P iter+1
h = P iter

h + V iter
h 88

Table 2: Initial states of UAVs.

Index Initial position (m) Initial velocity (m/s) Initial flight path angle (°)
Maximum and minimum
normal overload (m·s-2)

Maximum and minimum
tangential acceleration (m·s-2)

1 (-6000, 0) 400 45 200, -200 200, -200

2 (0, -6000) 400 45 200, -200 200, -200

3 (6000, -6000) 400 67.5 200, -200 200, -200

4 (-6000, 6000) 400 22.5 200, -200 200, -200

Offline stage: For each UAV Mi, give (initial) sampling period δ, control horizon T , maximum data size of the observation data N ,
weighting scalars for stage cost: λ1i, λ2i, weighting scalars for terminal cost: ρ1i, ρ2i, μi, scalars for terminal set constraint and com-
patibility constraint: Λ1i, Λ2i, γi, and parameters for auxiliary controller: k1i, k2i. Those scalars or parameters are supposed to satisfy
assumption 12.
Online stage: At the initial time t0, each UAVMi sets ûi τ t0 as uκi xi τ t0 and x̂i2 τ t0 as xκi2 τ t0 , initializes the observation data
for the target as e t0 = θT t0 , sends x̂i2 τ t0 to the neighbors and receives x̂ j2 τ t0 from them, τ ∈ t0, t0 + T .

(I) At sampling instant tk, k ≥ 0, for each UAV Mi
(a) predict wi τ tk , τ ∈ tk, tk + T using the method proposed in section 3.1.
(b) compute υi tk according to (23), (24).
(c) solve optimization problem 14 using algorithm 2, to obtain u∗i τ tk , τ ∈ tk, tk + T .

(II) Over time interval t ∈ tk, tk+1 , for each UAV Mi
(a) implement the real-time guidance command ui t = u∗i t tk , t ∈ tk, tk+1 and sample the system states.
(b) update the observation data, by adding e tk+1 = θT tk+1 . If there is k + 1 ≥N , then delete e tk+1−N .
(c) calculate the assumed control inputs ûi τ tk+1 and the corresponding state trajectoriesx̂i2 τ tk+1 , τ ∈ tk+1, tk+1 + T ,

according to (19), (51), (52), and (20).
(d) sends x̂i2 τ tk+1 to Mj and receives x̂ j2 τ tk+1 from Mj, j ∈ℕi

(III) Return to (I), update T and δ using (94) and (95). If the updated δ is smaller than the preset one, then stop control and
sample system states at tk + δ.

Algorithm 3: DMPC cooperative guidance scheme.
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Figure 5: Continued.
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Commonly, the velocity of the particle is simultaneously

affected by its ever-reached best position Ppb
h , the global best

position Pgb, and its current velocity, which is formulated as

V iter+1
h = ω ⋅V iter

h + η1 ⋅ ξ1 ⋅ Ppb
h − P iter

h + η2 ⋅ ξ2 ⋅ Pgb − P iter
h ,

89

where ω represents the inertia weight, which can be preset or
adjusted in iteration; η1 and η2 are the acceleration constants
given a priori; and ξ1 and ξ2 are the random numbers within

0, 1 . Ppb
h and Pgb satisfy Fpb

h =min
iter

F iter
h and Fgb = min

iter,h

F iter
h , respectively. F iter

h is the fitness function defined as
(90), for evaluating the fitness of each particle at its current
position.

F iter
h = δ〠

Nc

l=1
Li tk + lδ tk, xi, x̂i−, P

iter
h ,wi + gi xi tk + T tk

90

The velocity of each particle is also limited by the maxi-
mum velocity, and there is

V iter
h j, l =

−Vmax j, l , V iter
h j, l < −Vmax j, l ,

V iter
h j, l , −Vmax j, l < V iter

h j, l < Vmax j, l ,

Vmax j, l , V iter
h j, l > Vmax j, l

91

Additionally, in order to guarantee the feasibilities of par-
ticles in each iteration, we need to check the positions of the
particles to prevent them from violating constraints as given
in (57), (84), and (85). The check and correction will be made
as follows.

In Algorithm 1, ui tk+l tk and ui tk+l tk are corrected
using the saturation function as follows:

u = sat u umin, umax =
sat u1 u

min
1 , umax

1

sat u2 u
min
2 , umax

2

, 92

where

sat uj u
min
j , umax

j =

umin
j , uj < umin

j ,

uj, umin
j ≤ uj ≤ umax

j

umax
j , uj > umax

j ,

j = 1, 2

, 93
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Figure 5: Simulation results for Case 1: (a) flight trajectories; (b) UAV-target distance under FxTCG; (c) UAV-target distance under
DMPC-CG; (d) time-to-go under FxTCG; (e) time-to-go under DMPC-CG; (f) LOS angle under FxTCG; (g) LOS angle under DMPC-
CG; (h) LOS angle rate under FxTCG; (i) LOS angle rate under DMPC-CG; (j) guidance command aM under FxTCG; (k) guidance
command aM under DMPC-CG; (l) guidance command uM under FxTCG; (m) guidance command uM under DMPC-CG.

Table 3: Simulation results for Case 1.

Index
FxTCG DMPC-CG

Miss distance (m) Error of LOS angle (°) Interception time (s) Miss distance (m) Error of LOS angle (°) Interception time (s)

1 7 07 × 10−4 1 57 × 10−4 37.8654 1 17 × 10−6 4 94 × 10−5 41.3079

2 7 03 × 10−4 1 57 × 10−4 37.8654 1 08 × 10−5 7 57 × 10−6 41.3079

3 5 32 × 10−5 2 62 × 10−4 37.8654 4 09 × 10−5 4 59 × 10−5 41.3079

4 6 20 × 10−5 2 61 × 10−4 37.8654 6 44 × 10−6 3 16 × 10−5 41.3079
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Figure 6: Continued.
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Thereupon, the complete pseudocode of the PSO algo-
rithm for Problem 14 is given as follows.

Using Algorithm 2, we can obtain the optimal control
inputs and the real-time guidance command of Mi at sam-
pling instant tk. Based on which, the complete implementa-
tion process of the DMPC cooperative guidance scheme will
be presented in the next subsection.

4.2. Implementation of DMPC Cooperative Guidance
Scheme. In order to improve the terminal guidance effect
of each UAV, we adopt two strategies as follows.

(a) Variable control horizon

As the final time approaches, the control horizon of each
UAV will be adjusted as

T =
T T ≥ xi2 tk ,

δ ⋅
xi2 tk

δ
T < xi2 tk

94

(b) Variable sampling period

If the time-to-go is smaller than the current sampling
period, then, in order to obtain the actual guidance effect

at final time, we let sampling period be

δ =
δ δ ≥ xi2 tk ,

xi2 tk δ < xi2 tk
95

The DMPC cooperative guidance scheme is imple-
mented in two stages, as follows.

Now the implementation of the DMPC cooperative
guidance scheme is completed.
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Figure 6: Simulation results for Case 2: (a) flight trajectories; (b) UAV-target distance under FxTCG; (c) UAV-target distance under
DMPC-CG; (d) time-to-go under FxTCG; (e) time-to-go under DMPC-CG; (f) LOS angle under FxTCG; (g) LOS angle under DMPC-
CG; (h) LOS angle rate under FxTCG; (i) LOS angle rate under DMPC-CG; (j) guidance command aM under FxTCG; (k) guidance
command aM under DMPC-CG; (l) guidance command uM under FxTCG; (m) guidance command uM under DMPC-CG.

Table 4: Simulation results for Case 2.

Index
FxTCG DMPC-CG

Miss distance (m) Error of LOS angle (°) Interception time (s) Miss distance (m) Error of LOS angle (°) Interception time (s)

1 0.0210 0.127 26.5123 3 97 × 10−3 9 49 × 10−3 27.7539

2 2 20 × 10−3 0.0352 26.5122 4 12 × 10−4 6 27 × 10−3 27.7539

3 3 85 × 10−3 0.0517 26.5123 1 76 × 10−3 5 64 × 10−3 27.7539

4 5 82 × 10−3 0.0542 26.5124 4 23 × 10−3 0.0251 27.7539

Table 5: Obstacles’ positions and radiuses.

Index of case Index of obstacle Center position (m) Radius (m)

3

1 (0, 2000) 2000

2 (6000, 1000) 1500

3 (-2000, 7000) 1500

4

1 (1000, 0) 1400

2 (5000, 1000) 1000

3 (7500, -1000) 1500

4 (-1000, 2000) 1000

5 (0, 7000) 800

6 (4000, 5000) 1200

7 (11000, 1000) 900
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Figure 7: Continued.
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5. Numerical Simulation

In order to demonstrate the effectiveness of the DMPC
cooperative guidance scheme, the numerical simulations
are conducted in this section. The simulation scenario is
set as four UAVs with fixed communication topology
attacking a single maneuvering target, and in different
cases, the target adopts diverse maneuvering strategies.
The simulations will be carried out in the cases with
obstacles and cases without obstacles, and the methods
proposed in recent studies [16, 24] will be used for
comparison.

In all of simulations, the communication topology
among the UAVs is shown in Figure 4, the initial positions,
velocities, and the admissible inputs of the UAVs are given
in Table 2, and the initial position and flight path angle of
the target are set to xT 0 = 15000m, yT 0 = 15000m, and
θT 0 = −135∘; all the scalars and parameters of Algorithm 2
and Algorithm 3 are given as follows.

For Algorithm 2, Ps = 5, K = 20, K ′ = 5, η1 = η2 = 0 1,
ωmax = 0 8, ωmin = 0 2, and ω = ωmax − iter2 ωmax − ωmin /
K2 .

For Algorithm 3, (initial) δ = 0 1 s, (initial) T = 0 3 s, N
= 8, λ1i = 1, λ2i = 1, ρ1i = 10, ρ2i = λ2i Ni +∑j∈ℕi

λ2j, μi = 2,
Λ1i = 25, Λ2i = 25, γi = 0 1, k1i = 0 36, and k2i = 2.

5.1. Scenario I: Without Obstacles. In this subsection, the
comparison simulations are carried out in cases (Cases 1
and 2) without no-fly zones or obstacles. To validate the
advantages of the DMPC cooperative guidance scheme
(DMPC-CG), it will be compared with the fixed-time coop-
erative guidance law (FxTCG) proposed in [16]. The veloci-
ties and the maneuvering inputs of the target in Case 1 and
Case 2 are given as follows.

Case 1. vT = 200m/s, and aT t = 0m/s2.

Case 2. vT = 500m/s, and aT t = 5t cos 0 4t m/s2.

Case 1 simulates the scenario of intercepting a low-
speed, nonmaneuvering target, while Case 2 simulates the
interception scenario against a high-speed target that adopts
snake maneuvering tactics.

In both cases, the desired LOS angles of the UAVs are set
to qd1 = 22 5∘, qd2 = 67 5∘, qd3 = 90∘, and qd4 = 0∘,
respectively.

Simulation results under Case 1 and Case 2 are shown in
Figure 5 and Table 3 and Figure 6 and Table 4, respectively.
From Figures 5(a)–5(c) and 6(a)–6(c), it can be seen that
using either method, all the UAVs hit the target with smooth
flight trajectories. However, significant differences between
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Figure 7: Simulation results for Case 1: (a) flight trajectories; (b) time-to-go under MPC-DG; (c) time-to-go under DMPC-CG; (d) minimum
UAV-obstacle distance under MPC-DG; (e) minimum UAV-obstacle distance under DMPC-CG; (f) guidance command aM under MPC-DG;
(g) guidance command aM under DMPC-CG; (h) guidance command uM under MPC-DG; (i) guidance command uM under DMPC-CG; (j)
LOS angle under DMPC-CG; (k) LOS angle rate under DMPC-CG; (l) average computation duration under DMPC-CG.

Table 6: Simulation results for Case 1.

Index
MPC-DG DMPC-CG

Miss distance (m) Error of LOS angle (°) Interception time (s) Miss distance (m) Error of LOS angle (°) Interception time (s)

1 2.2121 — 35.5212 1 25 × 10−3 0.0216 35.5241

2 2.4485 — 35.5210 3 50 × 10−3 8 49 × 10−3 35.5241

3 2.1738 — 35.5199 4 19 × 10−4 4 13 × 10−3 35.5241

4 2.3300 — 35.5215 6 71 × 10−4 0.0166 35.5242
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Figure 8: Continued.
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Figure 8: Continued.
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the two methods can be observed from Figures 5(d)–5(m)
and 6(d)–6(m). Figures 5(d)–5(g) and 6(d)–6(g) show that,
with either method, the time-to-go of all the UAVs can
reach a consensus within a finite time, and the LOS angles
ultimately converge to their desired values. However, under
DMPC-CG, the time spent before reaching the consensus
is about 2 s, which is shorter than that under FxTCG. In
Figures 5(j)–5(m) and 6(j)–6(m), the guidance commands
exhibit rapid changes in the initial phase of guidance under
DMPC-CG, but the duration of acceleration saturation is
largely shortened. In contrast, under FxTCG, the saturation
of acceleration lasts longer, though the curves of guidance
commands are smoother. Besides, according to Tables 3
and 4, the DMPC-CG achieves smaller miss distances and
convergence errors in LOS angles than the FxTCG in both
cases. Therefore, the proposed DMPC cooperative guidance
scheme can achieve cooperative interception with advanta-
geous performance than the fixed-time cooperative guidance
law in cases without obstacles.

5.2. Scenario II: With Obstacles. In order to further demon-
strate the effectiveness of the proposed DMPC cooperative
guidance scheme in the presence of obstacles, simulations
are conducted in this subsection (Cases 1 and 2). The pro-
posed DMPC-CG will be compared with another MPC-
based distributed guidance method (MPC-DG) [24]. As
MPC-DG is designed to achieve time-constrained guidance
in consideration of obstacle avoidance, the comparison will

mainly focus on the performance of guidance, coordination
of impact times, and obstacle avoidance. The control of
LOS angles will be analyzed as an additional property of
DMPC-CG.

In Cases 1 and 2, the obstacles are randomly dispersed,
as shown in Table 5. The desired LOS angles of UAVs are
set to qd1 = 45∘, qd2 = 67 5∘, qd3 = 90∘, and qd4 = 22 5∘, and
the velocities and maneuvering inputs of the target are given
as follows.

Case 1. vT = 300m/s

aT t =
10m/s2 t < 10 s

−20m/s2 t ≥ 10 s
96

Case 2. vT = 300m/s, and aT t = 100 cos 0 5t m/s2.
For ease of comparison, the objective function designed

in ref. [24] is given as follows:

Ji′ tk, xi, x̂i−, ui,wi =
tk+T

tk

λ1i′ 〠
j∈ℕi

xi2 τ tk − x̂ j2 τ tk
2

+ λ2i′ a2Mi τ tk + u2Mi τ tk dτ
+ ρ1i′ r2i tk + T tk
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Figure 8: Simulation results for Case 2: (a) flight trajectories; (b) time-to-go under MPC-DG; (c) time-to-go under DMPC-CG; (d) minimum
UAV-obstacle distance under MPC-DG; (e) minimum UAV-obstacle distance under DMPC-CG; (f) guidance command aM under MPC-DG;
(g) guidance command aM under DMPC-CG; (h) guidance command uM under MPC-DG; (i) guidance command uM under DMPC-CG; (j)
LOS angle under DMPC-CG; (k) LOS angle rate under DMPC-CG; (l) average computation duration under DMPC-CG.

Table 7: Simulation results for Case 2.

Index
MPC-DG DMPC-CG

Miss distance (m) Error of LOS angle (°) Interception time (s) Miss distance (m) Error of LOS angle (°) Interception time (s)

1 2.6746 — 35.5210 0.0146 0.0117 35.5243

2 2.3191 — 35.5213 2 91 × 10−3 0.0316 35.5242

3 2.6041 — 35.5219 8 86 × 10−3 0.0182 35.5242

4 1.9049 — 35.5184 7 34 × 10−4 0.0185 35.5245
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In (97), λ1i′ and λ2i′ are the weighting scalars of the stage
cost, while ρ1i′ is the weighting scalar of the terminal cost.
The sampling period, prediction horizon, and other param-
eters are set to be the same as those in ref. [24].

Simulation results for Case 1 and Case 2 are shown in
Figure 7 and Table 6 and Figure 8 and Table 7, respectively.
From Figures 7(a), 7(d), and 7(e) and 8(a), 8(d), and 8(e), it
can be observed that using these two methods, all the UAVs
successfully avoid collisions with obstacles and fly towards
the target with smooth trajectories. From Figures 7(b) and
7(c) and 8(b) and 8(c), it can be seen that once a UAV takes
a maneuver to avoid obstacles, the consensus on time-to-go
is briefly broken, but under either method, the consensus will
soon be restored and maintained for most of the time during
guidance. Although both methods basically meet the require-
ments of the time-constrained cooperative guidance with
obstacle avoidance based on the above analysis, there are still
differences in guidance performance between the two
methods. According to Tables 6 and 7, the DMPC-CG
achieves smaller miss distance and consistency errors in
impact time for both cases, which largely depends on the ratio-
nal design of the objective function and the related constraints.

In addition, the curves of LOS angles and LOS angle
rates are separately depicted for DMPC-CG in Figures 7(j)
and 7(k) and 8(j) and 8(k). It can be seen that the LOS angles
and angular rates deviate significantly from their desired
values at the beginning and exhibit fluctuations during the
guidance process. However, by adopting DMPC-CG, all of
them eventually converge to the desired values. Figures 7(l)
and 8(l) show the average computation duration under
DMPC-CG. At each sampling instant, all the UAVs are able
to complete calculations within 0.032 s, with most calcula-
tions lasting less than 0.01 s. These results show that the pro-
posed DMPC cooperative guidance scheme is capable of
achieving time and angle-constrained cooperative guidance
in the presence of obstacles or no-fly zones.

6. Conclusion

This study is concerned with the salvo attack problem for con-
trollable thrust UAVs against a maneuvering target. The guid-
ance scheme is presented based on distributed model
predictive control to achieve simultaneous interception at
the desired impact angle and no-fly zone avoidance. The guid-
ance scheme proposed in this study is advanced as follows:

(1) By introducing assumed predictive trajectories, all
the UAVs are able to synchronously figure out their
acceleration commands utilizing the shared informa-
tion among the neighbors

(2) By designing the prediction method and associated
constraints, both obstacle avoidance and maneuver-
ing target interception are achieved

(3) By employing compatibility constraints, terminal set
constraints, and auxiliary controller, the convergence
of the multi-UAV system is guaranteed

(4) Using PSO algorithm, the computation efficiency of
the optimal acceleration commands is improved

The effectiveness of the method is verified through the
numerical simulation. In the next step of our work, the
DMPC will be applied to three-dimensional cooperative
interception problem with the constraints of terminal angle
and obstacle avoidance, and the disturbance observer-based
robust DMPC scheme for cooperative guidance against
maneuvering target will also be studied.
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