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Multiple-input multiple-output (MIMO) radar has been extensively studied in recent years, due to its outstanding performance in
various aspects. Resolution and estimation of the targets’ parameters are central capabilities of a MIMO radar system. In this paper,
the resolution performance of MIMO radar in terms of the three-dimensional statistical resolution limit (3D SRL) is investigated,
where three-dimension refers to direction of arrival (DOA), direction of departure (DOD), and Doppler frequency of a target. The
scenario of two closely spaced targets corrupted by broadband noise with/without clutter sources is considered and the closed-
form expression of the resolution threshold, which is the minimum signal-to-noise ratio (SNR) required for a given resolution
performance, is derived using a generalized likelihood ratio test (GLRT) formulation. Finally, both theoretical and numerical
analyses are provided for some insights regarding the resolution limit.

1. Introduction

Multiple-input multiple-output (MIMO) radar has been
extensively studied in recent years, due to its advantages such
as improved parameter identifiability, direct applicability of
adaptive algorithms, and enhanced target detection and esti-
mation performance [1–3]. The performance improvements
of MIMO radar primarily benefit from spatial and waveform
diversity. More precisely, either the array configuration or the
transmittedwaveforms can be chosen rather freely in contrast
with its phased-array counterpart [4–7].

Resolution and estimation of the targets’ parameters
are central capabilities of MIMO radar, where the former
is the theme of this paper. To be specific, the essential
resolution performance of MIMO radar described by the
statistical resolution limit (SRL) [8, 9] is our concern. SRL
is an important measure to characterize the resolution ability
which has been rising in several applications recently [10–14].
In general, there exist three essential manners to characterize
the SRL [8, 9].

(1) The first approach is relevant to spectral estimation
algorithms based on the eigen-decomposition of the
data covariance matrix, including MUSIC, ESPRIT,

or their variants [15, 16]. The Cox criterion [8] and
the Sharman and Durrani criterion [17] have been
developed to define the resolvability in this context.

(2) The second approach is based on estimation accuracy
criteria that are independent of specific algorithms,
where the Cramer-Rao bound (CRB) and some other
minimal bounds tighter [14] are employed to describe
the SRL. Smith criterion [13] and itsmultidimensional
generalization [18] are widely used to evaluate the
resolution performance in this framework.

(3) The last one, which is the strategy adopted in this
work, is based on the hypothesis test theory [19, 20].
The original idea of this method is to determine
from the observation the presence of one or two sig-
nals/targets. In this spirit, SRL is defined as the min-
imum separation that allows a correct resolvability
for a given probability of false alarm and probability
of detection. Usually the closed-form expression of
SRL can be obtained for one-dimensional parameter.
As for the multidimensional case, the main concern
turns to calculating the resolution threshold [21],
that is, the minimum signal-to-noise ratio (SNR)
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or signal-to-clutter-plus-noise ratio (SCNR) required
for a given resolution performance.

Several works have been done on SRL of MIMO radar
in existing literatures. For instance, in [22], the asymptotic
SRL was derived using the Smith criterion. The scenario
discussed was a colocatedMIMO radar systemworking in an
environment with stationary clutters and the sole parameter
of interest was the target’s direction of arrival (DOA). In
[9], MIMO radar with widely separated transmit and receive
arrays was considered and the resolution threshold for two
targets imbedded inmoving clutter interferenceswas derived.
Particularly, the interested parameter therein became two-
dimensional, that is, DOA and direction of departure (DOD).
In addition, the Doppler frequencies of the two targets
to be resolved were constrained to be equal and known
as a prior. The authors claimed that the cases of unequal
or unknown Doppler are intractable. However, this rigid
assumption cannot be satisfied in most practical cases and
thus has become the main obstacle for the wide usage of
this scheme. In this work, we extend the formulation in [9]
to the three-dimensional (3D) case. As we will see later,
the aforementioned Doppler constraint is unnecessary and
the difference between the Doppler frequencies of the two
targets can further be exploited for resolution. Obviously this
extension can greatly broaden the applicable occasions as well
as providing a thorough performance evaluation for general
cases.

The paper is organized as follows. Both the signal model
and the resolution strategy we adopted are provided in
Section 2. The closed-form expressions of the resolution
thresholds in the cases of known/unknown noise variance
with/without clutter interferences are derived in Section 3.
In Section 4, numerical analyses of the resolution thresholds
are given to provide some insights into the theoretical results.
Finally, Section 5 concludes the paper.

Notation. Throughout this paper, matrices are denoted by
bold capital letters and vectors are denoted by bold lowercase
letters. 𝑃X and 𝑃⊥X denote the orthogonal projector onto the
subspace spanned by the columns of the matrix X and its
orthogonal complement subspace, respectively. Superscripts
(⋅)

𝑇 and (⋅)
𝐻 denote transpose and conjugate transpose

correspondingly. vec(⋅)means the vectorization operation. I
𝐾

denotes the identity matrix of size𝐾×𝐾. ‖ ⋅ ‖2 represents the
Euclideannormof a vector.⊗ and⊙denote theKronecker and
Hadamard products, respectively.𝑄−1

𝑑
(⋅) denotes the right tail

of the probability density function of 𝑑-distribution. Finally,
complex Gaussian distribution is denoted byCN(⋅, ⋅).

2. Problem Formulation

2.1. Original ObservationModel and Its Linear Approximation.
Consider a MIMO radar system consisting of 𝐾 trans-
mitters and 𝐿 receivers where both the transmit and the
receive arrays are colocated linear arrays and they can be
widely spaced (e.g., see Figure 1). In this work, we assume
the transmitted waveforms to be mutually orthogonal sig-
nals with normalized energy; that is, SS𝐻 = I

𝐾
, where
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Figure 1: Two closely spaced targets imbedded in three clutter
sources.
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𝑇. To facilitate the description of the

echoes from moving targets, the coherent pulse train model
is adopted where 𝑁 pulses constitute a coherent processing
interval (CPI) and the pulse repetition interval (PRI) is𝑇 [23].

Suppose that𝑀 targets are present in a certain range cell;
then the output of the receive array in the 𝑛th pulse period of
a CPI can be written as (omit the relative delay)
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(1)

where 𝛼
𝑚
denotes the complex scattering coefficient of target

𝑚 while the 𝑖th elements of a
𝑅
(𝑤

(𝑅)

𝑚
) and a

𝑇
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𝑖 , in which 𝑑
(𝑅)

𝑖
and 𝑑

(𝑇)

𝑖
represent

the distance between the 𝑖th antenna and the reference
antenna in the receive and transmit arrays, respectively.
The 3D parameters of target 𝑚 satisfy [𝑤(𝐷)

𝑚
, 𝑤

(𝑇)

𝑚
, 𝑤

(𝑅)

𝑚
] =

[4𝜋V
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𝑇/𝜆, 2𝜋 sin(𝜑

𝑚
)/𝜆, 2𝜋 sin(𝜃

𝑚
)/𝜆], where 𝜆 is the wave-

length and V
𝑚
, 𝜑

𝑚
, and 𝜃

𝑚
denote the radial velocity, DOD,

and DOA of it. In addition, the elements in the noise matrix
W

𝑛
are assumed to be independent identically distributed

(i.i.d.) complex Gaussian random variables with zero mean
and variance 𝜎2.

A sufficient statistic matrix for the targets’ parameters can
be obtained via matched filtering as [3]
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+ Z
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(2)

where Z
𝑛
= W

𝑛
S𝐻. Applying the vectorization operation to

(2) yields a concise expression

y = x + z, (3)
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where

y = [vec(Y
0
)
𝑇
, . . . , vec(Y

𝑁−1
)
𝑇
]
𝑇

,

x =
𝑀
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g
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,

g
𝑚
= a

𝐷
(𝑤

(𝐷)

𝑚
) ⊗ a

𝑇
(𝑤

(𝑇)

𝑚
) ⊗ a

𝑅
(𝑤

(𝑅)

𝑚
) ,

[a
𝐷
(𝑤

(𝐷)

𝑚
)]

𝑖
= 𝑒

𝑗𝑤
(𝐷)
𝑚 𝑖
, 𝑖 = 0, 1, . . . , 𝑁 − 1,

[a
𝑇
(𝑤

(𝑇)

𝑚
)]

𝑖
= 𝑒

𝑗𝑤
(𝑇)
𝑚 𝑑
(𝑇)

𝑖 , 𝑖 = 0, 1, . . . , 𝐾 − 1,

[a
𝑅
(𝑤

(𝑅)

𝑚
)]

𝑖
= 𝑒

𝑗𝑤
(𝑅)
𝑚 𝑑
(𝑅)

𝑖 , 𝑖 = 0, 1, . . . , 𝐿 − 1.

(4)

As for the statistical property of the vector z, we have [9]

𝐸 (z
𝑛
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𝑛
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𝐿
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(5)

which translate into 𝐸(zz𝐻) = 𝜎2I
𝐾𝐿𝑁

; that is,

y ∼ CN (x, 𝜎2I
𝐾𝐿𝑁

) . (6)

Without loss of generality, we assume that the first two
targets are of interest and the remaining 𝑀 − 2 targets are
clutter sources. Obviously in the scenario considered here,
the two targets to be resolved are in the vicinity of each
other in each dimension (otherwise, some regular techniques,
e.g., beamforming or moving target detection (MTD), can
be directly employed to accomplish the resolution). This
precondition promotes us to use an approximation version
of the original model [9, 24]. We will elaborate the details in
the sequel.
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Substituting (8) into (3) gives the following linear model:
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where

G = [k
2
, k

3
, . . . , k

8
] ,

D = [k
1
, g

3
, . . . , g

𝑀
] ,

𝜁 =
𝑗

2
[𝛿

𝑅
(𝛼

2
− 𝛼

1
) , 𝛿

𝑇
(𝛼

2
− 𝛼

1
) ,

𝑗

2
𝛿
𝑅
𝛿
𝑇
(𝛼

2
+ 𝛼

1
) , 𝛿

𝐷
(𝛼

2
− 𝛼

1
) ,

𝑗

2
𝛿
𝐷
𝛿
𝑅
(𝛼

2
+ 𝛼

1
) ,
𝑗

2
𝛿
𝐷
𝛿
𝑇
(𝛼

2
+ 𝛼

1
) ,

1

4
𝛿
𝐷
𝛿
𝑇
𝛿
𝑅
(𝛼

1
− 𝛼

2
)]

𝑇

,

𝛼 = [𝛼
1
+ 𝛼

2
, 𝛼

3
, . . . , 𝛼

𝑀
]
𝑇

(11)



4 International Journal of Antennas and Propagation
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we will mainly use this simplified model in the rest of this
paper.

2.2. Hypothesis Test Formulation of the 3DResolution Problem.
As a generalization of the work in [9], we formulate the
problem of resolving two close targets in terms of the 3D SRL
as the following binary hypothesis test:
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The clear implication of (13) is that only if we can discriminate
the two targets from any dimension of the parameter space,
they are resolvable. Plugging (13) into the linear observation
model in (10) gives an equivalent form of the hypothesis test

𝐻
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where the 3D SRL is included in the vector 𝜁 and 𝛼 consists
only of nuisance scattering coefficients.

Note that unknown parameters exist in both hypothe-
ses; thus it is impossible to design an optimal detector in
the Neyman-Pearson sense [19]. Alternatively, the widely
used invariant detector [19] generalized likelihood ratio test
(GLRT) is employed to investigate the resolution perfor-
mance. For the convenience of the subsequent derivation, we
further assume that the matrices G and D are known or pre-
viously estimated. One should note that without these priors,
the solution of the GLRT is intractable and consequently is
beyond the scope of this paper.

3. Derivation of the Resolution Threshold

The closed-form expressions of the resolution thresh-
olds in terms of the 3D SRL are derived in the sequel.

The discussions are divided into three parts, where both the
cases of known/unknown noise variance are considered, and
finally the performance of the so-called clairvoyant detector
[9] is studied as a performance evaluation indicator.

3.1. Case of KnownNoiseVariance. Wefirst study the case that
the noise variance 𝜎2 is known. Under such circumstance, the
maximum likelihood estimate (MLE) of the unknowns in (14)
is given by [25]
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of the projector and define ỹ = U𝐻y; obviously 𝑇

𝐾
(y) =

2‖ỹ‖2/𝜎2 holds and an immediate consequence is

𝑇
𝐾
(y) ∼ {𝐻0

: 𝜒
2

2𝑟

𝐻
1
: 𝜒

2

2𝑟
(𝜆

𝐾
) ,

(17)

where the degree of freedom (DOF) and the noncentrality
parameter of the chi-square distribution are given by

𝑟 = rank (𝑃
𝑃
⊥
DG) = rank (G) = 7,

𝜆
𝐾
=

2𝜁
𝐻G𝐻

𝑃
𝑃
⊥
DGG𝜁

𝜎2
=
2𝜁

𝐻G𝐻
𝑃
⊥

DG𝜁
𝜎2

.

(18)

By investigating the expressions of 𝑟 and 𝜆
𝐾

in (18),
some inferences regarding the influence of the clutters on the
resolution performance ensue.

(1) The intensities of the clutters, that is, 𝛼
3
, . . . , 𝛼

𝑀
,

are not related with the resolution performance. It
is straightforward to conclude that the definition of
SCNR is meaningless in this work; therefore we only
focus on SNR hereafter.

(2) Recall that D = [k
1
, g

3
, . . . , g

𝑀
] ≜ [k

1
,D

]; hence
𝑃
⊥

DG = (I
𝐾𝐿𝑁

− 𝑃
[k1 ,D])G = (I

𝐾𝐿𝑁
− 𝑃k1 − 𝑃𝑃⊥k1D

)G
holds. Clearly the influences of the clutters are fully
embodied in the projector 𝑃

𝑃
⊥
k1
D , which promotes

us to further define the column space of 𝑃⊥k1D
 as a

remaining clutter space. ∀𝑚 ∈ [3, . . . ,𝑀], g
𝑚
= k

1
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holds when the condition [𝑤(𝐷)

𝑚
, 𝑤

(𝑇)

𝑚
, 𝑤

(𝑅)

𝑚
] = [𝑤

(𝐷)

𝑐
,

𝑤
(𝑇)

𝑐
, 𝑤

(𝑅)

𝑐
] meets, which translates into the fact that

clutter𝑚 has no effect on the remaining clutter space,
or to say, it appears to be transparent. Consider an
extreme case that the column space of D locates
in the space spanned by k

1
; then an immediate

consequence is that the remaining clutter space is a
null space; hence all the clutters will appear to be
transparent under such circumstance.

The quantitative performance of a hypothesis test is
usually evaluated by the couple composed of the false alarm
probability 𝑃

𝐹
and the detection probability 𝑃

𝐷
. Specific to

our problem, they represent the probability of sucessfully
resolving two close targets and incorrectly split a single target
into two individual ones, respectively. Having conveyed the
basic ideas and intuition, now we are left of establishing
the expression of the aforementioned resolution threshold.
In view of the distribution given in (17), the noncentrality
parameter 𝜆

𝐾
can be numerically computed as the solution

of
𝑄
−1

𝜒
2
2𝑟
(𝑃

𝐹
) = 𝑄

−1

𝜒
2
2𝑟(𝜆𝐾)

(𝑃
𝐷
) (19)

for a fixed (𝑃
𝐷
, 𝑃

𝐹
). Consequently, the resolution threshold

can be defined as

SNR
𝐾
≜

𝛼1


2

+
𝛼2



2

𝜎2
=

𝜆
𝐾
(
𝛼1



2

+
𝛼2



2

)

2𝜁
𝐻G𝐻𝑃

⊥

DG𝜁
. (20)

For a special case that the two targets are in a clutter free
environment, SNR

𝐾
can be expressed in amore compact way.

To be specific, using the property of the oblique projector
[25], the term G𝐻

𝑃
⊥

DG in the denominator of (20) can be
further written as

G𝐻
𝑃
⊥

DG = G𝐻
(𝑃

⊥

k1 − 𝑃
⊥

[k1G])G

= G𝐻
(𝑃

[k1G] − 𝑃k1)G

= G𝐻
(𝐸k1G + 𝐸Gk1 − 𝑃k1)G

= G𝐻G − G𝐻
𝑃k1G

= Φ −
𝑁

𝐾𝐿
𝜅𝜅

𝐻
,

(21)

where

𝜅 = [𝑓
0,0,1

𝑓
0,1,0

𝑓
0,1,1

𝑓
1,0,0

𝑓
1,0,1

𝑓
1,1,0

𝑓
1,1,1

]
𝑇

,

Φ =

[
[
[
[
[
[
[
[
[

[

𝑓
0,0,2

𝑓
0,1,1

𝑓
0,1,2

𝑓
1,0,1

𝑓
1,0,2

𝑓
1,1,1

𝑓
1,1,2

𝑓
0,1,1

𝑓
0,2,0

𝑓
0,2,1

𝑓
1,1,0

𝑓
1,1,1

𝑓
1,2,0

𝑓
1,2,1

𝑓
0,1,2

𝑓
0,2,1

𝑓
0,2,2

𝑓
1,1,1

𝑓
1,1,2

𝑓
1,2,1

𝑓
1,2,2

𝑓
1,0,1

𝑓
1,1,0

𝑓
1,1,1

𝑓
2,0,0

𝑓
2,0,1

𝑓
2,1,0

𝑓
2,1,1

𝑓
1,0,2

𝑓
1,1,1

𝑓
1,1,2

𝑓
2,0,1

𝑓
2,0,2

𝑓
2,1,1

𝑓
2,1,2

𝑓
1,1,1

𝑓
1,2,0

𝑓
1,2,1

𝑓
2,1,0

𝑓
2,1,1

𝑓
2,2,0

𝑓
2,2,1

𝑓
1,1,2

𝑓
1,2,1

𝑓
1,2,2

𝑓
2,1,1

𝑓
2,1,2

𝑓
2,2,1

𝑓
2,2,2

]
]
]
]
]
]
]
]
]

]

(22)

in which

𝑓
𝑠,𝑝,𝑞

=

𝑁−1

∑

𝑛=0

𝑛
𝑠

𝐾−1

∑

𝑘=0

(𝑑
(𝑇)

𝑘
)
𝑝
𝐿−1

∑

𝑙=0

(𝑑
(𝑅)

𝑙
)
𝑞

. (23)

Plugging the above results into (20) yields

SNR
𝐾
=

𝜆
𝐾
(
𝛼1



2

+
𝛼2



2

)

2𝜁
𝐻
(Φ − 𝑁/ (𝐾𝐿) 𝜅𝜅

𝐻) 𝜁

. (24)

3.2. Case of Unknown Noise Variance. Next, we extend the
analysis in the previous subsection to the case of unknown
noise variance, under which theGLRThas the following form
[19]:

𝐺 (y) =
𝑝 (y; �̂�

𝐻1
, �̂�, �̂�

2

𝐻1
, 𝐻

1
)

𝑝 (y; �̂�
𝐻0
, �̂�

2

𝐻0
, 𝐻

0
)

= (


ẑ
𝐻0



2


ẑ
𝐻1



2
)

𝐾𝐿𝑁

, (25)

where ẑ
𝐻0

and ẑ
𝐻1

have the same definitions as that in (16).
For the convenience of derivation, we define another statistic
based on the GLRT as

𝑉 (y) = ln (𝐺(y)1/𝐾𝐿𝑁) − 1

=

2y𝐻 (𝑃⊥D − 𝑃
⊥

[GD]) y/𝜎
2

2y𝐻𝑃⊥
[GD]y/𝜎2

≜
𝑇
𝐾
(y)

𝑁 (y)
.

(26)

Similarly as before, the projector 𝑃⊥
[GD] is decomposed as

𝑃
⊥

[GD] = UU𝐻,whereU is an unitary matrix. Hence𝑁(y) =
2y𝐻UU𝐻y/𝜎2 ≜ 2‖ŷ‖2/𝜎2, which in turn implies

𝑁(y) ∼ { 𝐻
0
: 𝜒

2

2𝑟


𝐻
1
: 𝜒

2

2𝑟
 ,

(27)

where 𝑟 = rank(𝑃⊥
[GD]) = 𝐾𝐿𝑁 − 𝑀 − 6. Recall that the

statistical property of 𝑇
𝐾
(y) has been given in (17); moreover,

it is proved that 𝑇
𝐾
(y) and𝑁(y) are independent under both

hypotheses [9]; hence substituting (17) and (27) into (26)
immediately suggests that

𝑇
𝑈
(y) ≜

𝑇
𝐾
(y) /𝑟

𝑁 (y) /𝑟
∼ {

𝐻
0
: 𝐹

2𝑟,2𝑟


𝐻
1
: 𝐹

2𝑟,2𝑟
 (𝜆

𝑈
) ,

(28)

where𝐹
2𝑟,2𝑟
 and𝐹

2𝑟,2𝑟
(𝜆

𝑈
)denote the central andnoncentral

𝐹 distributions [19], respectively, in which 2𝑟 and 2𝑟 are the
DOFs of the 𝐹-distribution and the noncentrality parameter
𝜆
𝑈
has the same analytical expression as that in (18). Similarly,

𝜆
𝑈
can be numerically computed as the solution of

𝑄
−1

𝐹
2𝑟,2𝑟

(𝑃
𝐹
) = 𝑄

−1

𝐹
2𝑟,2𝑟

(𝜆𝑈)
(𝑃

𝐷
) . (29)

Consequently, the resolution threshold is

SNR
𝑈
=

𝜆
𝑈
(
𝛼1



2

+
𝛼2



2

)

2𝜁
𝐻G𝐻𝑃

⊥

DG𝜁
. (30)

As for the clutter free case, the expression of SNR
𝑈
can be

obtained simply by substituting 𝜆
𝐾
in (24) with 𝜆

𝑈
.
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3.3.The Ideal (Clairvoyant) Detector. TheGLRT was adopted
in previous subsections due to the fact that there exist
unknown parameters in the observation model; that is, 𝜁 and
𝛼 (possibly 𝜎2) in (14). Next we discuss the ideal situation that
all these parameters are known as a prior. The result will be
used as a performance evaluation indicator in the numerical
examples.

Define another observation as y = y −D𝛼; thus we have

y ∼ {
𝐻
0
: CN (0, 𝜎2I)

𝐻
1
: CN (G𝜁, 𝜎2I) .

(31)

Therefore, the log-LRT statistic (omit the constant term) and
its distribution are shown as [19]

𝑇
𝐶
(y) ≜ Re (y𝐻G𝜁)

∼

{{{{

{{{{

{

𝐻
0
: N(0, 𝜎

2
𝜁
𝐻G𝐻G𝜁
2

)

𝐻
1
: N(𝜁

𝐻G𝐻G𝜁, 𝜎
2
𝜁
𝐻G𝐻G𝜁
2

) .

(32)

Consequently, the resolution threshold is

SNR
𝐶
=

(𝑄
−1
(𝑃

𝐹
) − 𝑄

−1
(𝑃

𝐷
))
2

(
𝛼1



2

+
𝛼2



2

)

2𝜁
𝐻G𝐻G𝜁

. (33)

4. Numerical Examples

In this section, the resolution thresholds derived in the
previous section are analyzed through numerical examples
combined with theoretical explanations. We first illustrate
the necessity of the extension explored in this work through
a somewhat extreme example. Subsequently, the effects of
four factors on the resolution performance are investigated
successively. Without loss of generality and for the clarity
of illustration, we only consider the case of known noise
variance except for that in Section 4.2 and clutter sources
are involved only in Section 4.5. In addition, we make the
following assumptions in the simulations.

(1) Both the transmit and the receive arrays are standard
linear array (SLA) [16] with four elements; that is,𝐾 =

𝐿 = 4, 𝑑(𝑇)
𝑖

= 𝑑
(𝑅)

𝑖
= 𝑖𝜆/2, 𝑖 = 0, 1, . . . , 3, where the

wavelength 𝜆 = 0.3m.
(2) (𝑤(𝐷)

𝑐
, 𝑤

(𝑇)

𝑐
, 𝑤

(𝑅)

𝑐
) = (0, 0, 0), and (𝑃

𝐹
, 𝑃

𝐷
) = (0.001,

0.999).
(3) The scattering coefficients of the targets satisfy (𝛼

1
,

𝛼
2
) = (1, 𝑒

𝑗𝜋
) except for that in Section 4.4.

(4) The accumulated pulse number is 𝑁 = 16 except for
that in Section 4.3.

4.1. Resolution Based on Doppler Frequency Difference. Con-
sider an extreme case that the space positions of the two
targets to be resolved are overlapped, which in turn implies
that (𝛿

𝑇
, 𝛿

𝑅
) = (0, 0). It is obvious that this is among the

various cases that the scheme in [9] is incapable of. Figure 2
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Figure 2: The SRL in the Doppler dimension versus the resolution
threshold.
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Figure 3: The SRL versus the resolution threshold.

reveals that the Doppler information can indeed be exploited
to accomplish the resolution and as the difference between
the two targets’ Doppler frequencies increases, the difficulty
on discriminating them decreases rapidly.

4.2. Effect of the Parameters’ Prior. In this subsection we
assume that the SRLs in each dimension are equal, that is,
𝛿
𝑇
= 𝛿

𝑅
= 𝛿

𝐷
≜ 𝛿, based onwhichwe compare the resolution

threshold in (1) the case of known noise variance, (2) the case
of unknown noise variance, and (3) the clairvoyant detector,
respectively.

As is shown in Figure 3, SNR
𝐶
< SNR

𝐾
< SNR

𝑈
holds,

which is also consistent with intuition. Particularly, two facts
are worthmentioning. Firstly, the difference between the first
two cases is small; actually, the gap between the two curves is
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Figure 4: The accumulated pulse number versus the resolution
threshold.

evaluated at about 0.16 dB. Besides, the asymptotic behavior
of the three curves is almost the same; in other words, the
priors on the parameters become insignificant in the high
SNR region.

4.3. Effect of the Accumulated Pulse Number. Next we exam-
ine the influence of the accumulated pulse number on the
resolution threshold. The SRLs in each dimension are fixed
in this subsection; that is, 𝛿

𝑇
= 𝛿

𝑅
= 𝛿

𝐷
= 0.2. As illustrated

in Figure 4, the resolution threshold decreasesmonotonically
with the pulse number increases. More precisely, when 𝑁

ranges from 8 to 32, the resolution threshold decreases by
17 dB. At first glance, the result seems intuitional since, in
conventional radar context, the accumulation of pulse means
the improvement of the SNR. But note that the so-called
coherent accumulation gain [23] is only 10 log 10(32/8) =

6 dB in this case. In other words, from the resolution point of
view, the SNR gain will be more efficient when accumulating
pulses. An intuitive interpretation is that the increase of the
pulse number means (1) accumulation of signal energy and
(2) enhancement of the intrinsic Doppler resolution. These
two factors combined lead to this phenomenon.

4.4. Effect of the Correlation between the Scattering Coefficients
of the Two Targets. In this subsection, we assume that the
total power of the echoes from the two targets is fixed, which
translates into |𝛼

1
|
2
+|𝛼

2
|
2
= 𝐶, where𝐶 is a constant.Without

loss of generality, we set 𝐶 = 1 in the simulation. Similarly as
in the previous subsection, 𝛿

𝑇
= 𝛿

𝑅
= 𝛿

𝐷
= 0.2 holds. We

focus on how the relative intensity and the phase difference of
the two scattering coefficients affect the resolution threshold
and the results are shown in Figure 5. Particularly, Figure 5(a)
reveals that when the two targets are equipowered, that is,
|𝛼
1
|
2
= |𝛼

2
|
2
= 0.5, the resolution threshold reaches the peak,

which also means that the two targets are most difficult to
resolve. In addition, Figure 5(b) indicates that when the two
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Figure 5: (a) The intensity of the scattering coefficient of the first
target versus the resolution threshold (ang(𝛼

1
) = ang(𝛼

2
) = 0).

(b) Thephases of the two scattering coefficients versus the resolution
threshold (|𝛼

1
|
2

= |𝛼
2
|
2

= 0.5).

scattering coefficients are inphase, the highest SNR is needed
to resolve the two targets.

4.5. Effect of the Clutter Sources. The resolution performance
may be deteriorated by the existence of clutter sources, which
is reflected in the rise of the resolution threshold or equiva-
lently the SNR loss. For sake of brevity, only two clutters with
their scattering coefficients being 1 are introduced, namely,
𝑀 = 4 and (𝛼

3
, 𝛼

4
) = (1, 1). Without loss of generality and

for the clarity of illustration, only the effects of the clutters’
Doppler frequencies are studied. Besides, we set 𝛿

𝑇
= 𝛿

𝑅
=

𝛿
𝐷
= 0.2, 𝑤(𝑇)

3
= 𝑤

(𝑇)

4
= 𝑤

(𝑇)

𝑐
, and 𝑤(𝑅)

3
= 𝑤

(𝑅)

4
= 𝑤

(𝑅)

𝑐
in

the simulation. The SNR loss is plotted as a function of the
Doppler frequencies of the two clutter sources in Figure 6 and
a significant feature of which is the three grooves indicated
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Figure 6:The Doppler frequencies of the two clutter sources versus
the SNR loss.
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Figure 7: Sectional drawings of the three grooves in Figure 6.

by the arrows. The sectional drawings of them are shown in
Figure 7 and they correspond to the following three cases:

(1) 𝑤(𝐷)

3
= 𝑤

(𝐷)

𝑐
;

(2) 𝑤(𝐷)

3
= 𝑤

(𝐷)

4
;

(3) 𝑤(𝐷)

4
= 𝑤

(𝐷)

𝑐
.

An intuitive interpretation for such phenomenon can be
given as follows: g

3
or g

4
equals k

1
for case (1) and (3). As

described in Section 3.1, an immediate consequence is that
the first or the second clutter appears to be transparent, thus
mitigating the SNR loss. As for case (2), the two clutters
are overlapped and merge into a single one with greater

intensity. Recall that through investigating the analytical
expression of the resolution threshold, we have revealed
that the intensities of the clutters have no influence on the
resolution performance, apparently that the effect will be
weakened in this situation. In sum, the simulation results
well coincide with the theoretical analyses. Besides, another
significant trend obtained from Figure 6 is that, with the
Doppler frequencies of the clutters deviating from 𝑤

(𝐷)

𝑐
, the

influence recedes, which is also consistent with intuition. We
would emphasize that the aforementioned conclusions are
done for𝑤(𝑇) and𝑤(𝑅) and the results are omitted here due to
space limit.

5. Conclusion

In this paper, the resolution performance of MIMO radar in
terms of the 3D SRL is investigated where both the DOA and
DOD combined with the Doppler frequency are employed
for resolving two point targets of interest. Based on a GLRT
formulation, the closed-form expressions of the resolution
thresholds in a broadband noise background with/without
clutter sources are derived. Both theoretical and numerical
analyses are presented to provide an in-depth understanding
of the resolution limit. Particularly, we have the following
three interesting conclusions.

(1) From the resolution point of view, the profit in terms
of SNR obtained by accumulating pulses is far better
than the conventional coherent accumulation gain.

(2) Suppose that the total power of the echoes from the
two targets of interest is fixed; then the worst situation
for them to be resolved is 𝛼

1
= 𝛼

2
; namely, they share

the same scattering coefficient.
(3) The influences of the clutters on the resolution per-

formance are fully embodied in the structure of the
remaining clutter space defined in Section 3.1.
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