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#### Abstract

This paper explores passive switched capacitor based RF receiver front ends for spectrum sensing. Wideband spectrum sensors remain the most challenging block in the software defined radio hardware design. The use of passive switched capacitors provides a very low power signal conditioning front end that enables parallel digitization and software control and cognitive capabilities in the digital domain. In this paper, existing architectures are reviewed followed by a discussion of high speed passive switched capacitor designs. A passive analog FFT front end design is presented as an example analog conditioning circuit. Design methodology, modeling, and optimization techniques are outlined. Measurements are presented demonstrating a 5 GHz broadband front end that consumes only 4 mW power.


## 1. Introduction

With the growth of the wireless industry, the spectral congestion caused by wireless user traffic has become a significant concern that threatens further growth of the technology [1,2]. However, this congestion is a result of suboptimal frequency usage arising from the inflexibility of the spectrum licensing process. This inefficiency in spectrum allocation can be solved by allowing spectrum sharing using the concept of a cognitive radio (CR), an intelligent device that is able to dynamically adapt and negotiate wireless frequencies and communication protocols for efficient communications. For this, each participating device needs to have many capabilities such as determining location, analysing the external communications environment, sensing the spectrum used by its neighboring devices, dynamically changing the frequency and bandwidth of transmission, adjusting the output power level, and even altering transmission parameters and protocols [3].

Figure 1 provides an indication of the growth of cognitive radios as a research area in the recent past. The figure
shows results for the number of publications with different keywords per year in the IEEE. Many of the keywords represent growing research areas in wireless, whereas other popular keywords such as "VLSI" and "DSP" have also been included for comparison. The first cognitive radio paper was published in 1999; however, research in this area was relatively dormant till 2004. Since then, with maturing technology and rising needs, cognitive radios have seen a tremendous growth in research activity and are now one of the most researched areas in wireless.

A cognitive radio can be structurally and functionally separated into (1) a software defined radio (SDR) unit that includes the hardware of the cognitive radio and (2) an intelligence unit, that provides the required software based intelligence (cognition) to the radio. In this paper, the SDR unit and, more specifically, the spectrum sensing receiver front end of the SDR will be discussed.

The driving force behind the cognitive radio concept has been the use of dynamic spectrum access [4, 5]. Dynamic spectrum access relies on dynamic spectrum monitoring


Figure 1: Number of publications in different research areas in the last decade.
using a spectrum sensor. Combined with spatial and temporal information, it can be used to perform dynamic spatial [6] or spatio-spectral beamforming [7] to exploit temporal, spatial, and spectral degrees of freedom. In this paper, we focus on the spectrum sensing aspect of the cognitive radio.

Among other features, this continuous monitoring of the spectral environment makes the cognitive radio unique in its hardware. From the hardware perspective, the spectrum sensor remains a challenging aspect of cognitive radio design. Even for narrowband (small frequency range, $<100 \mathrm{MHz}$ ) spectrum sensors, limiting the power consumption is a challenge. The cognitive radio spectrum sensor needs to detect signals at all frequencies of interest instantaneously. In addition, very high detection sensitivity is desired (perhaps 100 times better than a conventional narrowband radio) to overcome the hidden-terminal problem, shadowing, channel fading, multipath, and so forth lest it causes interference to other users due to incorrect sensing [4].

In this paper, we demonstrate the suitability of passive switched capacitor signal processing techniques for spectrum sensing applications. We present various techniques in passive switched capacitors that allow them to be used in high speed, low power RF applications. As an example, we present a prototype passive charge based FFT design, first presented in [8], that can instantaneously analyze wideband signals ( 5 GHz bandwidth) with very low power consumption using these techniques. We present previously unpublished details on the FFT design methodology, architecture choice, and optimization techniques. We derive a linear time invariant (LTI) model of the system for use in system level designs. New measurement results are presented to corroborate the suitability of this design for spectrum sensing applications.

## 2. Review of SDR Spectrum Sensors

The architecture design for the SDR analog/RF is significantly different from that of traditional narrowband radios. In
the original software radio proposal by Joseph Mitola in 1992, he envisioned an architecture that digitized the RF bandwidth (no downconversion) and performed spectrum analysis and demodulation in the digital domain. While providing the maximum amount of flexibility through increased software capability in the digital domain, this architecture imposes impractical requirements on the analog-to-digital and digital-to-analog converters. For example, as discussed in [9], a $12 \mathrm{GHz}, 12$-bit ADC that might be used for this purpose would dissipate 500 W of power! As a result, the ideal goal of being able to communicate at any desirable frequency, bandwidth, modulation, and data rate by simply digitizing the input and invoking the appropriate software remains far from realizable.

Subsequent proposals for spectrum sensing architectures can be divided into two fundamental categories: a scanner type and a wide bandwidth instantaneous digitizer type.
2.1. Scanner Architecture. In this scheme, a narrowband, wide-tuning receiver scans and digitizes the entire bandwidth (similar to a bench-top spectrum analyzer) for analysis. The digital back end processes each band sequentially and stitches the frequency domain outputs to obtain a spectral map of the environment. An example of architecture is shown in Figure 2. Note, however, that, in order to overcome issues such as multipath, fading, hidden nodes, and interference problems [4], the sensitivity and dynamic range requirements of the architecture are more challenging than a traditional communications receiver. Moreover, sensing may be a blind detection problem, as opposed to traditional reception where a priori knowledge of the transmitted signal is available.

Although the scanning architecture is able to reuse some features of a traditional receiver architecture, this detection technique suffers from multiple shortcomings. These systems lack the agility to be able to detect any fast-hopping signals. Frequency domain stitching is power hungry in the digital domain due to the need to correct phase distortion introduced by the analog filters. Moreover, stitching the frequency domain information from several scans is imperfect in the face of multipath; consequently, signals spanning across multiple scan bandwidths are imperfectly reconstructed. Due to these and other reasons, it is desirable to construct a realtime instantaneous bandwidth digitizer (similar to J. Mitola's original software radio idea) in the spectrum sensor.
2.2. Wideband Digitizer Architecture. Unlike the scanning type architecture, a wideband instantaneous digitizer is expected to digitize the entire RF bandwidth simultaneously. Understandably, the wideband digitizer has widely been considered as the bottleneck to the realization of the SDR based cognitive radio. A number of efforts in recent years have focused on wider bandwidths, broadband matching, higher front end linearity, and, most importantly, wideband analog to digital converters.

Several architectures have been proposed for the RF front end. Of these, the most popular is the extension of the traditional receiver architecture as shown in Figure 3 effectively performing an RF to digital (R-to-D) conversion [10].


Figure 2: A narrowband, wide-tuning scanning approach for signal sensing.


Figure 3: A wideband RF to digital conversion architecture for spectrum sensing.

Typically, the front end also requires a wideband low noise amplifier (LNA) prior to the digitizer (not shown). Moreover the front end needs to handle a very large dynamic range due to the generally large peak-to-average power ratio (PAPR) of wideband signals. The increase in PAPR for wide bandwidths is described in Figure 4. As shown, the PAPR for the narrowband signals is only 2 , while that for the wideband signal ( 5 times the bandwidth) with multiple signals, all having similar powers, is 10 . As a result of the large PAPR of the wideband inputs, a very linear front end is required. The linearity requirements of the LNA have been addressed in [11]. Another approach using a low noise transconductance amplifier (LNTA) followed by mixers is discussed in [12]. Moreover, passive mixer-first topologies have been proposed for high $I I P_{3}$ performance [13].

The digitizer block shown in the figure is essentially an ADC with performance specifications beyond the capability of using state-of-the-art converters. This wideband digitizer can be implemented in multiple ways, all based on some form of multiplexing in order to ease the requirements on the ADCs. A multiplexed broadband approach using time interleaving can be utilized as shown in Figure 5 [10]. This scheme reduces the sampling rate of ADCs. However, all the ADCs still see the full bandwidth and, therefore, still require high dynamic range capability.

In order to reduce the dynamic range requirements on the ADCs, it is possible to transform the signal to a different domain prior to digitization. Specifically, a frequency domain transform is particularly attractive [10]. A frequency domain transform can be approximated in practice using band-pass filters for channelization. This reduces the dynamic range requirements on the ADCs but introduces the problem of designing impractically sharp band-pass filters. Replacing sharp band-pass filters by frequency downconverters followed by sharp low-pass filters eliminates this problem as shown in Figure 6 [10]. However, these are based on PLLs, mixers, and low-pass filters [14] or on injection locked oscillators [15] (note that injection locked oscillators have the advantage of a larger noise suppression bandwidth ( $\approx$ lock range) [16] and provide better reciprocal mixing robustness compared to PLLs (assuming that the reference phase noise is better than the VCO phase noise)), and can be power hungry. Moreover, harmonic mixing of signals within the SDR input bandwidth severely corrupts the channelized baseband signals. Additionally, due to overlap between bands and phase issues, signal reconstruction from the digitized filter bank outputs is challenging.

In this paper, we propose a digitizer approach based on analog signal processing using passive switched capacitors to condition the signal prior to digitization by ADCs (Figure 7). The RF discrete time (DT) signal processing, as shown in the second block in Figure 7, eases the dynamic range requirements on the ADCs by prefiltering the signal.

For RF sampled processors, an RF sampler has historically been an inherent bottleneck. However, with the scaling of technology and subsequent improvement in switch performance, RF sampling has become feasible in modern silicon processes. Moreover, it is possible to use charge domain sampling to leverage the inherent benefits of including of a built-in antialias filter into the sampler, robustness to jitter, and the ability to vary the resulting filter notches by simply varying the integration period. This use of RF samplers and subsequent discrete time processing provide a number of advantages in deep submicron CMOS processes [17].


Figure 4: PAPR increase in wideband signals compared to narrowband signals.


Figure 5: Time interleaved ADCs for broadband channelization.

Recently, other discrete time radio receivers using RF sampling have been demonstrated using CMOS technology for Bluetooth [18], GSM/GPRS [19], WLAN [20], and SDR type applications [9, 21].

## 3. Passive Analog Signal Processing

In this section, we show how signal sampling and variablerate analog signal processing can be performed in the charge
domain for spectrum sensing applications. Many of the benefits of the discrete time FFT architecture are based on the use of passive discrete time charge based computations. This is best illustrated with the help of an example design. The passive switched capacitor shown in Figure 8 is able to operate at RF sampling speeds [22].

In this circuit the input signal is sampled progressively in time $\left(\phi_{1}-\phi_{n}\right)$. After $N$ clock periods the averaged output is sampled onto the capacitor $C_{s}$, which has previously been


Figure 6: Low-pass filter bank approach for channelization.


Figure 7: An envisioned SDR architecture enabled by passive analog signal processing.
discharged. The complete circuit implements an $N$-tap FIR filter that is decimated by $N$. Interestingly, if the capacitor $C_{s}$ is not discharged between each rotation then the circuit implements an $N$-tap FIR filter combined with a first-order IIR filter that is decimated by $N$. Note there is no active element (i.e., amplifier) in this circuit. The circuit consists only of switches and capacitors, so the maximum sampling rate is only dependent on the $R C$ settling times. Additionally, the only power dissipation, other than that required for sampling the signal from the input, is due to the charging and discharging of the switch-transistor gate capacitors in a very digital-like way. As a result, a variety of functions on the sampled signal can be computed very fast and using minimal power.
3.1. Passive Computations. For performing any linear function, addition and multiplication operations need to be performed. Note that all passive switched capacitor operations are destructive in nature. Therefore, once an operation is performed, the input values are lost. For performing multiple operations on a single input, multiple copies of the input need to be maintained. Here we present techniques to perform these operations using passive switched capacitor circuits. In order to select a suitable technique for implementation, it is necessary to compare these techniques based on their


Figure 8: Switched capacitor implementation of a passive $N$-tap FIR with a decimation by $N$.

(a) Add (share)

(b) Multiply (steal)

Figure 9: Techniques for charge domain addition and multiplication operations.
robustness to nonidealities, ease of implementation, power consumption, speed, and so forth.

### 3.1.1. Addition Operation

(1) Parallel Connection. Using passive switched capacitors, voltages may be added by sharing the charges on two participating capacitors by connecting them in parallel as shown in Figure 9. The result of this operation (for capacitors with equal capacitances) is the average value $\left(V_{1}+V_{2}\right) / 2$ of the input voltages $V_{1}$ and $V_{2}$, which is a scaled version of their sum operation. Also note that two copies of the output are obtained and these can be used for two subsequent independent operations as desired. However, the operation inherently attenuates the output by half. From an implementation perspective, use of parallel capacitors allows the sharing of one plate (ground plate) for all the capacitors. This can greatly reduce the parasitic capacitance and resistance of the capacitor and the area of the overall implementation.
(2) Series Connection. An alternative technique is to connect the capacitors in series. The result of this operation is the sum $\left(V_{1}+V_{2}\right)$ of the input voltages $V_{1}$ and $V_{2}$. In this scheme, it is possible to use slightly delayed clock phases for the top and bottom plate switches in order to make the charge injection independent of the input voltage [23]. However, in the latter technique, switches are required both on the top and bottom plate, thereby increasing the power consumption in this circuit. The two switches placed in series halve the speed of this circuit for identical switch sizes. Moreover, only one output (which can be used for exactly one subsequent
operation) is obtained. Also, both the top and bottom plate parasitics are problematic.

### 3.1.2. Multiplication

(1) Charge Stealing. Multiplication in the charge domain can be performed by scaling the voltage on a capacitor using a share operation with another known capacitor (stealing capacitor). The charge on the stealing capacitor is not utilized later on. The overall operation causes a subunity scaling on the original value. The scaling factor for a capacitor of value $C$ and a stealing capacitor of value $C_{s}$ is given by $m=C /\left(C+C_{s}\right)$.

Figure 9(b) shows a scaling operation using a stealing capacitor of size $C_{s}$ with no initial voltage on it. After the sharing operation, the final value on the capacitor with initial value $V_{0}$ becomes $V_{0} \cdot C /\left(C+C_{s}\right) . C_{s}$ can be chosen appropriately to obtain a particular scaling factor. Note that, although this technique is capable of performing both subunity scaling and multiplication with a known attenuation, at least one of the operands needs to be known in advance for this implementation. In case voltage dependent variable capacitors (i.e., capacitor DACs) are utilized, dynamic operands can also be used.
(2) Pulse-Width Modulation (PWM). Another technique to perform multiplication using passive switched capacitors is to modulate the turn on time of the switch and perform an incomplete share operation with a fixed stealing capacitor. The duration of the operation determines the multiplication factor. It is possible to multiply two unknown operands using this technique. Unfortunately, considering the nonlinearity in the resistance and the share operation, the errors caused by this technique make it unusable. However, the concept can be used to devise another PWM scheme which allows complete settling, thereby making it more reliable. In this modified technique, the switch can be turned on using a sequence of randomly placed pulses and sharing the capacitor charge using a small stealing capacitor for each clock cycle. The stealing capacitor is discharged at the end of each cycle. Complete settling is allowed in each cycle. The total number of on-pulses determines the amount of scaling. Maximum scaling is obtained when all the clock cycles have on-pulses, while no scaling is obtained when all the clock cycles have off pulses. Although this technique is relatively accurate and is able to handle dynamic operands, it is slow and consumes more power than the charge stealing technique. Also, depending on the accuracy required, the attenuation is considerable.
(3) Current Domain. If the charge is converted to the current domain, a single variable-duration PWM scheme can be used to perform multiplication. Also, multiplication would not entail an inherent attenuation. However, the technique is very power hungry, and the accuracy of the transconductance amplifier that translates from charge to current domain needs to be very high.

Due to their low power, high speed characteristics, we have focused on the parallel connection scheme for addition and the charge stealing scheme for multiplications in our
designs. For many relevant linear algebra problems, multiplication using fixed coefficients is sufficient, and this technique lends itself easily to such applications.
3.2. Switching Schemes. To implement these addition and multiplication schemes, a variety of switched capacitor topologies can be used. Note that complex multiplication can be performed using a combination of scalar multiplication operations as discussed in [24]. In this subsection, we discuss the various topologies and their trade-offs. For the addition operation, two capacitors can be shared as shown in Figure 9(a) and represented by Figure 10(a). We can combine a share followed by scaling into a single operation by connecting 3 capacitors ( 2 with input samples and 1 empty) and sharing their charges. This can be performed in different ways using 2 or 3 switches as shown in Figures 10(b)$10(\mathrm{~d})$. It can be shown that 3 appropriately sized switches in the scheme of Figure 10(d) minimize the settling error [25]. Multiplication by a factor $c+c \cdot j$ is a special case scaling operation that can be performed using a single step operation [25]. Depending on the normalization of the scaling factor, this may be performed using 4 capacitors (Figures 10(e)$10(\mathrm{~h})$ ) or using 5 capacitors (Figures 10(i)-10(l)). Moreover, in the case of four input operations (radix-4 operations), these schemes (Figures 10(e)-10(l)) are useful.

While many schemes (Figures 10(a)-10(b), 10(d), 10(e), 10(h), 10(i), and $10(\mathrm{l})$ ) ensure settling symmetry, others (Figures $10(\mathrm{c}), 10(\mathrm{f}), 10(\mathrm{~g}), 10(\mathrm{j})$, and $10(\mathrm{k})$ ) use fewer switches for lower power at the expense of settling performance and mismatch. Some variants (Figures 10(d), 10(h), and 10(l) with equal size switches) provide both settling speed and symmetry at the cost of larger power. When the switches between the operand capacitors are sized differently from those connecting to the stealing capacitor, in (d) and (l), these same configurations can be optimized for an enhanced settling-per-power performance. Finally, when comparing the different schemes, with their appropriate switch sizes, different trade-offs with regard to charge injection, clock feed-through error, and so forth should be considered.

For our design, we chose to use (a) and (d) to perform radix-2 scalar operations, while complex operations are performed by cascading to sets of operations. Configurations (h) and (l) were used to perform single-phase complex multiplication in special cases. In the case of (d) and (l), optimized switch sizing was used to mitigate their extra power demands while still realizing their enhanced settling performance for a net settling-per-power gain versus (b, c) and ( $\mathrm{i}-\mathrm{k}$ ), respectively.
3.3. Nonidealities. Several nonidealities haunt passive switched capacitor circuits. The problem of nonidealities is aggravated by the absence of a virtual ground node unlike in op-amp based active switched capacitor circuits. The effect of sampling clock jitter in passive switched capacitor circuits has been analyzed [26]. Two important nonidealities, clock feed-through and charge injection, become a nuisance in the absence of a virtual ground node. Consequently, traditional circuit techniques such as bottom plate sampling are difficult


Figure 10: Different switching topologies for charge domain operations.
to implement. Also, poor matching between nMOS and pMOS switches and the reducing difference between $V_{\mathrm{dd}}$ and $V_{\mathrm{th}}$ in scaled technologies make the use of transmission gate switches less effective for mitigating these nonidealities. The noise in the system is dominated by the $k T / C$ noise of the $R C$ filter formed by the switch-capacitor combination. Moreover, for a multistage switched capacitor operation, the sampled noise voltages from one stage recombine in the later stages. These combining noise samples in a particular stage are correlated, and, therefore, the final noise becomes a complicated function of the noise sampled at each stage of the switched capacitor operation. The switch resistance (along with the capacitance of the capacitor) determines the settling time constant. However, the switch resistance is inherently nonlinear and input signal dependent. Consequently, in the case of high speeds of operation, incomplete settling can cause significant signal dependent errors in computations.

Since switched capacitor circuits utilize a clock signal, the accuracy of the clock is critical to performance. Specifically, jitter in clocks reduces the accuracy of the switched capacitor computations by translating timing uncertainty to charge and voltage uncertainty. Fortunately, new techniques based on transconductance linearization can be used to achieve low phase noise clocks in SiGe bipolar [27] and even in scaled CMOS circuits [28]. For increased frequency flexibility, highly optimized switched inductor [29] and switched capacitor [30] based LC VCOs can be utilized to obtain a wide range of frequencies without sacrificing noise performance. Moreover, on-chip self-healing techniques [31] utilizing a digital back end can be used for healing the switched capacitor circuits as well as improving the clock jitter [32].

For high speed designs, it is necessary to accurately model these nonidealities in the circuit simulator. It is also useful to have the ability to individually turn off these nonidealities to trace the effect of each nonideality on the output error. For our designs, we model the nonidealities in MATLAB and include them in system level simulations using MATLAB or Simulink [25]. This allows us to effectively capture the nonidealities and optimize the designs in their presence.

## 4. An Analog FFT-Based Front End

In this section, as an example of a passive switched capacitor spectrum sensing front end, we introduce a frequency domain divide and conquer approach that can enable wideband digitization. The architecture comprises an analog domain Fourier transform signal processor (see previous implementations by $[33,34]$ ) that can be followed by multiple ADCs that digitize the input in the frequency domain. In our design, we utilize an RF sampler followed by an analog domain, discrete time, passive switched capacitor FFT engine to perform channelization of the wideband RF input. The circuits are based on the addition and multiplication techniques discussed and selected in Section 3. A description of the design of this charge reuse analog Fourier transform (CRAFT) was presented in [25]. In this paper, we use the CRAFT design as an example of a passive switched capacitor spectrum sensing front end, provide more details on the design methodology and optimization, and develop high level models for system simulations. Although the discussions here pertain to the CRAFT design, the underlying
principles are general and can be easily extended to other passive switched capacitor front end circuits for similar high speed applications, including linear filtering and other transforms.

For spectrum sensing, we use CRAFT as a functionally equivalent linear phase $N$-path filter (see Figure 11) to perform channelization [35]. This scheme reduces both the required speed and dynamic range of the ADCs and, by virtue of being minimal phase, allows for simple reconstruction in the digital domain using an IFFT without any loss of information.

For dynamic range calculations, signals are assumed to be distributed evenly in frequency. Breaking the input up into equal frequency channels reduces the PAPR as explained earlier in Figure 4. In general, an $N$-path channelization of spread signals reduces the dynamic range by $N$ times (even in the more general case with multiple signals arbitrarily placed in frequency, this approximation typically holds), causing an $N$ times dynamic range reduction for the ADCs.

The DFT computation to be performed is a time-tofrequency transform defined as

$$
\begin{equation*}
\text { DFT: } \quad X(k)=\sum_{n=0}^{N-1} x(n) W^{k n} \tag{1}
\end{equation*}
$$

where $W$ is defined as $W=e^{-2 \pi j / 16}$. The desired 16 -point DFT ( $N=16$ ) can also be represented as a linear matrix operation on a vector of length 16 given by

$$
\begin{equation*}
\mathbf{X}=\mathbf{F x}, \tag{2}
\end{equation*}
$$

where the scaling factor due to attenuation inherent in the charge domain operations is absorbed within F. Expanding (2) for the length 16 case we get

$$
\left[\begin{array}{c}
X_{0}  \tag{3}\\
X_{1} \\
X_{2} \\
\vdots \\
X_{15}
\end{array}\right]=\frac{1}{k}\left[\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & W & W^{2} & \cdots & W^{15} \\
1 & W^{2} & W^{4} & \cdots & W^{30} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & W^{15} & W^{30} & \cdots & W^{225}
\end{array}\right]\left[\begin{array}{c}
x_{0} \\
x_{1} \\
x_{2} \\
\vdots \\
x_{15}
\end{array}\right]
$$

where $x_{i}$ are the DFT inputs $x(i), X_{j}$ are outputs $X(j)$, and $k$ is the scaling factor. The equation can be further simplified by noting the symmetry and periodicity of the powers of $W$. These properties are utilized to formulate the FFT algorithm as an efficient implementation to calculate the DFT outputs in $N \log _{2} N$ operational complexity rather than the $N^{2}$ complexity of multiplication by $\mathbf{F}$.

Figure 12(a) shows the flowchart representation of the radix-2 decimation-in-time FFT algorithm used in CRAFT. As seen in Figure 12(a) and by its definition as a linear operation, the FFT uses only two types of operations: addition (and subtraction) and multiplication by fixed twiddle factors. The twiddle factors are shown as powers of $W$ in Figure 12(a), where $W=e^{-2 \pi j / 16}$ are equally spaced points on the unit circle in the complex plane as shown in Figure 12(b). As a result, for every scaling factor $W^{k}, \mathfrak{R}\left\{W^{k}\right\} \leq 1, \forall k$ and $\mathfrak{\Im}\left\{W^{k}\right\} \leq 1, \forall k$. Since passive computations discussed above
in Section 3 inherently attenuate the signal, these operations are suitable for subunity scaling.

The CRAFT design is implemented using a number of blocks shown in Figure 13. A brief description of the circuits utilized in the CRAFT design follows. The timing diagram for the various clock phases used to operate the system is shown in Figure 14.
4.1. RF Sampler. An RF nMOS switch based voltage sampler operating at $5 \mathrm{GS} / \mathrm{s}$ for both $I$ and $Q$ paths effectively providing $10 \mathrm{GS} / \mathrm{s}$ was implemented. An array of 256 samplers was used for providing inputs to CRAFT as shown in Figure 13. The timing of the sampling clock phases is shown in Figure 14. The noise contribution of the sampler is given by $k T / C$. Therefore, a larger capacitor reduces the noise. However, increasing the size of the capacitor warrants a larger switch transistor to maintain the same sampling bandwidth, increasing the power consumption in the sampler. In CRAFT, the sampling capacitor was selected to be 200 fF so that the noise from the sampler was below -63 dBFS . The switch size was selected to allow sufficient settling such that the outputreferred settling error is below -65 dBFS for $5 \mathrm{GS} /$ s operation.
4.2. CRAFT Core Design. The CRAFT core follows the RF sampler and performs an FFT operation as shown in Figure 13. The CRAFT operation, represented in matrix form as shown in (2), can be further broken down into 4 share and 4 multiply operations in the 4 constituent stages leading to $\mathbf{F}=(1 / 16) \cdot \mathbf{S}_{4} \mathbf{S}_{3} \mathbf{S}_{2} \mathbf{S}_{1} \mathbf{I}_{\text {bitrev }} \mathbf{x}$, where each of the 4 stages is denoted by $\mathbf{S}_{i}$ and $i$ is the stage number. The matrices for each stage are detailed in the appendix. Each stage is implemented using parallel addition and charge stealing techniques outlined in Section 3. Switching schemes are selected to reduce power and improve settling time. Details of the design methodology, circuit design principles, and circuit optimization are discussed in Section 5. Using the optimized design methodologies, only 5 clock phases are used for the entire CRAFT processing operations. These phases have unequal durations to optimize settling and are shown in Figure 14. The total processing time is chosen to be equal to the sampling time in anticipation of an interleave-by-two implementation.

As shown in Figure 12(a), after each operation, half the wires return to their bus while the rest continues on the other buses. Note that the wires in the CRAFT core are permanently connected to the sampling capacitors and their parasitics directly add to the sampling capacitance. Therefore, to equalize the sampler wiring parasitics, the switches are always placed midway between two operand buses. Two example wires, one always returning to its own bus while the other always shifting onto the other operand bus, are highlighted in the layout screenshot in Figure 15. As seen, the two wire lengths (and their associated parasitics) are nominally matched.
4.3. Output Latch. On the far end of the core, CRAFT connects through switches to operational transconductance amplifier (OTA) based analog latches that store the outputs


FIgure 11: The functional equivalence of the DFT with frequency domain outputs and a time-domain $N$-path complex-bandpass filter bank.


Figure 12: A 16-point radix-2 decimation-in-time FFT (a) and DFT twiddle factors coefficients on the unit circle (b).
temporarily prior to being read out (Figure 13). The read-out rate is limited by the speed of the OTA as well as the external amplifiers and ADCs. The OTAs are based on a two-stage, folded cascode, differential architecture and provide 70 dB gain with a 900 MHz unity gain bandwidth (UGB). The OTA is utilized in a differential switched capacitor analog latch configuration. As shown in the timing diagram in Figure 14, the latch performs offset cancelation and OTA common mode feedback during the sampling and processing phases ( $\phi_{A Z}$ ) and latches the output with a $10 \tau$ settling accuracy ( $\tau$ is the $R C$ constant of the error settling which is $\propto e^{-t / \tau}=$ $e^{-10}$ ) during the next 32 clock phases $\left(\phi_{L}\right)$. The output is then held $\left(\phi_{H}\right)$ for the external measurement system to read out using an analog multiplexer. As shown in Figure 13, thirtytwo latches capture the complex valued FFT output.
4.4. State Machines. The sampling array, CRAFT processing engine, and output latches require multiple clocks to operate and interface with test equipment. These clock phases are shown in Figure 14. The input clock is used to generate all internal signals. The input state machine (labeled state $\mathrm{m} / \mathrm{c} 1$ in Figure 13) is externally triggered to initiate a conversion. It
generates 16 sampling clock phases followed by the processing clocks to operate the CRAFT core switches. A second state machine (labeled state m/c 2 in Figure 13) uses handshaking with the first and an external trigger to determine when CRAFT outputs are valid. It subsequently generates the clocks for the analog latch array to save the first CRAFT conversion after being triggered. The latched outputs are then observed sequentially using the integrated low-resistance analog multiplexer ( $16 \times 4$ to $1 \times 4$ for differential real and imaginary outputs from one FFT bin). This setup allows asynchronous operation between the conversion and latch triggering.

## 5. Design Methodology and Optimization

Within the CRAFT processing engine, computational speed, dynamic range, and operating power trade-off with each other. The analysis of design non idealities, discussed in Section 3.3, represents a complex design space with different trade-offs associated with each error source and the particular mitigation techniques utilized. This section outlines a design and optimization methodology used in the CRAFT design to


Figure 13: Layout of the CRAFT implementation and on-chip test structures.
achieve superior performance. For this implementation, the following specifications and constraints were assumed:
(1) a $5 \mathrm{GS} / \mathrm{s}$ input rate ( $I$ and $Q$ ) with an interleave-by-two CRAFT engine for processing contiguous windows (this provides a total processing time of $16 \times$ $1 / 5 \mathrm{GHz}=3.2 \mathrm{~ns}$ );
(2) a $60 \mathrm{~dB}(10 \mathrm{bit})$ dynamic range design goal.

Using these goals, the CRAFT engine is optimized for processing power. The design methodology is divided into an architecture choice based on the constraints listed, followed by an energy optimization procedure.
5.1. Design Parameters. To specify the architectural parameters, we initially assume the processing time to be shared equally among the 5 clock phases (unlike in Figure 14). This assumption is revisited during the energy optimization procedure described later on. Also, a nominal $V_{\mathrm{dd}}$ for all the stages is assumed as an initial choice and is optimized later on. Based on these assumptions, the following design choices are made.
(1) Input Swing. The maximum input swing, $V_{\text {sig,max }}$, for the sampler is chosen to achieve -60 dBFS nonlinearity while running at $5 \mathrm{GS} / \mathrm{s}$. This determines the peak-to-peak input swing to be used as the input full scale. For use with a nMOS switch based processing core the common mode voltage, $V_{\mathrm{cm}}$, is set at $(1 / 2) V_{\text {sig, max }}$.
(2) Capacitor Size. The sampling capacitor size is selected such that the noise floor from the sampling operation
is lower than required for the target SNDR of 60 dB . This dictates a sampling capacitor size of at least 200 fF .
(3) Attenuation. Attenuation degrades FFT performance. Consequently, all techniques that mitigate attenuation are incorporated for improved performance.
(4) Dummy Switches. The effect of clock feed-through and charge injection for each stage on the overall SNDR is simulated. Dummy switches are selected for stages where the overall SNDR is otherwise not met.
(5) Additional Settling Switches. The overall computational settling error is simulated, and additional settling switches are used for stages where their effect is overtly beneficial to SNDR performance.
(6) Sampler Switch Size. The minimum switch size that provides adequate sampler settling and nonlinearity for the required SNDR is determined.
(7) Settling. The minimum per-stage computation settling accuracy required for the overall SNDR is selected. For CRAFT, the following amounts of nominal computational settling were chosen for stages $1-4$ : $7 \tau, 4 \tau, 5 \tau$, and $4 \tau$, respectively.
5.2. Energy Optimization. The exact switch sizing in each stage, as well as the $V_{\mathrm{dd}}$ employed, trade-off with the total energy consumption per processing operation. The energy optimization algorithm is outlined below.
5.2.1. Supply Voltage. In short channel devices velocity saturation affects nMOS switches. The triode resistance of a switch in deep triode $\left(\left(V_{\mathrm{gs}}-V_{\mathrm{tn}}\right)=V_{\mathrm{ov}} \gg V_{\mathrm{ds}}\right)$ varies proportionally as below and is empirically fit as shown:

$$
\begin{equation*}
R_{\text {triode }} \propto\left(\frac{1+U_{0} V_{\mathrm{ov}}}{V_{\mathrm{ov}}}\right) \approx\left(\frac{1}{V_{\mathrm{ov}}}\right)^{p} \tag{4}
\end{equation*}
$$

For the devices in CRAFT, $p=0.50$ provided an accurate empirical fit. Using this approximation, the switch resistance is $R_{\mathrm{sw}} \propto W^{-1}\left(V_{\mathrm{ov}}\right)^{-p}$. For a constant $R_{\mathrm{sw}}, W \propto\left(V_{\mathrm{ov}}\right)^{-p}=$ $\left(V_{\mathrm{dd}}-\left(V_{\mathrm{tn}}+V_{\mathrm{cm}}\right)\right)^{-p}$. In order to calculate the energy per switch operation, we compute $(1 / 2) C_{\mathrm{gs}} V_{\mathrm{dd}}^{2} \propto W \cdot V_{\mathrm{dd}}^{2}$. Using these equations, we compute the energy per switch operation for a constant switch "on" resistance:

$$
\begin{equation*}
\left.E_{\mathrm{sw}}\right|_{\text {const } . R_{\mathrm{sw}}} \propto \frac{V_{\mathrm{dd}}^{2}}{\left(V_{\mathrm{dd}}-\left(V_{\mathrm{tn}}+V_{\mathrm{cm}}\right)\right)^{p}} \tag{5}
\end{equation*}
$$

This is plotted in Figure 16. As seen, this curve has a unique minimum energy that occurs at $V_{\mathrm{dd}, \mathrm{opt}}=(2 /(2-p))\left(V_{\mathrm{tn}}+\right.$ $\left.V_{\mathrm{cm}}\right)$. Naturally, this minimum coincides with the typical supply voltage in this technology to optimize digital energy per speed (e.g., consider this nMOS switch as part of an inverter). This optimum $V_{\mathrm{dd}}$ is then customized per stage depending on the varying operand voltage swings as a result of attenuation. Note that for the optimization described, it is assumed that 2 different supply domains are available for optimization to cover the general case. The optimization


Figure 14: Timing diagram showing the clock, trigger, sampling, processing, reset, and output latch clocks.

Table 1: Summary of variables in LTI model.

| Variable | Description | Expression |
| :---: | :---: | :---: |
| x | Input (16 samples) | $x(i), \forall i=[0,15], i \in \mathbb{Z}$ |
| $\mathrm{n}_{\text {s }}$ | Sampler noise | $\begin{gathered} \sigma_{n_{s, i}}^{2}=2 k \mathrm{~T} / C \\ C=\text { capacitance per copy } \end{gathered}$ |
| F | Ideal FFT | $\begin{gathered} \frac{1}{16} \mathrm{~S}_{4} \mathrm{~S}_{3} \mathrm{~S}_{2} \mathrm{~S}_{1} \\ \text { (see the appendix) } \end{gathered}$ |
| $\Delta \mathrm{F}$ | Linear FFT error | See Section 6 |
| $\mathrm{F}^{\prime}$ | FFT approximation | F + $\Delta \mathbf{F}$ |
| $\mathrm{N}_{\mathrm{p}}^{\prime}$ | Processing noise at $o / p$ | See Section 6 |
| $\mathrm{N}_{\mathrm{q}}$ | Quantization noise at ADC $i / p$ | See Section 6 |
| $\widehat{\mathrm{H}}$ | Correction matrix | $\begin{gathered} \hline \mathbf{F}\left(\widehat{\mathbf{F}}^{\prime}\right)^{-1} ; \text { see Section } 6 \\ \text { and }[25] \end{gathered}$ |
| $\mathbf{Y}^{\prime}$ | Digitized $o / p$ | $\begin{gathered} (\mathbf{F}+\Delta \mathbf{F})\left(\mathbf{x}+\mathbf{n}_{\mathbf{s}}\right)+\mathbf{N}_{\mathrm{p}}^{\prime}+\mathbf{N}_{\mathbf{q}} ; \\ \text { see Section 6 } \end{gathered}$ |
| $\mathrm{Z}^{\prime}$ | Digitized and corrected $o / p$ | $\begin{gathered} \widehat{\mathbf{H}} \mathbf{Y}^{\prime}=\underset{\mathbf{X}}{\widehat{\mathbf{X}}+\widehat{\mathbf{N}}_{\mathrm{s}}+\widehat{\mathbf{N}}_{\mathrm{p}}+\widehat{\mathbf{H}} \mathbf{N}_{\mathbf{q}} ;} \\ \text { see Section } 6 \end{gathered}$ |

algorithm can be easily modified for the specific case using single or multiple voltage domains, based on availability. Additionally, if alternate sample rates or time allocations may be used, different $V_{\mathrm{dd}}$ settings allow separate optimization for those modes as implemented switch sizes remain fixed.
5.2.2. Switch Size. For calculating the optimal switch width, note that each $V_{\mathrm{dd}}$ corresponds to a particular switch width (for a given resistance) on the constant-resistance plot. The maximum allowable nominal resistance can be calculated based on the required settling and allocated time chosen in Section 5.1. Therefore, from the $V_{\mathrm{dd}}$ chosen above and the maximum allowable resistance, the optimal switch width $W$ for each stage is calculated.
5.2.3. Time Allocation. The energy per stage is dependent on the required switch resistance and, consequently, the
time allocated per stage. The per-stage time allocated is now considered as the last optimization variable and is redistributed (instead of the equal distribution assumed earlier) to optimize the total energy further. For the new allocated times (as shown in Figure 14), new optimal switch widths are determined.

## 6. LTI Model

For the purposes of system level simulations to test communication link performance, it is desirable to model the system using a simple but accurate linear model. For this purpose, we have devised an LTI approximation of the entire CRAFT-ADC digitization operation, along with the twiddle factor inaccuracies and noise. Noise disturbances as well as mismatch based nonidealities and digital correction are also included in the LTI model for performance evaluation. The simulated SNDR performance using the LTI model matches the performance obtained through circuit simulations. This makes the LTI model suitable for fast and reliable system level simulations without the need for circuit level modeling. It also allows the simulation of the CRAFT circuitry for a variety of other architectures and applications.

Note that the measurement results (discussed later in Section 7) include the nonidealities of the 8 -bit resolution arbitrary waveform generator (AWG) inputs and the output test equipment (these are among the state-of-the-art test equipment available for measuring an RF front end signal processing DUT) that severely limit the observable nonidealities in the CRAFT circuitry. The additional nonidealities due to the test setup are not part of the model (or circuit simulation), so that the model predicts a somewhat better performance (roughly 10 dB ) than is measured.

A brief description of the components shown in Figure 17 is tabulated in Table 1. Note that nonlinear effects such as settling error, charge injection and absorption, and clock feed-through have not been included in this model. As discussed earlier, the 16 -point FFT $(\mathbf{X}=\mathbf{F x})$ is implemented as $\mathbf{X}=(1 / D) \mathbf{S}_{4} \mathbf{S}_{3} \mathbf{S}_{2} \mathbf{S}_{1} \mathbf{x}$, where $D=16$ is the inherent scaling due to charge based operations.


Figure 15: Layout of the CRAFT processing core with two highlighted example sampling capacitor distribution cases to be nominally matched for parasitics.


Figure 16: Optimization of switch energy per operation (constant $R_{\text {sw }}$ ).
6.1. Systematic Twiddle Factor Error. The linear errors in the FFT matrix due to systematic capacitor mismatch can be represented using matrix $\mathbf{F}^{\prime}$ instead of the ideal matrix $\mathbf{F}$, producing $\mathbf{X}^{\prime}$ at the output, where

$$
\begin{equation*}
\mathbf{X}^{\prime}=\mathbf{F}^{\prime} \mathbf{x}=\frac{1}{16} \mathbf{S}_{4}^{\prime} \mathbf{S}_{3}^{\prime} \mathbf{S}_{2}^{\prime} \mathbf{S}_{1}^{\prime} \mathbf{x} \tag{6}
\end{equation*}
$$



FIGURE 17: An LTI model of the nonideal CRAFT operation followed by digitization and correction.

Expanding each nonideal stage $\left(\mathbf{S}_{i}^{\prime}\right)$ as an ideal stage $\left(\mathbf{S}_{i}\right)$ plus a systematic error $\left(\mathbf{E}_{i}\right)$,

$$
\begin{align*}
\mathbf{X}^{\prime} & =\frac{1}{16}\left(\mathbf{S}_{4}+\mathbf{E}_{4}\right)\left(\mathbf{S}_{3}+\mathbf{E}_{3}\right)\left(\mathbf{S}_{2}+\mathbf{E}_{2}\right)\left(\mathbf{S}_{1}+\mathbf{E}_{1}\right) \mathbf{x}  \tag{7}\\
& =(\mathbf{F}+\Delta \mathbf{F}) \mathbf{x},
\end{align*}
$$

where

$$
\begin{align*}
& \Delta \mathbf{F}=\frac{1}{16}\left(\mathbf{E}_{4} \mathbf{E}_{3} \mathbf{E}_{2} \mathbf{E}_{1}+\mathbf{E}_{4} \mathbf{E}_{3} \mathbf{E}_{2} \mathbf{S}_{1}+\mathbf{E}_{4} \mathbf{E}_{3} \mathbf{S}_{2} \mathbf{E}_{1}+\cdots\right. \\
& \mathrm{E}_{4} \mathbf{S}_{3} \mathrm{E}_{2} \mathrm{E}_{1}+\mathbf{S}_{4} \mathrm{E}_{3} \mathrm{E}_{2} \mathrm{E}_{1}+\mathrm{E}_{4} \mathrm{E}_{3} \mathbf{S}_{2} \mathbf{S}_{1}+\cdots \\
& E_{4} S_{3} E_{2} S_{1}+S_{4} E_{3} E_{2} S_{1}+E_{4} \mathbf{S}_{3} \mathbf{S}_{2} E_{1}+\cdots  \tag{8}\\
& \mathbf{S}_{4} E_{3} \mathbf{S}_{2} \mathbf{E}_{1}+\mathbf{S}_{4} \mathbf{S}_{3} \mathbf{E}_{2} \mathbf{E}_{1}+\mathbf{E}_{4} \mathbf{S}_{3} \mathbf{S}_{2} \mathbf{S}_{1}+\cdots \\
& \left.\mathbf{S}_{4} E_{3} \mathbf{S}_{2} \mathbf{S}_{1}+\mathbf{S}_{4} \mathbf{S}_{3} \mathrm{E}_{2} \mathbf{S}_{1}+\mathbf{S}_{4} \mathbf{S}_{3} \mathbf{S}_{2} \mathrm{E}_{1}\right) \text {. }
\end{align*}
$$



Figure 18: Monte Carlo simulations of the settling error in a 2-point share operation with voltage dependent switch resistance.


Figure 19: Test setup for measuring the CRAFT system.
6.2. Noise. Given that the DFT is a linear operation, the noise in the system can be analyzed using linear superposition of the individual noise sources: noise in the sampler, noise per processing stage, and ADC noise, as shown below.

### 6.2.1. Sampler Noise

Consider the following:

$$
\begin{align*}
\mathbf{X}^{\prime}= & \mathbf{F}^{\prime}\left(\mathbf{x}+\mathbf{n}_{\mathrm{s}}\right)=\mathbf{F}^{\prime} \mathbf{x}+\mathbf{N}_{\mathrm{s}}^{\prime} \\
& \text { where, } \mathbf{N}_{\mathrm{s}}^{\prime}=(\mathbf{F}+\Delta \mathbf{F}) \mathbf{n}_{s} \tag{9}
\end{align*}
$$

Note that the outputs of the CRAFT operation are interpreted in the frequency domain. Therefore, any inequality in the gains to the individual outputs will cause the output noise to be colored. This results in (10), where the sampler noise appears at the FFT output as expected white noise terms plus additional colored noise terms due to the unequal gains of $\Delta \mathbf{F}$ to the different bin outputs. Consider the following:

$$
\begin{equation*}
\mathbf{X}^{\prime}=\underbrace{\mathbf{F}\left(\mathbf{x}+\mathbf{n}_{\mathbf{s}}\right)}_{\text {white }}+\underbrace{\Delta \mathbf{F}\left(\mathbf{x}+\mathbf{n}_{\mathbf{s}}\right)}_{\text {colored }} \tag{10}
\end{equation*}
$$

6.2.2. Processing Noise. Each stage of processing adds noise in the charge domain and can be expanded as shown:

$$
\begin{align*}
\mathbf{X}^{\prime} & =\frac{1}{2} \mathbf{S}_{4}^{\prime}\left(\frac{1}{2} \mathbf{S}_{3}^{\prime}\left(\frac{1}{2} \mathbf{S}_{2}^{\prime}\left(\frac{1}{2} \mathbf{S}_{1}^{\prime} \mathbf{x}+\mathbf{N}_{1}\right)+\mathbf{N}_{2}\right)+\mathbf{N}_{3}\right)+\mathbf{N}_{4}  \tag{11}\\
& =(\mathbf{F}+\Delta \mathbf{F}) \mathbf{x}+\mathbf{N}_{\mathbf{p}}^{\prime},
\end{align*}
$$

where

$$
\begin{equation*}
\mathbf{N}_{\mathrm{p}}^{\prime}=\frac{1}{8} \mathbf{S}_{4}^{\prime} \mathbf{S}_{3}^{\prime} \mathbf{S}_{2}^{\prime} \mathbf{N}_{1}+\frac{1}{4} \mathbf{S}_{4}^{\prime} \mathbf{S}_{3}^{\prime} \mathbf{N}_{2}+\frac{1}{2} \mathbf{S}_{4}^{\prime} \mathbf{N}_{3}+\mathbf{N}_{4} \tag{12}
\end{equation*}
$$

6.2.3. ADC Noise. The ADC quantizers add noise $\left(\mathbf{N}_{\mathbf{q}}\right)$ to the outputs of the CRAFT operation and are interpreted as frequency domain noise perturbations, given by

$$
\begin{equation*}
\mathbf{X}^{\prime}=\mathbf{F}^{\prime} \mathbf{x}+\mathbf{N}_{\mathbf{q}} \tag{13}
\end{equation*}
$$

In case all the ADCs have equal gains and the white quantization noise approximation holds, $\mathbf{N}_{\mathbf{q}}$ can be approximated to be white.
6.2.4. All Superposed Noise Sources. Assuming that the noise terms are independent, the total error can be expressed as

$$
\begin{equation*}
\mathbf{Y}^{\prime}=(\mathbf{F}+\Delta \mathbf{F}) \mathbf{x}+\mathbf{N}_{\mathbf{s}}^{\prime}+\mathbf{N}_{\mathbf{p}}^{\prime}+\mathbf{N}_{\mathbf{q}} \tag{14}
\end{equation*}
$$

6.3. Digital Correction. Next we consider a linear correction step that can be implemented in the digital domain. The correction matrix is given by $\widehat{\mathbf{H}}=\mathbf{F}\left(\widehat{\mathbf{F}}^{\prime}\right)^{-1}=\mathbf{F} \widehat{\mathbf{x}}\left(\mathbf{X}^{\prime}\right)^{-1}$, where $\widehat{\mathbf{x}}$ is the estimated set of independent input vectors giving uncorrected output responses $\mathbf{X}^{\prime}$. Note that $\widehat{\mathbf{x}}$ and $\mathbf{X}^{\prime}$ are matrices comprising $N$ vectors of size $N$. The output, $\mathbf{Z}^{\prime}$, after digital correction, is given by

$$
\begin{equation*}
\mathbf{Z}^{\prime}=\widehat{\mathbf{H}} \mathbf{Y}^{\prime}=\widehat{\mathbf{X}}+\widehat{\mathbf{N}}_{\mathbf{s}}+\widehat{\mathbf{N}}_{\mathbf{p}}+\widehat{\mathbf{H}} \mathbf{N}_{\mathbf{q}} \tag{15}
\end{equation*}
$$

where

$$
\begin{align*}
& \widehat{\mathbf{N}}_{\mathbf{s}}=\widehat{\mathbf{H}} \mathbf{N}_{\mathbf{s}}^{\prime}=\mathbf{F}\left(\widehat{\mathbf{F}}^{\prime}\right)^{-1} \mathbf{N}_{\mathbf{s}}^{\prime}=\mathbf{F}\left(\widehat{\mathbf{F}}^{\prime}\right)^{-1} \mathbf{F}^{\prime} \mathbf{n}_{\mathbf{s}} \approx \mathbf{F} \mathbf{n}_{\mathbf{s}} \\
& \widehat{\mathbf{N}}_{\mathbf{p}}= \widehat{\mathbf{H}} \mathbf{N}_{\mathbf{p}}^{\prime}=\mathbf{F}\left(\widehat{\mathbf{F}}^{\prime}\right)^{-1} \mathbf{N}_{\mathbf{p}}^{\prime} \\
&= \mathbf{F}\left(\widehat{\mathbf{S}}_{4}^{\prime} \widehat{\mathbf{S}}_{3}^{\prime} \widehat{\mathbf{S}}_{2}^{\prime} \widehat{\mathbf{S}}_{1}^{\prime}\right)^{-1} \\
& \times\left[\frac{1}{2} \mathbf{S}_{4}^{\prime}\left(\frac{1}{2} \mathbf{S}_{3}^{\prime}\left(\frac{1}{2} \mathbf{S}_{2}^{\prime} \mathbf{N}_{1}+\mathbf{N}_{2}\right)+\mathbf{N}_{3}\right)+\mathbf{N}_{4}\right] \\
& \approx \mathbf{F}[ {\left[\mathbf { S } _ { 1 } ^ { \prime - 1 } \left(\frac{1}{8} \mathbf{N}_{1}+\mathbf{S}_{2}^{\prime-1}\right.\right.} \\
&\left.\left.\quad \times\left(\frac{1}{4} \mathbf{N}_{2}+\mathbf{S}_{3}^{\prime-1}\left(\frac{1}{2} \mathbf{N}_{3}+\mathbf{S}_{4}^{\prime-1} \mathbf{N}_{4}\right)\right)\right)\right] . \tag{16}
\end{align*}
$$

This assumes that the correction uses an accurate estimate of the implementation, as represented by the relationships $\widehat{\mathbf{F}}^{\prime} \approx \mathbf{F}^{\prime}$ and $\widehat{\mathbf{S}}_{i}^{\prime} \approx \mathbf{S}_{i}^{\prime}$.

If the implementation has small error with regard to the ideal transform (so that $\mathbf{S}_{i}^{\prime} \approx \mathbf{S}_{i}$ ), the approximation below


Figure 20: Time-domain latched CRAFT outputs and single-bin input, with fractional triggering rate for periodic phase rotation of output.


Figure 21: Measured frequency domain outputs of the 16 bins with an input on bin 1 at different input amplitudes showing noise in the other bins at low amplitudes (blue, thin) and nonlinearity at higher amplitudes (red, thick).
shows that the processing noise is ideally reduced so that the additive white noise model holds:

$$
\begin{align*}
\widehat{\mathbf{N}}_{\mathbf{p}} \approx & \mathbf{F}\left[\mathbf { S } _ { 1 } ^ { \prime - 1 } \left(\frac{1}{8} \mathbf{N}_{1}+\mathbf{S}_{2}^{\prime-1}\right.\right. \\
& \left.\left.\times\left(\frac{1}{4} \mathbf{N}_{2}+\mathbf{S}_{3}^{\prime-1}\left(\frac{1}{2} \mathbf{N}_{3}+\mathbf{S}_{4}^{\prime-1} \mathbf{N}_{4}\right)\right)\right)\right]  \tag{17}\\
\Longrightarrow & \frac{1}{8} \mathbf{S}_{4} \mathbf{S}_{3} \mathbf{S}_{2} \mathbf{N}_{1}+\frac{1}{4} \mathbf{S}_{4} \mathbf{S}_{3} \mathbf{N}_{2}+\frac{1}{2} \mathbf{S}_{4} \mathbf{N}_{3}+\mathbf{N}_{4}=\mathbf{N}_{\mathbf{p}}
\end{align*}
$$

In summary, (15) shows that, with small error, digital correction correctly leads to an estimate, $\widehat{\mathbf{X}}$, of the desired ideal noiseless transform $\mathbf{X}=\mathbf{F x}$. Additionally, the colored sampling and processing noise terms are restored to their ideal output-referred values: $\widehat{\mathbf{N}}_{\mathbf{s}} \approx \mathbf{F n}_{\mathbf{s}}$ and $\widehat{\mathbf{N}}_{\mathbf{p}} \approx \mathbf{N}_{\mathbf{p}}$. Quantization noise, $\widehat{\mathbf{H}} \mathbf{N}_{\mathbf{q}}$, is slightly modified after correction. Rather than being completely independent between output


Figure 22: Measured energy required per conversion versus CRAFT core supply voltages.
bins, the correction matrix causes some weighted combining of outputs. However, since the implementation is designed to match the desired ideal transform to many bits of accuracy, this effect is minimal.
6.4. Application of the Model. In order to incorporate the nonidealities arising from CRAFT as well as from the rest of the signal path, the appropriate error terms need to be computed and input to the LTI model. For the signal independent computation errors, such as those from uncompensated parasitics or mismatched capacitors, the $\mathbf{S}_{i}$ matrices can be appropriately modified (i.e., $\mathbf{E}_{i} \neq 0$ ). This information is directly available from simulations, chip measurement, or foundry data and can be incorporated as the bit resolution of the matching and the resolution of the parasitic estimation.

In order to model signal dependent nonidealities, the error terms $\mathbf{E}_{i}$ are computed as a function of the input amplitude. For example, for nonlinear incomplete settling errors, the error is proportional to the input amplitude (by the factor $e^{-t / \tau}$ ), and the individual errors are made input signal dependent. Note that, in reality, each addition and multiplication operation is dependent on its specific inputs.


Figure 23: Measured SNDR as a function of CRAFT core supply voltages.

In our model, we effectively average out this dependence linearly across all computations such that the resulting error is an approximate function of the input amplitude distribution. For example, Monte Carlo simulations for the effective settling in a 2-point share operation with uniformly distributed input amplitudes are shown in Figure 18. A histogram of the effective settling time is shown on the top, while a histogram of the resulting error with respect to the full-scale signal is shown at the bottom. In this case, the average setting time is $6.5 \tau$ while the average error is -62.9 dBFS . The nonlinear settling error can therefore be averaged and incorporated into the LTI system. Note that this average is a strong function of the input amplitude distribution and should be recalculated for the appropriate distribution.

## 7. Measurement Results

In this section, we present some additional previously unpublished measurements of the CRAFT engine to demonstrate its spectrum sensing capabilities. The test setup for measuring the CRAFT system is shown in Figure 19. As shown in the figure, $I$ and $Q$ inputs from a Tektronix AWG-7122B arbitrary waveform generator are input to the CRAFT sampler. The latched outputs are externally buffered and digitized by external ADCs controlled by an FPGA (NI-7811R) programmed using LabVIEW.

The time-domain input and output characteristics, as observed by the oscilloscope (Agilent DSO7104B, see Figure 19), for a single frequency sinusoidal signal on the first bin are shown in Figure 20. A combination of sine and cosine signals is used to obtain an $I / Q$ input signal. For this measurement, the system is set up such that the input signal is sampled using a progressively shifting phase $(2 \pi / 16)$ upon every FFT conversion causing the bin 1 output to rotate periodically as shown in the figure. Note that this differential peak-to-peak measurement allows us to cancel the fixed DC offset and directly provides the on-bin output magnitude of the CRAFT operation.

Table 2: Table of SNDR and SFDR with 1-tone, on-bin, 0 dBFS inputs.

| One-tone bin | 1GS/s |  | 3GS/s |  | 5GS/s |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNDR | SFDR | SNDR | SFDR | SNDR | SFDR |
| $\mathbf{1}$ | 46.6 | 37.7 | 45.8 | 35.8 | 48.1 | 42.6 |
| 2 | 50.9 | 42.8 | 50.7 | 43.8 | 48.4 | 39.7 |
| 3 | 51.5 | 44.7 | 49.8 | 44.8 | 45.8 | 41.8 |
| 4 | 48.9 | 37.9 | 51.4 | 40.2 | 51.1 | 41.1 |
| 5 | 50.2 | 44.4 | 47.7 | 40.7 | 46.2 | 42.5 |
| 6 | 51.4 | 44.8 | 48.0 | 40.1 | 45.0 | 36.3 |
| 7 | 48.1 | 40.2 | 48.2 | 42.6 | 45.1 | 40.1 |
| $\mathbf{8}$ | 56.5 | 51.2 | 61.2 | 57.2 | 49.9 | 42.8 |
| 9 | 48.5 | 41.3 | 47.5 | 41.2 | 45.2 | 39.6 |
| 10 | 53.7 | 47.8 | 46.6 | 39.6 | 44.5 | 35.6 |
| 11 | 50.3 | 44.9 | 47.6 | 40.0 | 46.6 | 43.3 |
| 12 | 49.2 | 37.9 | 52.2 | 41.4 | 50.9 | 41.6 |
| 13 | 52.0 | 46.2 | 50.0 | 45.5 | 45.0 | 39.9 |
| $\mathbf{1 4}$ | 53.8 | 46.6 | 50.9 | 43.0 | 48.5 | 38.8 |
| $\mathbf{1 5}$ | 47.1 | 39.0 | 45.4 | 35.9 | 48.9 | 42.3 |
| Minimum | 46.6 | 37.7 | 45.4 | 35.8 | 44.5 | 35.6 |
| Maximum | 56.5 | 47.8 | 61.2 | 45.5 | 51.1 | 43.3 |
| $\mu$ | $\mathbf{5 0 . 6}$ | $\mathbf{4 3 . 2}$ | $\mathbf{4 9 . 5}$ | $\mathbf{4 2 . 1}$ | $\mathbf{4 7 . 3}$ | $\mathbf{4 0 . 5}$ |
| $\sigma$ | $\mathbf{2 . 7}$ | $\mathbf{4 . 1}$ | $\mathbf{3 . 8}$ | $\mathbf{5 . 0}$ | $\mathbf{2 . 3}$ | $\mathbf{2 . 3}$ |

For a signal with frequency exactly aligned with the first DFT bin, the output is expected only at the first bin output for a rectangular window. All other bin outputs are expected to be zero [36]. However, due to nonidealities in the CRAFT operation, outlined earlier in Section 3.3, the other bin outputs contain leaked outputs that rotate similarly over time.

To measure the FFT performance across bins with high resolution, the outputs were digitized using off-chip ADCs and recorded by an FPGA (NI-7811R) programmed using LabVIEW. In order to reduce the output noise so as to observe the design nonlinearities, a large number of outputs were recorded and averaged. Offline calibration was used to cancel the static error due to parasitics as discussed in Section 6.3. For a single-tone input of varying amplitude at a frequency corresponding to bin 1, the outputs across all 16 bins are shown in Figure 21.

As shown in the figure, for low input amplitudes (thin, blue curves), bin 1 shows an output amplitude proportional to the input signal as expected. Noise appears on other bins in a random way as shown in the blue curves. As the amplitude increases (thick, red curves), we see that the bin 1 output increases as expected. However, the leakage onto the other bins now follows a particular nonrandom pattern that also rises with the rising input. This pattern signifies nonlinearity, as opposed to noise in the other bins at lower input amplitudes. It is also noticeable that this leakage rises faster than the rise of the bin 1 output amplitude (in dB scale). This is expected since the higher-order harmonics due to the sampler nonlinearity increase faster with an increase in input
amplitude (as the $n$th power of the input amplitude for the $n$th harmonic) as compared to the first harmonic.

Table 2 tabulates the performance of CRAFT for 1-tone inputs in different bins for three representative speeds: $1 \mathrm{GS} / \mathrm{s}$, $3 \mathrm{GS} / \mathrm{s}$, and $5 \mathrm{GS} / \mathrm{s}$. In the table, SFDR for a 1 -tone test is calculated as the difference between a full-scale on-bin signal and the largest off-bin output from CRAFT nonlinearity/calibration errors. SNDR is calculated as follows:
$\operatorname{SNDR}=20 \log _{10}\left(\frac{\sqrt{\sum_{k=1}^{N} V_{\text {ideal }}^{2}(k)}}{\sqrt{(1 / N) \sum_{k=1}^{N}\left\{V_{\text {meas }}(k)-V_{\text {ideal }}(k)\right\}^{2}}}\right)$.

As shown in the table, an average SNDR of about 50 dB is obtained at $1 \mathrm{GS} / \mathrm{s}$ and $3 \mathrm{GS} / \mathrm{s}$, while, at $5 \mathrm{GS} / \mathrm{s}$, an SNDR of 47 dB is obtained. This achieves an 8-bit resolution spectrum detection across a 5 GHz bandwidth.

The four stages in the CRAFT processing engine have two power supplies: one for stages 1 and $2, V_{\text {Core12 }}$, and one for stages 3 and $4, V_{\text {Core34 }}$. This separation allows us to potentially optimize the supplies independently for power. Figure 22 shows the measured variation of energy consumed per conversion with the supply voltages. This trend is expected from the square dependence of energy on supply voltage: $E \propto C V^{2}$ for dynamic digital power. Supply voltages of $V_{\text {Core12 }}=1.35 \mathrm{~V}$ and $V_{\text {Core34 }}=1.15 \mathrm{~V}$ were used as nominal supplies as marked by the black bold line in the figure. The energy consumption at this nominal supply voltage is only $12.2 \mathrm{pJ} /$ conversion translating into a power consumption of 3.8 mW at $5 \mathrm{GS} /$ s operation.

Figure 23 plots the measured output SNDR versus the varying supply voltages for the different stages. The nominal supply voltages are marked using black bold lines, and their intersection (nominal operating point) is labeled. As can be seen from the plot, for larger voltages, a high output SNDR is obtained. Higher supply voltages ensure that the switch "on" resistance is low allowing a higher settling accuracy. As expected, lowering the supply voltages reduces $V_{g s}$, in
turn increasing switch "on" resistance and lowering settling accuracy.

The impact of processing switch supply voltage on SNDR is dependent on the signal swing at intermediate processing stages and the effects it has on the settling variation, as well as the differing severity certain computation errors have upon the final result. Also, as labeled in the figure, power can be optimized by lowering the voltage till the SNDR performance is at the edge of the waterfall. This corner corresponds to a power optimized supply for this design with a $37 \%$ reduction in energy consumption, while the SNDR is degraded by 3.8 dB compared to the nominal design point.

## 8. Conclusion

This paper discusses the use of passive switched capacitor circuits to design the RF front end for spectrum sensing in cognitive radios. Switched capacitor techniques suitable for wideband RF operation were presented. An example architecture based on a passive switched capacitor FFT front end was described. Design choices, methodology, and optimization were discussed followed by system modeling for high level simulations. Measurement results are presented to prove the efficacy of the design solution.

## Appendix

## CRAFT Matrices

The linear operation performed by the DFT is written as in (2). When the computation is performed in a stage-wise manner, as is done by an FFT (radix-2, 16-point), it can be decomposed into a sequence of operations as shown below:

$$
\begin{equation*}
\text { FFT: } \quad \mathbf{X}=\mathbf{F}_{4} \mathbf{F}_{3} \mathbf{F}_{2} \mathbf{F}_{1} \mathbf{I}_{\text {bitrev }} \mathbf{x} \tag{A.1}
\end{equation*}
$$

These four stages, $\mathbf{F}_{1}$ through $\mathbf{F}_{4}$, are shown below and are represented graphically in Figure 12(a). $\mathbf{I}_{\mathrm{bitrev}}$ is an identity matrix modified to perform bit-reverse ordering of the input vector, $\mathbf{x}$, for the decimation-in-time (DIT) algorithm. Consider the following:

$$
\mathbf{I}_{\text {bitrev }}=\left[\begin{array}{llllllllllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

$$
\mathbf{F}_{1}=\left[\begin{array}{cccccccccccccccc}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & W^{4} & -W^{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & W^{4} & -W^{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & W^{4} & -W^{4} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & W^{4} & -W^{4}
\end{array}\right]
$$

$$
\mathbf{F}_{4}=\left[\begin{array}{cccccccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{A.2}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{array}\right] .
$$

The radix-2, 16-point, DIT FFT is implemented by CRAFT as a cascade of four stages of in-place processing operations:

CRAFT: $\quad \mathbf{X}=\frac{1}{16} \cdot \mathbf{S}_{4} \mathbf{S}_{3} \mathbf{S}_{2} \mathbf{S}_{1} \mathbf{I}_{\text {bitrev }} \mathbf{X}$,
where $\mathbf{I}_{\text {bitrev }}$ was shown previously and $\mathbf{S}_{1}, \mathbf{S}_{2}, \mathbf{S}_{3}$, and $\mathbf{S}_{4}$ are shown below. They differ from the FFT matrices due to the attenuation, charge-averaging, and stage scaling factor effects of the implementation. They are rewritten below in a manner that matches the implementation:

$$
\begin{align*}
& \mathbf{S}_{3}=k_{3}\left[\begin{array}{cccccccccccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & W^{1} & 0 & 0 & 0 & W^{1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & W^{2} & 0 & 0 & 0 & W^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & W^{3} & 0 & 0 & 0 & W^{3} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & j & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -j W^{1} & 0 & 0 & 0 & j W^{1} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -j W^{2} & 0 & 0 & 0 & j W^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -j W^{3} & 0 & 0 & 0 & j W^{3}
\end{array}\right], \tag{A.4}
\end{align*}
$$

where

$$
\begin{equation*}
k_{2}=\frac{1}{\sqrt{2}}, \quad k_{3}=\frac{1}{2} \sec \left(\frac{\pi}{8}\right) . \tag{A.5}
\end{equation*}
$$
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