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Given the interference avoidance capacity, high gain, and dynamical reconfigurability, phased array antennas (PAAs) have emerged
as a key enabling technology for future broadbandmobile applications.This is especially important at millimeter-wave (mm-wave)
frequencies, where the high power consumption and significant path loss impose serious range constraints. However, at mm-wave
frequencies the phase and amplitude control of the feeding currents of the PAA elements is not a trivial issue because electrical
beamforming requires bulky devices and exhibits relatively narrow bandwidth. In order to overcome these limitations, different
optical beamforming architectures have been presented. In this paper we review the basic principles of phased arrays and identify
the main challenges, that is, integration of high-speed photodetectors with antenna elements and the efficient optical control of
both amplitude and phase of the feeding current. After presenting the most important solutions found in the literature, we analyze
the impact of the different noise sources on the PAA performance, giving some guidelines for the design of optically fed PAAs.

1. Introduction

Frequency saturation is the sword of Damocles hanging over
high-capacity wireless systems [1, 2]. With an outstanding
increase of bandwidth demand, the provisioning of future
wireless broadband multimedia applications is uncertain.
In this context, the use of millimeter-wave (mm-wave)
frequencies has been long recognized as a solution to this
spectrum scarcity issue [3]. Different unlicensed mm-wave
bands have been proposed for wireless local area networks
(WLANs), for example,WiGig that operates at 60GHz [4], as
well as for wireless personal area networks (WPANs) such as
IEEE 802.15c [5] and ECMA387 [6], and multi-Gbps wireless
backup [7, 8]. In addition, it is widely accepted that upcoming
5G mobile systems will operate at frequencies far above the
UHF band [9, 10]. It goes without saying that migration
to higher frequencies opens a new world of opportunities.
However, this awesome capacity increase is achieved at the
expense of more complex and power hungry electronics
and more significant wireless path loss [11]. In this sense,

the limited radiation power, alongside higher path losses
[12], makes necessary the use of highly directional antennas.
Although, in back-haul mm-wave links, antennas can be
mechanically oriented, in mobile systems the transmitter
must dynamically control the radiation pattern in order to
point to the desired receiver. Phased array antennas (PAAs)
have the capacity of varying their radiation pattern, a feature
known as beamforming, which makes them a key enabling
technology for either mm-wave access networks [13] or 5G
mobile systems [14]. In addition, for handling path loss while
keeping low radiation power, dynamically controlled PAAs
provide a higher degree of security [15], improve robustness
to multipath [16], and reduce cochannel interference [17],
which further enhances the aggregated capacity.

At frequencies below 5GHz, great advances have been
made in compact and low consumption integrated PAAs,
making them an everyday reality, that is, in 3G and 4G
systems. However, at higher frequencies, the fabrication of
broadband low-loss phase delays, required to perform beam-
forming, poses a serious challenge. First implementations
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relied on ferrite nucleus that resulted in bulky and heavy
arrays [18]. As higher degree of integration was required,
array weight and size decreased progressively [19]. After-
wards, microelectromechanical systems (MEMSs) emerged,
enabling the implementation of true time delay (TDD)
lines, which presented significantly broader bandwidth than
ferrite-based phase shifters [20]. In parallel, since the early
days of microwave photonics, different optical techniques
for controlling the phase of an RF signal were proposed
[21, 22]. Optical techniques have the advantages of being able
to deal with higher RF frequencies, as well as to present a
significantly broader bandwidth and lower losses compared
to their electrical counterpart [23], making optical control an
attractive approach for mm-wave smart antennas. However,
optical feeding still presents two significant challenges: on the
one hand, the integration of a fast photodiode (PD) with an
antenna requires a thorough design that should pay special
attention to power budget analysis. On the other hand, phase
and amplitude control of the antenna elements must be done
in an efficient way.

Several previous books and tutorials have analyzed PAAs
[24] ormicrowave photonics [21, 22] systems, including some
aspects of optical feeding of phased arrays. Reference [25] is
devoted completely to the application of photonics inmodern
radar applications. It includes an extensive review of photonic
techniques as well as a detailed background, but it does not
consider the particularities of mm-wave systems.The present
paper constitutes, to the best of our knowledge, the first
work fully devoted to covering the particular problems and
challenges of the optical feeding of PAAs operating at mm-
wave frequencies. Furthermore, the literature review allowed
us to classify the different beamforming architectures, which
were compared in terms of their performance. We had two
audiences in mind when we wrote this tutorial; it is oriented
to antenna engineers that want to get some knowledge on
the work done in the optical domain, as well as to optical
engineers that require knowing the characteristics of the
signals that must be generated. Therefore, this work pretends
to be to some extent self-contained, which requires some
basic concepts that are included in the paper.

The paper is organized as follows. Section 2 introduces
the fundamental concepts required for the rest of the paper,
as well as the nomenclature that we will use. Section 3
is dedicated to the integration of fast PDs with antenna
elements, whereas Section 4 presents the different optical
architectures, as well as particular techniques to control the
amplitude and phases of the elements.These architectures are
compared in terms of the PAA performance in Section 5. In
Section 6, some research opportunities are listed and, finally,
Section 7 concludes the paper.

2. Fundamental Concepts

In this section we describe in more detail the PAA and its
different types, as well as the expression for its radiation
pattern. Later on, beam steering, beam shaping, and beam-
forming concepts are explained. On the other hand, the
optical generation of RF signals is presented, paying special
attention to the phase noise of the generated RF signal.
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Â3
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Figure 1: Sketch of a PAA for the calculation of its radiation pattern.
Θ: azimuthal angle; Φ: elevation angle; ⃗𝑟 = (𝑟, Θ,Φ): position of
the point of interest in spherical coordinates; vec𝑟
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2.1. Phased Array Antennas. The scheme of a PAA is a
collection of coherently radiating elements that can be inde-
pendently fed [26].The elements, which are usually identical,
are therefore fed with signals at the same frequency but
with possibly different phases and amplitudes. PAAs can be
classified according to different features: if each element has
a dedicated oscillator, then the PAA is said to be active [27],
in contrast to passive phased arrays, where all the feeding
currents derive from the same oscillator. Depending on the
geometrical configuration, a PAA can be linear, if the antenna
elements are arranged in a line, planar, if they are in a plane,
or conformal, when the elements are placed on a 3D surface.
UniformPAAs are thosewhere the element positions conform
to a regular grid, whereas nonuniformPAAs are arrayswith an
irregular grid [17]. When the amplitudes relation and relative
phases of the feeding currents do not vary on time, the PAA
is static, whereas when phases and amplitudes of the elements
are varied, it is denominated dynamic PAA. By a proper
design, PAAs present high gain and dynamic flexibility that
justify them as a key element in modern communication
systems.

A general PAA is sketched in Figure 1, where the position
of the 𝑖th antenna element is denoted by ⃗𝑟

𝑖
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𝑖
, 𝑦
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) and

the complex amplitude of the feeding current by𝐴
𝑖
= 𝐴
𝑖
𝑒
𝑗𝜓𝑖 .

The radiation pattern of the 𝑁-element PAA can be found
applying the superposition principle at an arbitrary position
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⃗𝑟 = (𝑟, Θ,Φ). The total electrical field strength at ⃗𝑟 can be
expressed as
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where 𝐸
𝑖
( ⃗𝑟) is the contribution of the 𝑖th element, 𝜂0 is the

intrinsic impedance of the vacuum, 𝐺(Θ,Φ) is the gain of
each element as a function of the elevation angle Θ and
azimuthal angleΦ, 𝑓RF denotes the operation frequency, and
𝑐 denotes the speed of light in the vacuum. The previous
expression can be rearranged grouping the terms related to
the amplitude and phase:
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by the different elements are attenuated in the same way.This
is not the case of the phase, where the phase differences lead
to an interference pattern. The phase of each contribution is
composed of the phase of the feeding amplitude, 𝜓
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If the PAA is correctly designed to avoidmismatching among
its elements [28], after far-field approximation, and taking
the common factor out of the summation, the electric field
strength acquires the following form:
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The first factor in (4) depends only on the antenna element
and the spatial coordinates through the element radiation
pattern. On the contrary, the second term does not depend
on the characteristics of the antenna element but on their
arrangement and feeding, that is, 𝐴

𝑖
and 𝜓

𝑖
. It is denoted

as array factor (AF) and represents the spatial interference
among the different elements of the array:
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In PAAs, the position and shape of the elements are typically
fixed and, therefore, the radiation pattern is controlled
through the feeding of the elements, varying either their
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Figure 2: Beam steering through phase control of an 8-element
linear array. (a) Resulting AF for Φ = 0, (b) amplitudes of the
weights, and (c) the phase of the elements.

amplitudes, phases, or both of them.The radiation pattern of
the PAA can be expressed in terms of the AF as

𝐺PAA (Θ,Φ) = 𝐺 (Θ,Φ)
|AF (Θ,Φ)|
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Usually, in PAA systems, the antenna elements are not
very directional since, otherwise, the PAA could be only
directed within a narrow range [29]. Under this assumption,
the radiation pattern of the elements can be considered
isotropic and the gain of the PAA is then given mainly by the
AF term. Therefore, it can be approximated by

𝐺PAA (Θ,Φ) ≈
|AF (Θ,Φ)|

2
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2 . (7)

By controlling the amplitude and phase of each element
feeding current, both beam steering (controlling the direction
of maximum radiation) and beam shaping, as well as the
more general beamforming, can be implemented. Both beam
steering, Figure 2, and beam shaping, Figure 3, using a 1 × 8
linear PAA are shown. Beam steering is usually accomplished
by applying the same amplitudes to the different antenna
elements and setting linearly increasing/decreasing phases, as
can be seen in Figures 2(b) and 2(c). In linear PAAs, these
phases can be achieved applying a differential time delay, 𝜏,
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Figure 3: Beam shaping through amplitude control of an 8-element
linear array. (a) Resulting AF for Φ = 0, (b) amplitudes of the
weights, and (c) the phase of the elements.

which is related to the desired angle of maximum radiation
[30]:

ΘMAX = sin (2𝜏𝑓RF) . (8)

On the other hand, beam shaping is typically performed
by applying different current amplitudes to antenna elements.
Figures 3(b) and 3(c) show the amplitudes and phases of the
feeding currents of the PAA elements. Uniform amplitudes
result in the highest gain, that is, the narrowest main lobe.
When the amplitudes of the elements aremodulated, the lobe
iswider and the gain reduced.However, it is important to note
that the amplitude of the sidelobes is significantly reduced,
which can be important for some applications. In addition,
the nulls of the radiation pattern can be set at desired position,
avoiding interference.

From an implementation point of view, the phase and
amplitude of the currents can be calculated employing a
digital signal processor or can be selected from a preconfig-
ured table [17]. The former, denominated adaptive antennas,
presents better performance since it can adapt more precisely
to the channel, being able to carry out interference avoidance,
but may require complex algorithms.The latter, named beam
switching, is less complex, but the degree of precision to point
the main lobe is not so good.

2.2. Photonic Generation of mm-Wave Signals. In recent
years, a plethora of photonicmm-wave generation techniques

have been proposed [31, 32]. A literature review reveals the
significant effort of different research groups to reduce the
size and complexity while increasing the power efficiency of
photonic mm-wave generators. First generation techniques
based on modulating a free-running laser [33] soon became
obsolete due to their narrow bandwidth.They were overcome
by optical sideband injection locking [34, 35] andmodulation
of lasers subject to strong optical injection [36]. However,
although these techniques present exceptional performance
in terms of spectral purity, they are difficult to configure
and require relatively precise temperature control [21]. With
the advances in broadband modulators, techniques based
on external modulation gained popularity, especially those
employing frequencymultiplication, which relaxed the band-
width requirements of both themodulator and the associated
electronics [37]. Furthermore, external modulation showed
its full potential with the advection of photonic chips that
integrated the laser source together with an electroabsorp-
tion modulator [38]. Simultaneously, mm-wave generators
based on alternative approaches have been investigated, for
instance, in [39] where a passive mode-locked laser is used to
avoid the high-frequence electrical oscillator. In this case, all
the modes of the laser are modulated with the same infor-
mation but different modes can be used to simultaneously
generatemultiple RF signals [40]. If a high number of antenna
elements are to be fed, the number of high power modes
of a semiconductor mode-locked laser would be insufficient.
In such cases, optical comb generators based on highly
nonlinear devices may be employed [41]. This technique
requires an optical amplifier and is difficult to integrate but
it is capable of generating more than 1000 highly correlated
tones with 50GHz frequency separation. In conclusion, the
broad variety of photonic mm-wave generation techniques
can be exploited to meet the required specifications, either
low cost or high number of channels.

Figure 4 shows a simplified photonic mm-wave genera-
tion anddistribution system, alongside the spectra at different
stages of the system. The mm-wave signal is generated by
beating at PD spectral components separated by the desired
RF frequency. Even if some previous papers propose the
generation of mm-wave signals using several modulated
fields [39, 42], optical single sideband (OSSB) modulation,
composed of two optical fields, one unmodulated and the
other modulated with the information signal, is preferable
since it ismore robust to fiber dispersion [43]. AnOSSB signal
can be expressed mathematically as

𝐸 (𝑡) = 𝐸01 (𝑡) ⋅ exp {𝑗 [2𝜋𝑓1𝑡 + 𝜙1 (𝑡)]} +𝑚 (𝑡)

⋅ 𝐸02 (𝑡) ⋅ exp {𝑗 [2𝜋𝑓2𝑡 + 𝜙2 (𝑡)]} ,
(9)

where𝑓1 and𝑓2 are the optical frequency of the unmodulated
and modulated fields, respectively, being related through
|𝑓2 − 𝑓1| = 𝑓RF. 𝐸01(𝑡) and 𝐸02(𝑡) are the real-valued
amplitudes accounting for the intensity fluctuation, whereas
𝑚(𝑡) is a complex modulating signal that allows modeling
both amplitude and in-phase/quadrature modulations. 𝜙1(𝑡)
and𝜙2(𝑡) are the phase noise of both fields, which are typically
modeled as Wiener processes [44].
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Figure 4: Photonic mm-wave generation and distribution system
and spectra at different stages of the system.

TheOSSB signal is detected by a photodetector (PD) with
a bandwidth exceeding 𝑓RF. Given the quadratic response
of the PD to the incident optical field, the photogenerated
current, 𝑖PD(𝑡), is proportional to the square of the field
modulus:

𝑖PD (𝑡) = 𝑅 |𝐸 (𝑡)|
2
+ 𝑛 (𝑡) = 𝑅 [𝐸 (𝑡) ⋅ 𝐸 (𝑡)

∗
] + 𝑛 (𝑡) , (10)

where the responsivity, 𝑅, and the noise of the PD, 𝑛(𝑡) that
is considered as an additive white Gaussian noise (AWGN)
accounting for both the thermal and shot noise. The photo-
generated current consists of low-frequency components that
are filtered out by a band-pass filter (BPF) and a signal around
𝑓RF, which acquires the following expression:

𝑖RF (𝑡) = 𝑅 ⋅ 𝐸01 (𝑡) 𝐸02 (𝑡)

⋅ (Re {𝑚 (𝑡)} cos [2𝜋𝑓RF𝑡 + Δ𝜙 (𝑡)]

⋅ Im {𝑚 (𝑡)} sin [2𝜋𝑓RF𝑡 + Δ𝜙 (𝑡)]) + 𝑛
󸀠
(𝑡) ,

(11)

or in a more compact form

𝑖RF (𝑡) = 𝑅 ⋅ 𝐸01 (𝑡) 𝐸02 (𝑡) ⋅ |𝑚 (𝑡)|

⋅ cos [2𝜋𝑓RF𝑡 + 𝜙
𝑚 (𝑡) + Δ𝜙 (𝑡)] + 𝑛

󸀠
(𝑡) .

(12)

In (12), |𝑚(𝑡)| and 𝜙
𝑚
(𝑡) represent the amplitude and phase of

the modulating signal 𝑚(𝑡), respectively. Therefore, the gen-
erated signal is corrupted by amplitude fluctuations, which
is mainly caused by the lasers’ relative intensity noise (RIN),
the filtered AWGN, 𝑛󸀠(𝑡), and the phase noise Δ𝜙(𝑡) given
by 𝜙2(𝑡) − 𝜙1(𝑡). Hence, Δ𝜙(𝑡) depends on both individual
statistical properties of 𝜙1(𝑡) and 𝜙2(𝑡) and their correlation
properties.The spectral properties of the photogenerated cur-
rent have been studied in detail in [44, 45], from which two
particular cases can be distinguished: when 𝜙1(𝑡) and 𝜙2(𝑡)
are completely decorrelated, the generated signal presents a
significant phase noise. If distributed feedback (DFB) lasers
with linewidth in the order of MHz are used, the phase noise
will be the limiting impairment degrading the signal quality.
When the fields have correlated phase noises, they compen-
sate each other and RF carriers with high spectral purity are
generated. Highly correlated tones can be achieved by using
externalmodulation [46], by using fields generatedwithin the
same laser cavity [40], or bymeans of optical injection locking

of two lasers to a common master laser [47]. In particular,
depending on the PAA feeding architecture, the system may
be very sensitive to the phase noise of the RF signal, since,
as already discussed, the shape of the radiation pattern varies
with the phase difference among antenna elements.

3. Antenna Integration with High-Speed PDs

Antenna integration is a key factor in building compact
and low-cost PAAs. We first present the different antenna
integration techniques and then the state-of-the-art high
output power and broad-bandwidth PDs. Afterwards some
issues related to the PD-antenna integration are discussed.

3.1. Integrated Phased Arrays. The significant research effort
has made integrated antennas a reality in everyday life. There
is no need to be very old to remember mobile terminals
with extensible antennas. It is not only a matter of aesthetics
but mainly an issue of cost and reliability. Design maturity
allows antennas to operate at difference bands with high
efficiency at frequency below 10GHz. We can distinguish
twomain types of integrated antennas: (i) coplanar antennas,
where the antenna and the ground plane are at the same
level [48], Figure 5(a), and (ii) multilayer antennas, where the
feeding networks (including the phase shifters and amplitude
controllers) are at different planes [49], which are shown
in Figure 5(b). Typically, coplanar antennas are cheaper and
easier to manufacture since a single metal layer is required;
however, as operation frequency increases, the isolator-
induced losses result in a poor efficiency. At mm-wave
frequencies, where power efficiency is critical, the multilayer
approach is preferable. In this sense, the feeding network is
built on a highly conductive semiconductor substrate, while
antenna elements can be built using a lower conductivity
semiconductor layer [50]. Between the feeding network
layer and the antenna layer a low density isolator (often
denominated foam) is placed in order to further reduce the
losses. The connection between both semiconductor layers
is typically accomplished using wire-like structures; however,
at high frequencies, coupling structures have been shown to
improve the array performance [51].

3.2. High-Speed PDs. Given the band structure of the silicon,
with a band gap of 1.11 𝜇m, it is transparent in both 2nd
and 3rd optical communication windows (i.e., at 1300 and
1550 nm). However, in recent years impressive advances in Si-
based PDs have beenmade: in [52] a SiGe PDwith a 6.28GHz
bandwidth is presented and,more recently, a Selenium doped
PD exhibiting 20GHz bandwidth was reported [53]. Never-
theless, despite such breakthroughs, bandwidth in the order
of mm-wave has only been achieved using III–V elements:
InP, GaAs, and other ternary or quaternary combinations
[54].

Typically, PDs are composed of three semiconductor
layers: a 𝑃-doped layer, an intrinsic layer, and an 𝑁-doped
layer, as shown in Figure 6(a). When the PD is illuminated
by a light beam, some of the incident photons interact with
the semiconductor (mainly within the intrinsic layer) and are
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Figure 6: Different PD structures: (a) PIN-PD and (b) UTC-PD.

annihilated generating a hole-electron pair, through the so-
called photoelectric phenomenon. The holes and electrons
are drifted by an applied electric field, which generates a
current proportional to the incident optical power [55]. The
fundamental bandwidth of the PD is limited by the diffusion
time, which is the time required by the generated holes and
electrons to reach the electrodes. This time can be reduced
by shortening the intrinsic layer of the PD, but this results
in a significant efficiency reduction, and consequently the
dynamic range also decreases. Alternatively, diffusion time
can be reduced if only high-mobility carriers are used. Uni-
travelling carrier (UTC) PD, which is shown in Figure 6(b),
blocks the diffusion of holes and uses only electrons as active
carriers for photogeneration [56, 57]. UTC-PD has proved
exceptional performance in terms of output power and
bandwidth: in [58], 20mWis achievedwith a 3-dB bandwidth
of 100GHz. Recently, a more refined scheme is reported with
enhanced power and bandwidth, 25𝜇W and 0.9 THz [59].

3.3. Issues with the PD-Antenna Integration. Antenna inte-
gration with high-speed PDs poses two main issues: on
the one hand, the impedance matching must be ensured.
This can be achieved by well-known microstrip impedance
matching networks [60]. In [61] the integration of a UTC-
PD with a CPA antenna is reported, whereas in [56, 57]
integrationwithmultilayer antenna is presented; in [56] a log-
periodic antenna is used, whereas in [57] a path antenna is
used. On the other hand, integration of antennas with PDs
makes the inclusion of power amplifier between the PD and
the antenna extremely difficult. Consequently, the radiated
power is limited by the PD power performance. However, the
use of PAA helps in overcoming this power limitation.

As stated, the power radiated by each element is limited
by the output power of the PD and is given by

𝑃element = 𝑒0 ⋅ 𝑃output, (13)

where 𝑒0 is the antenna efficiency accounting for the
impedance mismatch, as well as the ohmic loss, and 𝑃output
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is the power delivered by the PD in linear units. However, the
maximum radiated power radiated by an 𝑁-element PAA is
higher:

𝑃total = 𝑁 ⋅ 𝑃element. (14)

And the equivalent isotropic radiated power (EIRP) in linear
units results to be

EIRP = 𝑃total ⋅ 𝐺PAA
󵄨󵄨󵄨󵄨max . (15)

Therefore, increasing the number of antenna elements has a
twofold effect: first, the total radiated power grows linearly
with the number of elements and, second, since the maxi-
mum gain of the PAA increases as the number of elements
does, the EIRP is further enhanced. A higher number of
elements, however, typically results in significant splitting loss
in the optical distribution network, whichmay require optical
amplification that is relatively easy to integrate with the PD
array.

4. Optical Beamforming

Given the necessity for configurable radiation patterns,
beamforming has attracted an increasing attention. Particu-
larly, a lot of effort has been dedicated to the design of broad-
bandwidth optical beamforming circuits, which typically rely
on true time delays (TTDs) [62]. In systems operating at
few GHz, digital implementation of TTDs has emerged as
a flexible solution that outperforms analog implementation
both in steering speed and flexibility, with similar power
consumption [63]. In systems operating at mm-wave fre-
quencies, analog-to-digital and digital-to-analog conversions
are prohibitively expensive and power consuming and, con-
sequently, digital TTDs are not feasible and analog TTDs are
challenging. Since in the optical domain broadbandTTDs are
relatively easy to implement, optical beamforming appears as
an attractive approach [64]. In this section we review some of
themost promising approaches both for amplitude and phase
control.

4.1. Optical Architecture for Feeding Antenna Elements. An
optical feeding architecture is typically composed of several
subsystems: single or multiple photonic mm-wave genera-
tors, an optical beamforming network (OBFN), an optical
distribution network (ODN), and the antenna unit that
includes the phased array alongside the broad-bandwidth
PDs. The photonic mm-wave generator is responsible for
generating the optical signal that, when detected at the PD,
results in the desired mm-wave signal. In the OBFN, the
phases and amplitudes of the optical tones are modified
in order to control the AF of the PAA, whereas the ODN
is used to communicate signals either from the mm-wave
generator to the OBFN, in the case of on-site beamforming,
or from the OBFN to the antenna unit if centralized control
is used. Typically, the ODN accounts for passive elements
such as splitters and fiber, as well as amplifiers that enable
longer distance or higher radiated power. Photonic feeding
architectures can be divided between those with on-site

OBFN and those with centralized OBFN. On the other hand,
some architectures use the same wavelength to feed the
different antenna elements while some other architectures
have a dedicated wavelength for each antenna element. The
latter can be further classified according to the mm-wave
generation type, that is, if the different optical signals are
generated using multiple mm-wave generators or a single
generator based on a multiwavelength source.

4.1.1. Optical Feeding Architectures Using a Single Wavelength.
Figure 7 shows architectures (a) with centralized OBFN and
(b) with on-site OBFN.Themost striking advantages of these
architectures are the lack of demultiplexing/multiplexing
devices and a relaxed frequency stability requirement. In
comparison, centralized beamforming is preferable since the
optical amplifier is shared by the different antenna elements
while on-site beamforming requires multiple parallel ODNs,
which increases the system cost. However, the splitting loss in
the case of on-site OBFN may limit the number of elements
to be fed.

4.1.2. Optical Feeding Architectures Using Multiple Wave-
lengths. The use of multiple wavelengths, typically one per
antenna element, offers the possibility to multiplex the differ-
ent signals into a single fiber. Unfortunately, the advantages
derived from multiplexing are achieved at the expense of a
huge occupied spectrum, which hinders the feeding of mul-
tiple base stations using a single fiber. In Figure 8, different
schemes are presented: single mm-wave generator with on-
site OBFN, Figure 8(a), and centralized OBFN, Figure 8(b),
as well as architectures using multiple mm-wave generators
with on-site OBFN, Figure 8(c), and centralized OBFN,
Figure 8(d). The higher complexity of multiwavelength mm-
wave generators is countervailed by the reduction of the
number of required temperature control modules.

4.2. Photonic Control of Feeding Amplitudes. Most of the
reported works in the literature focus on optical phase
control, obviating amplitude control. This can be attributed
to the a priori simple implementation, but it still deserves
some attention. The amplitude can be controlled in two
different ways: by directly controlling the emission power of
the mm-wave generator(s) or by means of variable optical
attenuators. The power control can operate on one of the two
beating tones, or in both of them, depending on themm-wave
generation technique.

4.2.1. Amplitude Control through the Emission Power of the
mm-Wave Generators. This approach is cost efficient since it
does not require additional optical devices, but it is limited
to feeding architectures where each antenna element is fed by
an independent mm-wave generator.That is, it is not suitable
if a single source is used. Additionally, in many cases, the
variation of the bias of the optical sources within the mm-
wave generator leads to a frequency deviation because of
the coupling between the real and imaginary parts of the
refractive index in the semiconductor [65, 66]. If the two
beating fields are shifted by a different amount, the resulting
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Figure 7: Optical feeding architectures using a single wavelength: (a) on-site beamforming and (b) centralized beamforming. ODN: optical
distribution network; OBFN: optical beamforming network.

RF frequency differs from the nominal frequency, degrading
the system performance.

4.2.2. Amplitude Control through Variable Optical Attenuator.
It is obvious that amplitude control based upon optical
attenuators is more expensive than the control based on
driving current. In addition, it is a priori more complicated
to integrate and adds some insertion losses; but it presents
some advantages that justify its adoption: it does not affect
the frequency of the optical signals and it can be employed
even if a multiwavelength mm-wave generator is used. This
technique can be implemented using different types of vari-
able optical attenuators, such as LiNb

3
-basedmodulators [67]

or more integrable semiconductor based modulators [68].

4.3. Photonic Control of Feeding Phases. Thephotonic control
of the phases of PAA elements has attracted more attention
than amplitude control because of the bandwidth limit of the
electrical phase shifters. Consequently, many different optical
techniques can be found in the literature. In some cases, the
phase is controlled directly in the optical generation process
[69, 70], which results in nonlinear phase control, but, inmost
cases, an optical true time delay (TTD) is applied after the
optical signal is generated. Phase control using TTD is linear
in the sense that it does not exploit any nonlinear mechanism
that depends on the power of the incident light. Therefore,
it is more flexible and simple, being more suitable for real
applications. When employing TTDs, the phase control of
the antenna element is achieved delaying the optical beating

components. Neglecting the phase noise, the electrical field
before photo detection can be expressed as

𝐸 (𝑡) = 𝐸1 (𝑡 −Δ𝑇1) + 𝐸2 (𝑡 −Δ𝑇2)

= 𝐸01 exp [𝑗2𝜋𝑓1 (𝑡 −Δ𝑇1)]

+ 𝐸02 exp [𝑗2𝜋𝑓2 (𝑡 −Δ𝑇2)] ,

(16)

whereΔ𝑇1 andΔ𝑇2 are the delays applied to each component.
The RF photogenerated current then acquires the form of

𝑖RF (𝑡) = 2𝑅 ⋅ 𝐸01𝐸02

⋅ cos [2𝜋𝑓1 (𝑡 −Δ𝑇1) − 2𝜋𝑓2 (𝑡 −Δ𝑇2)] .
(17)

We can define two delay times,Δ𝑇 = (Δ𝑇2+Δ𝑇1)/2 and 𝛿𝑇 =

Δ𝑇1−Δ𝑇2, corresponding to the common-mode delay and the
differential delay, respectively. In thisway, the common-mode
delay accounts for the average delay induced in both fields
whereas the differential delay represents the delay difference
between components. Rearranging the previous expression in
terms of the common-mode and differential delay, we get

𝑖RF (𝑡) = 2𝑅 ⋅ 𝐸01𝐸02

⋅ cos [2𝜋𝑓RF (𝑡 − Δ𝑇) − 2𝜋
𝑓1 + 𝑓2

2
𝛿𝑇]

= 2𝑅 ⋅ 𝐸01𝐸02 ⋅ cos [2𝜋𝑓RF𝑡 − Δ𝜙CM −Δ𝜙diff ] .

(18)

In this expression two phase shifts can be identified,
one associated with the common-mode delay, Δ𝜙CM, and
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Figure 8: Optical feeding architectures using multiple wavelengths: (a) on-site beamforming with a multiwavelength source, (b) centralized
beamforming with a multiwavelength source, (c) multiple mm-wave generators with on-site beamforming, and (d) multiple mm-wave
generators with centralized beamforming. ODN: optical distribution network; OBFN: optical beamforming network.

the other related to the differential delay, Δ𝜙diff , which can
be written as

Δ𝜙CM = 2𝜋𝑓RFΔ𝑇, (19)

Δ𝜙diff = 2𝜋
𝑓1 + 𝑓2

2
𝛿𝑇. (20)

There are two important points to note here: first, the
phase of the generated RF signals can be controlled either
delaying single or both beating components. Second, when
using one or the other approach, we need to consider the
other contribution.That is, when controlling the phase using
common-mode delay, the differential delay induced by a
dispersive medium will add a differential delay and when
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controlling the phase through differential delay, the common
mode delay induced by the system must be considered.
This becomes especially important as the RF frequency
increases since the effect of the dispersion is more notorious.
Furthermore, in schemes using optical double sideband
modulation, the differential delay induced by chromatic
dispersion causes frequency selectivity that may significantly
reduce the generated RF power [71, 72].

4.3.1. Phase Control Based on Common-Mode Delay. Phase
control using common-mode delay has been extensively
applied to PAAs operating at frequencies ranging from few
GHz up to mm-wave frequencies. The delay can be induced
changing the physical length of the path or keeping the
physical length constant but changing the optical length.

TTDs using paths with different physical lengths have the
advantage of operating using a constant wavelength source,
which reduces the cost of the system. However, the resulting
delay cannot be continuously tuned but only a set of delays
can be generated. This delay discretization does not allow
the implementation of adaptive antennas but it is limited
to beam-switching antennas. Configurable TTDs in guided
means, shown in Figure 9, require different segments of fiber
or waveguides and a set of switches that select a path with
the desired length. They can be implemented using serial,
Figure 9(a), or parallel, Figure 9(b), architectures, as well as
switching matrix, which is shown in Figure 9(c): a serial
configurable TTD with 2 × 2 microelectromechanical system
(MEMS) switches is proposed in [73]. In [74], switches based
on InP are employed, but the delay elements are still fibers. A
step ahead in TTD integration is presented in [75], where a
3-bit TDD using silicon-on-insulator technology is reported.
Pools of configurable serial TTDs have been employed to
change the phase of each element independently [30] or in
a two-stage architecture that simplifies the 2D operation of
the PAA [76]. In addition, it can be used either in single-
wavelength systems [73] or in multiwavelength systems [77].
Serial configurable TDDs are an inexpensive approach for
low number of antenna elements and applications that do not
require very precise beamforming. A more precise control of
the delay requires higher number of concatenated switches
that will increase the insertion loss. In order to solve this
issue, parallel TTDs have been proposed, as in [78], where 32
antenna elements are fed with 8-bit resolution delay using a
single TDDequippedwith a 3DMEMS.Nevertheless, parallel
TTDs achieve better precision and scalability at the expense
of more complex switches that may present significant
crosstalk [79]. In addition, the high number of fibers required
increases the size of the system, which can be reduced by
taking advantage of modern bend-insensitive fibers [80] or
integrated polymer integration [81]. Even further precision
and scalability are expected from switching matrix technol-
ogy [82]. TDDs in free-space optics, shown in Figure 10,
are an alternative to those using guided mean. These TDDs
include schemes using a diffraction mirror in combination
with a rotatable MEMS [83], Figure 10(a), mechanically
positioned prisms [84], Figure 10(b), and several approaches
using white cells [85] and their derivatives [86], Figure 10(c).
These techniques can feed a high number of antenna elements
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Figure 9: Phase control using different physical paths and guided
medium: (a) serial configurable TTD and (b) parallel configurable
TTD and (c) switching matrix based TTD. Green lines show the
selected path.

with pretty high precision (112 antenna elements with 81
possible delays each [86]), but they are complicated to
configure and very sensitive to mechanical vibrations and,
therefore, they are not suitable for low-cost applications.

A time delay can also be applied changing the refrac-
tive index of the propagation path. This can be achieved
in several ways as shown in Figure 11: the most common
employs a tunable laser source followed by a dispersive
medium. In [87], the dispersive medium is composed of a
bank of standard singlemode fibers/dispersion compensating
fibers with different lengths, sketched in Figure 11(a). This
technique is employed in [88] using a two-stage configuration
to enable 2D beam steering. The size of the fiber lens can
be significantly reduced by exchanging the fibers by linearly
chirped fiber Bragg gratings (FBGs) [89], which is presented
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in Figure 11(b). An integrable solution to both fiber and
FBG bank is a dispersion engineered material such as a
photonic crystal, where dispersion slope can be tailored to
meet the required shape [90]. All these techniques permit
the continuous control of the phase, allowing not only beam
switching but also adaptive beamforming, but they require a
tunable laser. This increases the cost and requires a careful
design to achieve long-term stability and avoid mode hoping
[91].

4.3.2. Phase Control Based on Differential Delay. The tech-
niques based on controlling the differential delay can be
divided into those using different physical paths for the
unmodulated and the modulated fields and those where both
fields are propagated over the same medium but at different
speed. The former requires the two components to be spa-
tially demultiplexed, which can be achieved by means of a
demultiplexer; the latter needs a dispersive medium whose

dispersion slope is enough to induce the required phase shift.
In both cases, the implementation of PAA at low frequencies
is extremely challenging because the demultiplexing of the
signal requires demultiplexers with very narrow bands or
because highly dispersive material is needed. As operation
frequency increases, for instance, when feeding mm-wave
PAAs, the control of the differential delay becomes feasible.

Figure 12 shows a scheme where the differential delay is
controlled applying a phase shift to one of the two fields. The
phase shift can be performed using different technologies: in
[92] the phase shift is performed employing thermoelectrical
phase shifters, while in [68] the phase control is performed
employing electrically controlled semiconductor devices. In
both cases, the optical length of the path of one of the
components is varied with a minor power penalty; however,
the latter is preferable given the slower dynamics of the
thermoelectrical process. In addition, this technique allows
continued phase control and, with the advection of Si-based
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modulators [93], opens the doors to completely integrated Si-
based beamformer networks.

Alternatively, the phase control can be implemented
taking advantage of the frequency separation between the
modulated and demodulated fields in combination with a
dispersive medium, such as an optical fiber. Furthermore,

a multimode source can be used to simultaneously generate
the signals for the different antenna elements. The main
drawback of this technique is the required tunable laser that,
as already stated, increases the cost and reduces the reliability.

5. Noise in Optically Fed PAAs

Optical control of phases and amplitudes of the PAA elements
presents a significantly broader bandwidth and smaller size
than its electrical counterpart. However, these improvements
are achieved at the expense of an elevated noise level that
reduces the dynamic range of the system, deteriorating its
performance. This effect has been analyzed in [94] for a
single-source architecture and therefore performance of the
different feeding architectures remains uncertain. In this
section, we extend (9)–(12) to consider the impact of the noise
on the system. We first introduce the most important noise
sources that contribute to signal degradation. We then iden-
tify the twomajor effects of noise, that is, the time fluctuation
of the total radiated power and the random amplitude and
phase differences between elements that cause variation of the
AF. Finally, the different architectures are evaluated in terms
of the number of antenna elements and the configuration of
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Table 1: Summary of the noises in optically fed PAAs.

Device Origin Type of noise
mm-wave
generator Spontaneous emission Multiplicative noise

Optical amplifier Amplified
spontaneous emission Beating noise

Photodiode

Carrier Brownian
motion (thermal
noise)

Additive (power
independent)

Discrete nature of
photons (shot noise)

Additive (power
dependent)

the mm-wave generator. In order to assess the performance,
the feeding system is simulated using VPI Transmission
Maker, which is capable of modeling realistically optical
components such as lasers, external modulators, and PDs.

5.1. Noise Sources and Carrier-to-Noise Ratio. Noise mech-
anisms in optical systems differ significantly from those in
electronics [55]. In particular, the power spectral density
of the thermal noise drops after several THz [95] and,
therefore, in optical systems passives do not induce extra
noise [96]. Consequently, only the active components should
be considered as noise sources. In the case of optically fed
PAAs, active devices include the mm-wave generator, the
optical amplifier, and the PD, whose main noise features are
summarized in Table 1.

5.1.1. Noise of the Optical mm-Wave Generator. The two tones
at the output of the optical mm-wave generator are corrupted
by both amplitude and phase noises. However, amplitude and
phase fluctuations are not independent of each other but are
coupled according to the Kramers-Kronig relations, which
hold in causal linear systems [66]. This coupling between the
amplitude and phase noises is typically expressed in terms
of the Henry factor (also known as linewidth enhancement
factor) and depends on many design parameters such as the
gain spectrum and the type of carrier confinement (bulk,
multiquantum well, and quantum-dot), as well as on some
operational parameters, that is, the bias current and the
presence of optical injection [97]. The amplitude and phase
fluctuations are a consequence of the spontaneous emission
events occurring within the active gain medium. Since the
spontaneous emission rate is reduced when increasing the
density of photons, the power levels of the amplitude and
phase noise are reduced at a higher emission power and,
therefore, at a higher bias current [65].

For each wavelength, the output of the mm-wave genera-
tor acquires the form of

𝐸 (𝑡) = 𝐸01 (𝑡) ⋅ exp {𝑗 [2𝜋𝑓1𝑡 + 𝜙1 (𝑡)]} + 𝐸02 (𝑡)

⋅ exp {𝑗 [2𝜋𝑓2𝑡 + 𝜙2 (𝑡)]} ,
(21)

which corresponds to (9) with𝑚(𝑡) = 1 (for the sake of clarity
no data transmission is assumed). The amplitudes 𝐸01(𝑡) and

𝐸02(𝑡) can be decomposed into a constant component, 𝐸1|2,
and a fluctuating zero-mean term, Δ𝐸1|2(𝑡). Consequently,
𝐸(𝑡) can be written as

𝐸 (𝑡) = [𝐸1 +Δ𝐸1 (𝑡)] ⋅ exp {𝑗 [2𝜋𝑓1𝑡 + 𝜙1 (𝑡)]}

+ [𝐸2 +Δ𝐸2 (𝑡)] ⋅ exp {𝑗 [2𝜋𝑓2𝑡 + 𝜙2 (𝑡)]} .
(22)

Regarding the optical phase noise of the lasers, inmost optical
mm-wave generators, high correlation between 𝜙1(𝑡) and
𝜙2(𝑡) is forced in order to produce highly spectrally pure RF
signals at the output of the PD.

5.1.2. Noise of the Optical Amplifier. When the optical signal
is amplified, the amplifier adds extra noise, the so-called
amplified spontaneous emission (ASE) noise. The amount of
noise added depends on whether the amplifier is a semi-
conductor optical amplifier (SOA) or an erbium-doped fiber
amplifier (EDFA), the gain, and the power of the incident
light [55]. Then, the amplified field, 𝐸amp(𝑡), is expressed in
terms of the amplifier power gain, 𝐺, and ASE noise, 𝑛ASE(𝑡):

𝐸amp (𝑡) = √𝐺 ⋅ 𝐸 (𝑡) + 𝑛ASE (𝑡) . (23)

The bandwidth of ASE noise is in the order of magnitude
of the gain bandwidth of the active medium, which typically
ranges for tens of THz-s [98].Hence, even if at large frequency
scales ASE may have some irregular spectrum, it can be
considered spectrally flat (white) for the bandwidth of our
signal.

The amount of ASE noise is typically given in terms of the
noise figure of the optical amplifier. Typical values are 4-5 dB
for EDFAs and 8-9 dB for SOAs [96].

5.1.3. Noise of the PD. In addition to the noises associated
with the mm-wave generator and the optical amplifier, the
PD constitutes an additional noise source. This contribution,
𝑛PD(𝑡), can be further divided into two components, one
caused by the thermal agitation of the electrons and the other
induced by the discrete nature of the electrons, which is
denominated shot noise [99]. Both can be considered white in
the bandwidth of interest but, while the power of the thermal
noise does not depend on the incident light, the power of shot
noise increases linearly with the power of the incident light.
Consequently, shot noise is more significant at high received
power levels.

Alongside the induced noise, the PDs present losses that
are accounted for through the responsivity 𝑅, introduced in
(10).𝑅 tends to decrease as the bandwidth of the PD increases,
which may result to be problematic at high RF systems [56].
Then, the photogenerated current, 𝑖PD(𝑡), can be written as

𝑖PD (𝑡) =

𝑅 ⋅
󵄨󵄨󵄨󵄨󵄨
𝐸amp (𝑡)

󵄨󵄨󵄨󵄨󵄨

2

𝐿
+ 𝑛PD (𝑡) ,

(24)

where the power loss, 𝐿, due to passives (including the phase
and amplitude control) between the amplifier and the PD has
been considered.
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5.1.4. Amplitude Noise in the Generated RF Signal. After
introducing (21)–(23) in (24), we obtain the next expression
for 𝑖PD(𝑡):

𝑖PD (𝑡) =
𝑅

𝐿
(𝐺 (𝐸

2
01 +𝐸

2
02)

+𝐺𝐸01 (𝑡) 𝐸02 (𝑡) cos [2𝜋𝑓mm𝑡 + Δ𝜙 (𝑡)]

+ 2√𝐺Re {𝑛ASE (𝑡) 𝐸01 (𝑡) exp𝑗 [2𝜋𝑓1𝑡 + 𝜙1]}

+ 2√𝐺Re {𝑛ASE (𝑡) 𝐸02 (𝑡) exp𝑗 [2𝜋𝑓2𝑡 + 𝜙2]}

+
󵄨󵄨󵄨󵄨𝑛ASE (𝑡)

󵄨󵄨󵄨󵄨

2
) + 𝑛PD (𝑡) .

(25)

Since the power of the ASE noise is typically much lower
than that of the amplified signal, the square of theASEnoise is
generally neglected. After this assumption, ASE noise appears
as a beating noise:

𝑖PD (𝑡) ≈
𝑅

𝐿
(𝐺 (𝐸

2
01 +𝐸

2
02)

+𝐺𝐸01 (𝑡) 𝐸02 (𝑡) cos [2𝜋𝑓mm𝑡 + Δ𝜙 (𝑡)]

+ 2√𝐺Re {𝑛ASE (𝑡) 𝐸01 (𝑡) exp𝑗 [2𝜋𝑓1𝑡 + 𝜙1]}

+ 2√𝐺Re {𝑛ASE (𝑡) 𝐸02 (𝑡) exp𝑗 [2𝜋𝑓2𝑡 + 𝜙2]})

+ 𝑛PD (𝑡) .

(26)

The RF signal is then obtained by filtering out the low-
frequency components. Hence, the RF signal acquires the
next form:

𝑖RF (𝑡) ≈
𝑅

𝐿
(𝐺𝐸01 (𝑡) 𝐸02 (𝑡) cos [2𝜋𝑓mm𝑡 + Δ𝜙 (𝑡)]

+ 2√𝐺Re {𝑛󸀠ASE (𝑡) 𝐸01 (𝑡) exp𝑗 [2𝜋𝑓1𝑡 + 𝜙1]}

+ 2√𝐺Re {𝑛󸀠ASE (𝑡) 𝐸02 (𝑡) exp𝑗 [2𝜋𝑓2𝑡 + 𝜙2]})

+ 𝑛
󸀠

PD (𝑡) ,

(27)

where 𝑛
󸀠

PD(𝑡) and 𝑛
󸀠

ASE(𝑡) represent the filtered signals of
𝑛PD(𝑡) and 𝑛ASE(𝑡). This expression can be written in terms
of the average and fluctuating terms of the fields, giving as a
result

𝑖RF (𝑡) ≈
𝑅

𝐿
(𝐺 [𝐸1 +Δ𝐸1 (𝑡)] ⋅ [𝐸2 +Δ𝐸2 (𝑡)]

⋅ cos [2𝜋𝑓mm𝑡 + Δ𝜙 (𝑡)]

+ 2√𝐺Re {𝑛󸀠ASE (𝑡) [𝐸1 +Δ𝐸1 (𝑡)]

⋅ exp𝑗 [2𝜋𝑓1𝑡 + 𝜙1]}

+ 2√𝐺Re {𝑛󸀠ASE (𝑡) [𝐸2 +Δ𝐸2 (𝑡)]

⋅ exp𝑗 [2𝜋𝑓2𝑡 + 𝜙2]}) + 𝑛
󸀠

PD (𝑡) .

(28)

Neglecting the beating between different fluctuations, we get

𝑖RF (𝑡) ≈
𝑅𝐺

𝐿
𝐸1𝐸2cos [2𝜋𝑓mm𝑡 + Δ𝜙 (𝑡)]

+
𝑅𝐺

𝐿
[Δ𝐸1 (𝑡) 𝐸2 +Δ𝐸2 (𝑡) 𝐸1]

⋅ cos [2𝜋𝑓mm𝑡 + Δ𝜙 (𝑡)]

+
2𝑅√𝐺

𝐿
Re {𝑛󸀠ASE (𝑡) 𝐸1exp𝑗 [2𝜋𝑓1𝑡 + 𝜙1]}

+
2𝑅√𝐺

𝐿
Re {𝑛󸀠ASE (𝑡) 𝐸2exp𝑗 [2𝜋𝑓2𝑡 + 𝜙2]}

+ 𝑛
󸀠

PD (𝑡) .

(29)

The first term in the previous expression corresponds to
the signal, whereas the others are the contributions of the
different noise sources (amplitude noise of the mm-wave
generator, the amplifier ASE, and the PD additive noise). As
stated in Section 2.2,Δ𝜙(𝑡) is the phase difference between the
two beating fields, including the phase noise of both tones.
Typically, optical mm-wave generators are designed to pro-
duce highly correlated tones which results in spectrally pure
RF signals [32]. A priori, these tones could be decorrelated if
they were delayed by a different amount of time, for instance,
if phase control based on differential delay is applied, causing
a power penalty and spectral broadening of the generated RF
signal [43]. However, according to (20), the amount of time
required to phase-shift the RF signal by 2𝜋 is 2/(𝑓1 + 𝑓2),
which is much shorter than the correlation time of the source
(the inverse of the linewidth) and, therefore, has a negligible
effect [45]. If the signal amplitude is much higher than the
amplitude of the noise signals, zero-crossing distortion can
be neglected and the amplitude noise term, 𝑛

𝐴
(𝑡), acquires

the form

𝑛
𝐴 (𝑡) =

𝑅𝐺

𝐿
[Δ𝐸1 (𝑡) 𝐸2 +Δ𝐸2 (𝑡) 𝐸1]

+
2𝑅√𝐺

𝐿
Re {𝑛󸀠ASE (𝑡) 𝐸1}

+
2𝑅√𝐺

𝐿
Re {𝑛󸀠ASE (𝑡) 𝐸2} + 𝑛

󸀠

PD (𝑡) .

(30)

The power of the amplitude noise, 𝑃
𝑛𝐴
, can be calculated

straightforward after recalling that the different noise contri-
butions are not correlated:

𝑃
𝑛𝐴

= 𝑃
𝑁source

+𝑃
𝑁amp

+𝑃
𝑁PD (31)

with

𝑃
𝑁source

= (
𝑅𝐺

𝐿
)

2
[Δ𝐸1 (𝑡) 𝐸2 + Δ𝐸2 (𝑡) 𝐸1]

2
,

𝑃
𝑁amp

= 2(
𝑅√𝐺

𝐿
)

2

𝑛
2
ASE (𝑡) (𝐸

2
1 +𝐸

2
2) ,

𝑃
𝑁PD

= 𝑛
2
PD (𝑡),

(32)
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with upper bar denoting the time average operation. Equation
(32) reveals two important points: (i) All terms except 𝑃

𝑁PD
decay quadratically with 𝐿 and, consequently, for high 𝐿

values, 𝑃
𝑁PD

becomes dominant. (ii) On the other hand, for
low 𝐿 values, considering that 𝐺 typically ranges from 20
to 30 dB, it is envisaged that 𝑃

𝑁source
would be the limiting

impairment. It is then useful to define the carrier-to-noise
ratio (CNR) as

CNR =
𝑃
𝐶

𝑃
𝑛𝐴

=
𝑃
𝐶

𝑃
𝑁source

+ 𝑃
𝑁amp

+ 𝑃
𝑁PD

, (33)

where 𝑃
𝐶
stands for the carrier power and is given by

𝑃
𝐶

=
1
2
(

𝑅𝐺
2

𝐿
𝐸1𝐸2)

2

. (34)

5.1.5. Phase Noise in the Generated RF Signal. Even if phase
correlation between optical tones is preserved, the other noise
mechanisms induce phase noise on the generated RF signal.
The probability density of the phase noise induced in the
photogenerated current can be calculated according to this
expression [45]:

𝑝
Φ
(𝜙) =

exp (−𝛾)

2𝜋
[1+√2𝛾 ⋅ exp (𝛾cos2𝜙)

⋅ ∫

√2𝛾 cos(𝜙)

−∞

exp(
−𝑥

2

2
)𝑑𝑥] ,

(35)

where 𝛾 is calculated as

𝛾 =
𝑃
𝐶

𝑃
𝑁amp

+ 𝑃
𝑁PD

. (36)

It is important to note that 𝛾 does not account for the mm-
wave generator noise since it does not contribute to the phase
noise.

Finally, the power of the phase noise can be calculated by
numerically computing the following integral:

𝑃
𝑛𝜙

= ∫

+∞

−∞

𝜙
2
𝑝
Φ
(𝜙) 𝑑𝜙. (37)

5.2. Effects of theNoise on the PAAPerformance. Theprevious
expressions considered a single PD and, consequently, must
be extended in order to analyze the effect of noise on PAA
with multiple elements. In this analysis it is important to pay
special attention to the correlation among noises affecting
the different antenna elements. The amount of correlation
will differ for different architectures, resulting in diverse
performance. According to this criterion, three cases can be
differentiated.

Case 1. The noise contributions of the mm-wave generator
and the optical amplifier are the same for all antenna
elements.This corresponds to the architecture where a single-
wavelengthmm-wave generator is used to feed all the antenna
elements, Figure 7(a).

Case 2. The noise contributions of the mm-wave generator
are correlated but the amplifier and PD contributions are
independent. This case models architectures based on mul-
tiwavelength mm-wave generators, that is, Figures 8(a) and
8(b).

Case 3. None of the noise contributions are correlated. This
is the case of architectures employing different mm-wave
generators, such as Figures 7(b), 8(c), and 8(d).

It is important to note that, in the case of architectures
employing multiple wavelengths, the noise induced by the
optical amplifier at different wavelengths is assumed to be
uncorrelated because of the low coherence nature of the
added noise [98].

In order to compare the performances of the different
cases, the optical feeding system was simulated using VPI
Transmission Maker. This software enables modeling several
noise mechanisms, as well as the correlation among them.
In particular, we simulated a mm-wave generator based on
optical frequency doubling using an external modulator,
presented in [37], that generated two highly correlated tones
with 60GHz separation. The employed laser source was
simulated using the rate-equation model, whose parameters
were set to match those of a standard distributed feedback
(DFB) laser: a threshold current of 15mA, a linewidth of
1MHz, a RIN of −145 dB/Hz, and an emission power of
10 dBm at 100mA. The amplifier noise figure and gain were
set to 4 dB and 20 dB, respectively, which are typical values
for an EDFA. The responsivity of the PD, 𝑅, was set to
0.6 A/W, whereas the thermal noise spectral density was set
to 10−12 A2/Hz.

For the sake of notation simplicity, we rename 𝑖RF(𝑡) in
(29) to distinguish the currents generated by different PDs:
from now on, 𝑖

𝑛
(𝑡) will denote the photogenerated current at

RF of the 𝑛th PD.

5.2.1. Effects on the Total Radiated Power. The total radiated
power can be expressed as

𝑃total (𝑡) = 𝜖0 ⋅ (
𝑁

∑

𝑛=1
𝑅 ⋅ 𝑖
𝑛 (𝑡))

2

, (38)

where, following the notation in (14), 𝜖0 accounts for the
antenna efficiency and 𝑁 denotes the number of elements of
the PAA, while 𝑅, as in (10), represents the PD responsivity.
The fluctuation of the total radiated power can be measured
in terms of the normalized power standard deviation, that is,
the standard deviation of the total emitted power normalized
to the average total emitted power:

𝜎
Δ𝑃

𝑃0
=

√(𝑃total − 𝑃0)
2

𝑃0
,

(39)

where 𝑃0 is the average power given by 𝑃0 = 𝑃total(𝑡).
Figure 13 shows the fluctuation of the normalized stan-

dard deviation of the emitted power in terms of the number
of fed elements. The figure presents curves for the three
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Figure 13: Normalized standard deviation of the total radiated
power as a function of the number of elements for the three cases.
Solid lines are for a bias current of 50mA and discontinuous lines
are for 100mA.

cases, considering two different driving currents of the laser
in the mm-wave generator, 50mA (continuous line) and
100mA (discontinuous line). Comparing the different cases,
Case 1 presents a rising trend in the normalized standard
deviation of the radiated power as the number of elements
increases, whereas in Cases 2 and 3 the standard deviation
drops. This reduction is explained by the partial cancellation
resulting from the lack of correlation among the thermal
and shot noises affecting each PD. Furthermore, in Case 2,
the noise contributions of the mm-wave generator to the
different antenna elements add destructively, resulting in
even lower power variation. In Case 1, the standard deviation
reduction due to destructive addition of noises is overcome
by the reduced CNR, since the optical power is shared by
the different elements. In regard to the effect of the laser
bias current, in all cases, a higher bias current results in
lower power fluctuation. This is an expected outcome since
at higher bias currents the RIN of the source is reduced
and, consequently, the noise contribution of the source is
lower. Comparing the different cases, Case 1 presents the
most significant improvement, which was expected since
in this case the effect of the PD-induced noise is critical
and, therefore, higher optical emission power considerably
enhances the system performance.

5.2.2. Effects on the AF. In addition to the total radiated
power fluctuation, the noise in the photogenerated currents
causes deviation from the nominal amplitude and phase
values of each element. This amplitude and the phase errors
impact the AF term of the radiation pattern and should
be studied. In order to analyze the effect of the feeding
architecture, we will first study the amplitude and phase
fluctuation in terms of the number of antenna elements and,
afterwards, we focus on the resulting AF.

The amplitude and phase of 𝑖
𝑛
(𝑡) can be extracted from its

associated analytic signal, 𝑖̃
𝑛
(𝑡) = 𝑖

𝑛
(𝑡) + 𝑗 ⋅ HT{𝑖

𝑛
(𝑡)}, where

HT{⋅} denotes theHilbert transform. Amplitude and phase of
𝑖
𝑛
(𝑡) are computed as

𝐴
𝑛 (𝑡) = √(Re {𝑖̃

𝑛 (𝑡)})
2
+ (Im {𝑖̃

𝑛 (𝑡)})
2
,

𝜙
𝑛 (𝑡) = atan{

Im {𝑖̃
𝑛 (𝑡)}

Re {𝑖̃
𝑛 (𝑡)}

} .

(40)

The time-dependent nominal values of amplitude, 𝐴0(𝑡),
and phase, 𝜙0(𝑡), are given by the ensemble average of 𝐴

𝑛
(𝑡)

and 𝜙
𝑛
(𝑡); that is,

𝐴0 (𝑡) =
1
𝑁

𝑁

∑

𝑛=1
𝐴
𝑛 (𝑡) ,

𝜙0 (𝑡) =
1
𝑁

𝑁

∑

𝑛=1

𝜙
𝑛 (𝑡) .

(41)

The amplitude and phase deviations, Δ𝐴
𝑛
(𝑡) and Δ𝜙

𝑛
(𝑡), of

the current generated at the 𝑛th PD are then given by

Δ𝐴
𝑛 (𝑡) = 𝐴

𝑛 (𝑡) −𝐴0 (𝑡) ,

Δ𝜙
𝑛 (𝑡) = 𝜙

𝑛 (𝑡) − 𝜙0 (𝑡) .
(42)

The amplitude error will be measured using its normal-
ized variance, which is inversely related to the CNR; that is,

𝜎
2
𝐴

𝜇
2
𝐴

=

⟨Δ𝐴
2
𝑛
(𝑡)⟩

⟨𝐴0 (𝑡)⟩
2 , (43)

while the power of the phase error will be evaluated through
its variance:

𝜎
2
𝜙
= ⟨Δ𝜙

2
𝑛
(𝑡)⟩ . (44)

Figures 14(a) and 14(b) show the normalized variance of
the amplitude error and the variance of the phase error for the
three cases in terms of the number of antenna elements, also
considering two bias currents, 50mA and 100mA. Similar to
the total radiated power, the amplitude and phase fluctuations
in Case 1 degrade as the number of fed antenna elements
increases, which is a consequence of the reduction of the
received power. Cases 2 and 3, on the contrary, remain
independent of the number of antenna elements for 𝑁 > 4.
Comparing the three cases, the best performance is achieved
for Case 3, whichmay be attributed to themutual cancelation,
not only of the PD-induced noise but also of the noise
induced by the mm-wave generator. Regarding the effect of
the bias current on the amplitude and phase error, in Cases
1 and 3 significant improvements are achieved when the bias
current is switched from 50 to 100mA; on the other hand,
in Case 2 a minimal improvement is observed. This minimal
improvement causes the, for small number of fed antenna
elements, architecture in Case 1 to outperform Case 2.
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Figure 14: (a) Normalized variance of the amplitude error and (b) variance of the phase error as a function of the number of elements for the
three cases. Solid lines are for a bias current of 50mA and discontinuous lines are for 100mA.

Errors in the amplitudes and phases of the feeding cur-
rents cause the AF to vary over time. In Figures 15–17 the AFs
of the three cases are analyzed for a 1 × 8 PAA, when the bias
current of themm-wave is set to 50mA. Subfigures labeled (a)
show the blurredAFs, where the blurring indicates the degree
of variation of theAF. Subfigures (b-d) represent the time evo-
lution of𝐺max and the direction of maximum radiation, 𝜃max,
respectively, whereas subfigures (c-e) show the histogram of
these quantities. Looking at the AFs, it is clear that their vari-
ations are more notorious close to the zeros, in particular for
Case 1. Comparing the different cases, Cases 2 and 3 present
similar performance in terms of time variation in 𝐺max and
𝜃max, while Case 1 reveals a significantly higher variation in
both figures of merit. These results are in agreement with the
curves presented in Figure 14, where Cases 2 and 3 present
almost the same phase and amplitude variation, whose power
level is much lower than that of Case 1.

In order to analyze the effect of the number of fed
elements, we focus on Case 1 since, in Cases 2 and 3,
the variances of amplitude and phase errors remain almost
constant. In Figures 18–20, the same figures of merit as in
Figures 15–17 are shown, but only for Case 1 and different
numbers of elements: Figure 18 is for 1 × 4 PAA elements,
Figure 19 is for 1 × 8 PAA, and Figure 20 is for 1 × 16 PAA.
These figures reveal that variations of 𝐺max rise with the
number of elements, while the variation of 𝜃max reduces.
The increment in the variation of 𝐺max seems logical from
Figure 14; however, from the same figure, wemight think that
variation in 𝜃max should also increase, which contradicts the
obtained results.This discrepancy can be explained by noting
that for higher number of antenna elements, the shape of the
main lobe of the AF narrows. This further causes that the
direction of maximum radiation to be more clearly defined.

The analysis of the impact of the noise on PAA per-
formance drives an important conclusion: effectively, PAAs
operating at mm-wave frequencies can be optically fed, at
least for a moderate number of elements. We also conclude
that the chosen architecture has a critical effect on the ampli-
tude and phase errors of the antenna elements; thus, feeding
architecture based on multiple mm-wave generators is the
optimum solution. Nevertheless, a lower cost approach, such
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Figure 15: Case 1. 1 × 8 PAA: (a) AF, (b) 𝐺max, and (c) its histogram.
(d) Direction of maximum radiation and (e) its histogram.

as an architecture employing a single mm-wave generator, is
feasible at the expense of higher variation on the total radiated
power andAF, which requires higher transmission power and
complicates spatial multiplexing and interference avoidance.

6. Research Opportunities

Despite the great effort dedicated to the development of
the efficient optical control schemes, some issues remain
unresolved, as follows.

(i) Integration Using Silicon Photonics. Silicon photonics
enables the integration of a huge number of optical vari-
able attenuators/phase shifters, alongside the complementary
metal-oxide-semiconductor (CMOS) control circuitry, in a
reduced footprint chip. Nevertheless, silicon-based devices
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Figure 17: Case 3. 1 × 8 PAA: (a) AF, (b) 𝐺max, and (c) its histogram.
(d) Direction of maximum radiation and (e) its histogram.

still present significant insertion losses, which may become
a limiting impairment hindering their implementation.

(ii) Balanced PDs. Most of the reported feeding architectures
are based on unbalanced photodetection. Balanced photode-
tection avoids the requirement for filtering out the low-
frequency components and improves the dynamic range of
the system [100]. In this case, the integration of the antenna
with balanced photodetectors should be analyzed.

(iii) Preamplified PDs. Since the radiated power depends
on the output power of the PDs, it is important that
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Figure 18: Case 1. 1 × 4 PAA: (a) AF, (b) 𝐺max, and (c) its histogram.
(d) Direction of maximum radiation and (e) its histogram.
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Figure 19: Case 1. 1 × 8 PAA: (a) AF, (b) 𝐺max, and (c) its histogram.
(d) Direction of maximum radiation and (e) its histogram.

the incident optical power be high enough. This may be
difficult in PAAs with a high number of elements. In the case
of multiwavelength mm-wave generators, the total power is
divided among all the channels, so the power per channel
is expected to be relatively low, while when a single-channel
mm-wave generator is used, splitting loss increases as the
number of antenna elements to be fed. In both cases, an opti-
cal amplifier preceding the PD will increase the maximum
number of antenna elements. This preamplifier may be built
using semiconductor technology, making its integration with
the PD feasible.
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7. Conclusions

Optical phase and amplitude control of mm-wave PAA
elements overcomes the bandwidth limitation of its electrical
counterpart. However, optical feeding still poses some chal-
lenges such as the integration of antenna elements with the
high-speed PD, the efficient implementation of the phase and
amplitude control, and the noise induced on the generated
feeding signals, which further results in temporal emitted
power and radiation pattern fluctuations. In this paper, we
have discussed these challenges and listed the most promi-
nent techniques in the literature, presenting their advantages
and disadvantages. In addition, we analyzed the impact of the
noise on both the emission power fluctuation and radiation
patter variation considering the correlation among the noises
affecting the different antenna elements. Thus, simulation
results revealed that the chosen beamforming architecture
has a critical impact on the PAA performance. This work
is intended to be a guideline for both antenna engineers
interested in optical phase and amplitude control techniques
and optical engineers keen on applying photonics to the
feeding ofmm-wave PAA.We have included a list of tentative
research opportunities that, to our criterion, deserve further
study.
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