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Electronically controlled antenna arrays, such as reconfigurable and phased antenna arrays, are essential elements of high-frequency
5G communication hardware. 'ese antenna arrays are aimed at delivering specified communication scenarios and channel
characteristics in the mm-wave parts of the 5G spectrum. At the same time, several challenges are associated with the development of
such antenna structures, and these challenges mainly originate from their intended mass production, contemporary manufacturing
technologies, integration with active RF chains, compact size, dense circuitry, and limitations in postmanufacturing tuning.
Consequently, 5G antenna array designers are presented with contradictory design requirements and constraints. Furthermore, these
designers need to handle large numbers of designable parameters of the antenna array models, which can be computationally
expensive, especially for repetitive and adaptive simulations that are required in design optimization and tuning. Antenna array
synthesis, namely, the process of finding positions, orientation, and excitation of the array radiators, is a challenging yet crucial part of
antenna array development.'is process ensures that the performance requirements of the antenna array are met.'erefore, there is
a need for reliable yet fast automated computer-aided design (CAD) and synthesis tools that can support the development of 5G
antenna array solutions, from the initial prototyping stage to the final manufacturing tolerance analysis. 'is paper presents an
overview of recent advances in antenna array synthesis from the viewpoint of their applicability to the design of electronically
reconfigurable and phased antenna arrays for wireless communications and remote sensing.

1. Introduction

Phased antenna arrays play a pivotal role in the development
of upcoming 5G communication systems. Owing to spatial
filtering and real-time pattern adaption capabilities, antenna
arrays exhibit excellent wireless channel characteristics that
are instrumental in achieving high data rates and reliable
quality of service, especially in the millimeter-wave fre-
quency range of the 5G spectrum [1–5]. For decades, the
phased arrays have been developed as rather bulky, ex-
pensive, stationary, or onboard antenna systems for radars,
satellite, and cellular wireless communications [6–8].

Recent advances in electromagnetic (EM) computer-
aided design (CAD) software [9–12], antenna manufacturing
technologies [13–15], solid-state electronics in silicon-based

technologies [16–19], millimeter-wave test instrumentation,
and computational tools such as graphics processing units,
allow for the development and industrialization of compact
and cost-effective active phased antenna arrays with inte-
grated electronically controllable beamformers. 'ese prod-
ucts are suitable for 5G applications that are not just
associated with base stations of network cells but also with
extenders, repeaters, access points, and mobile terminals
[1–3]. Each application requires a tailored antenna array
performance.

'us, antenna designers need reliable and versatile array
design procedures that can address challenging problems
relevant to the synthesis of radiation patterns based on
different masks, while handling multiple antenna perfor-
mance parameters simultaneously, with a reasonable
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demand in terms of computational resources and time.
Robust techniques should be able to perform syntheses with
array models for different levels of complexity, ranging from
distributions of isotropic uncoupled radiators to rigorous
electromagnetically characterized models of array apertures
where antenna mutual coupling effects are properly
addressed [20, 21]. 'e use of a specific antenna array
synthesis technique can be maximized by implementing a
user-friendly interface and enabling software integration
with commonly used electromagnetic computer-aided de-
sign (CAD) tools [9–12].

'e antenna array synthesis is an automated process of
identification or optimization of a specific antenna array
model, namely, a procedure for determining the dimen-
sional parameters and the (amplitude and/or phase) exci-
tation tapers across the array aperture and terminals that are
useful to meet given performance requirements. 'is en-
sures that the performance requirements, associated with the
radiation pattern masks, are met in a certain antenna op-
erational state. 'ese requirements are usually essential in
instances such as those occurring when pointing the main
lobe along a certain direction in transmit (Tx) mode or while
enforcing pattern nulls in specific angular sectors in the
receive (Rx) mode.

'e antenna characteristics considered in the frame-
work of an array synthesis procedure include but are not
limited to

Radiation pattern properties over spatial directions,
such as the main lobe half-power beamwidth
(HPBW), null-to-null beamwidth, sidelobe level
(SLL), grating lobe intensity, and front-to-back ratio
(FBR)
Power-related figures of merit such as peak directivity,
gain, total efficiency, effective aperture, and antenna
temperature
Circuital characteristics at the array terminals, such as
scattering parameters (input reflection and coupling
coefficients) and active (apparent) impedance

Depending on the selected synthesis method or its
particular realization, one or a few antenna parameters affect
the array design goal function. Other characteristics can be
controlled by incorporating specific constraints in the
problem formulation. While certain antenna array features,
primarily main lobe shape and sidelobe levels, can be
evaluated using simple analytical techniques, total efficiency
and scattering parameters can only be evaluated using full-
wave electromagnetic modeling.

'e development, realization, and applications of an-
tenna array synthesis is an expanding research area, and
several novel studies have emerged in the technical literature
and new dedicated CAD tools have been introduced in the
market. 'erefore, providing an up-to-date detailed over-
view of this subject could be a rather ambitious task.
Nevertheless, in this study, we have attempted to review the
performance of phased antenna arrays in 5G applications
through the perspective of an engineer.

2. Iterative Synthesis Methods

2.1. Iterative Fourier Transform Method for Array Pattern
Synthesis. Most of contemporary approaches for the nu-
merical synthesis of antenna array patterns are based on the
dimensioning of the radiating aperture and evaluation of the
excitation tapers through suitable optimization processes.
Said approaches are aimed at the minimization of a given
objective function that encodes the design specifications and
targeted radiation pattern masks. 'e major differences
between optimization procedures can be highlighted
through various factors such as the objective function,
modeling fidelity, selection of numerical minimization al-
gorithm, and incorporation of design constraints. Both
gradient-based and population-based (metaheuristic) opti-
mizers have their own advantages and limitations. Opti-
mizers developed as population-based algorithms are widely
used to overcome problems in antenna array synthesis. A
different approach for array pattern synthesis is referred to
as the iterative Fourier transform (IFT) or iterative fast
Fourier transform (IFFT) method. Such technique is rooted
in the fundamental relations between antenna array
quantities.

'e benefits of the IFTmethod for phased array synthesis
were first highlighted in Ref. [22], to the best of our
knowledge, as an application of the error reduction algo-
rithm [23]. In Ref. [22], a block diagram of the IFT was
presented as it applies to antenna array synthesis. In ad-
dition, in Ref. [22], a detailed matrix-vector formulation of
the IFT was listed, and it presented criteria for algorithm
convergence, which was numerically studied and demon-
strated through a power pattern synthesis. 'is study
considered an eight-element linear array with the main lobe
directed toward a desired signal and targeted pattern nulling
in six discrete directions of jammers of different intensities.
In Ref. [22], the potential benefits of the IFT based on two-
dimensional discrete Fourier transforms for the synthesis of
arbitrarily shaped planar array apertures were discussed.

An illustration of the application of the IFT method to
design a synthetic aperture radar (SAR) antenna was given
through transmit (Tx) and receive (Rx) pattern syntheses
subject to masks concerning the main beam gain ripple, gain
slope, and SLLs [24]. Taper syntheses in the short dimension
of the SAR antenna were conducted for 48 elements with a
separation of 0.7λ, with λ denoting the free-space wave-
length. 'e Tx and Rx patterns were subsequently synthe-
sized with different degrees of freedom (phases for the Tx
pattern, amplitudes, and phases with five-bit control for the
Rx pattern) to finally generate a two-way pattern of the
prescribed characteristics [24].

'e similarities between the IFTmethod and those used
for the phase-less synthesis of reflector antennas as well as
alternation/successive projection methods have been re-
ported in Ref. [24]. 'e four essential steps of the IFT
method were outlined in Ref. [24], unfortunately without a
proper description of the implementation details, in par-
ticular, those related to pattern adaptation. 'e IFTmethod
was further developed to solve synthesis problems of large
phased planar arrays [25]. In fact, the IFT (IFFT) method
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was specifically developed to handle typical sizes, aperture
shapes, requirements, operation modes, and underlying EM
interactions of large naval and military phased arrays.

'e IFTmethod is based on the fact that the array factor
(AF) and excitation taper are related to each other through a
truncated series of direct and inverse Fourier transforms,
respectively. A direct Fourier transform (FT) performed on
the AF simultaneously produces all the entries of the ex-
citation taper. An inverse FT performed on the excitation
taper simultaneously produces AF values for sampled di-
rection cosines [25]. 'ese two stages are performed se-
quentially and iteratively using fast Fourier transforms
(FFTs) with the adaptation of the newly computed data sets
to the enforced requirements and design constraints (AF
pattern masks, amplitude-only or phase-only taper, and on/
off-element state) before being used as the input to the
following stage. Only the excitation coefficients corre-
sponding to the grid of the array elements are supplied to the
inverse FFT at each iteration. A block diagram of the IFT
algorithm is presented in Figure 1.

'e IFTmethod is outlined as follows.'e AF of a planar
antenna with a rectangular aperture can be defined as a
truncated double series of a two-dimensional discrete in-
verse FT [25]:

AF(u, v) � 􏽘
M−1

m�0
􏽘

N−1

n�0
amne

j2π msxu+nsyv( 􏼁
, (1)

where u � sinθ cosϕ, v � sinθ sinϕ, sx and sy are, respectively,
the x- and y-directional uniform element spacings nor-
malized to the free-space wavelength λ, amn is the excitation
taper entries, andM andN are the number of elements in the
x- and y-directions, respectively. 'e AF is a periodic
function of the direction cosines with the u- and v-periods
determined by the array element spacings as −0.5/
sx< u< 0.5/sx and −0.5/sy< v< 0.5/sy, respectively. 'us,
relevant information about the AF can be retrieved by
sampling over the rectangle of the direction cosines. For
element spacings smaller than a half-wavelength, the AF
extends to the invisible space of the direction cosines. At the
same time, a part of the (u, v)- direction resides out of the
visible space. 'erefore, the AF extension into the invisible
space must be included in the calculation of the excitation
taper entries using direct FFT to avoid degradation of
sidelobe characteristics in the process of beam scanning and/
or raising of the operating frequency [25].

'e IFTmethod is successfully applied to the synthesis of
low-SLL patterns. 'e first step is the calculation of the AF
along the K2 far-field directions using an initial excitation
taper for a given array aperture with M×N elements. Any
excitation taper that causes a reasonably shaped main lobe
can be used as the initial one. Subsequently, the pattern of
the calculated AF is compared with that of the pattern mask.
'e AF pattern values above the sidelobe mask are reduced
in amplitude to match the mask levels. 'e AF values below
the mask levels and those corresponding to the main lobe
remain unaltered. Subsequently, the AF dataset corrected in
this way is provided as the input to the direct FFT, which
yields the updated excitation taper for the next iteration.'e

updated excitation taper has K2 entries, although only
M × N of those actually populate the array aperture. 'e
excessive entries should be removed, and iterations should
be continued if a complex-valued taper is allowed. If the
required pattern characteristics are to be achieved by means
of an amplitude-only or phase-only synthesis, the excess
information (e.g., computed phase values in the amplitude-
only synthesis or nonuniform amplitudes in the phase-only
synthesis) is restored to the initial values before proceeding
to the next iteration.

Because the main lobe contour, which is corresponding
to the first nulls, typically widens as the sidelobes decrease
from iteration to iteration, there might be a need to recal-
culate the main lobe contour repeatedly and with high ac-
curacy, that is, with a refined sampling of the (u, v)-space. A
two-dimensional chirp Z-transform can serve as an effective
solution to overcome the aforementioned problems [25].
'e violations of the sidelobe mask and/or the power
content of the excitation taper outside the array aperture are
typically used for convergence monitoring and/or termi-
nation criteria.

'e IFT method is also applicable to triangular array
lattices upon affine transformationmapping the original grid
onto a suitable Cartesian one [26, 36]. 'e effectiveness and
robustness of the IFT method, along with its ability to
synthesize, at very modest computational costs, ultra-low
sidelobe sum, and difference patterns for array apertures of
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Figure 1: Diagram of the error reduction algorithm [22–24] and
IFT method [25–35] as applied to planar phased antenna array
synthesis.
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various shapes and comprising a very large number of el-
ements have been demonstrated in various examples
[25, 26]. A few examples of the amplitude-only synthesis of
ultra-low sidelobe (better than −71 dB) sum and difference
patterns for circular and elliptical array apertures with tri-
angular lattices comprising 5797 and 5509 elements, re-
spectively, have been reported in Ref. [25]. Examples of the
achieved pseudocontour patterns are shown in Figure 2.

Here, the computational burden and quality of the re-
sults for array apertures of different sizes have been studied
for different sidelobe requirements, including additional
ring-level sidelobe masks with amplitude-only synthesized
tapers and nulling sectors with complex excitation tapers. It
has been reported that patterns with SLLs smaller than
−81 dB were synthesized in 20 minutes and patterns with
sidelobes below −61 dB were obtained in just a few minutes.
'e synthesis was carried out on a PC with an Intel Pentium
4 processor with 1MB L2 cache operating at 2.8GHz and
equipped with 512MB RAM.

'e IFTmethod can effectively alleviate the gain and SLL
degradation in ultra-low sidelobe sum and difference pat-
terns caused by array element failures (up to 30% of array
elements). 'is has been demonstrated through numerical
examples of a circular X-band 5800-element array where
failed elements were randomly selected across the aperture
[27]. It is worth noting that such compensation synthesis can
be carried out on conventional laptop computers in rela-
tively short computational times [27].

Another useful application of the IFT method is the
synthesis of thinned linear arrays featuring minimal SLLs
[28]. 'inning synthesis was performed by setting the
amplitudes of the elements with the highest intensity to
those with respect to the predefined filling factor (FL) and by
setting the amplitudes of other elements to zero during each
iteration between the two FFT stages [28]. 'e fast com-
putational speed (owing to the use of forward and backward
FFT) enabled a large number of trials starting with random
initializations, for example, 10000 [28], to find the global
optimum in terms of SLLs for a given aperture size and FL.
'e method has been successfully applied to planar half-
wavelength-spaced circular apertures with extensions from
25 to 100 wavelengths and subject to 30 and 40% FLs [29], as
illustrated in Figure 3. 'e IFT method shows similar and
even lower SLLs, as shown in Table 1 [29], as compared to
the statistical density taper approach [37], while the former
technique yielded results in a few minutes per case and with
50 trials for each case.

In a recent study, thinning with amplitude tapering
syntheses were performed for large circular array apertures
(up to approximately 133 wavelengths), which were capable
of sum (with 10 dB dynamic range for the synthesized
amplitudes) and difference (with 15 dB dynamic range for
the synthesized amplitudes) low-sidelobe patterns with and
without the addition of nulling sectors [30], as depicted in
Figure 4. It should be noted that the difference pattern
syntheses of thinned planar array apertures were reported in
scientific literature for the first time in Ref. [30].

A significant benefit of the IFT method for array syn-
thesis problems is the ease of implementation owing to the

adoption of well-established computational routines and
programming environments [31]. Furthermore, the IFT
method is at the core of the commercially available spe-
cialized environment for the design and analysis of phased
array antennas, APAS [38].

A hybrid IFT and taper density technique [39], termed
the IFT density taper (IFTDT) technique, is used for thin-
ning of square and circular arrays [40]. In the IFTDT, the
IFT method is used to identify the optimal locations of the
active (ON) array elements within every aperture ring while
minimizing the SLLs [40].

To prevent degradation of the synthesized array pattern
in the process of beam scanning not only at the frequency of
synthesis but also at higher frequencies, the SLL require-
ments have to be enforced upon visible and invisible spaces.
'e synthesis of scan- and frequency-invariant linear and
planar arrays featuring ultra-low SLLs using the IFTmethod
has been explained in Ref. [32]. A useful formula based on
the FT shift and scale properties, which is applicable to
aperiodic lattice arrays, has been presented in ref. [32]. 'is
formula defines the (u, v)-region to perform a scan and
frequency robust syntheses:

u2
+ v

2 ≤ 1 + sin θm( 􏼁
2 fh

f0
􏼠 􏼡

2

, (2)

where θm is the targeted maximum scan angle, fh is the
highest operating frequency, and f0 is the synthesis fre-
quency. Formula (2) extends the region of the direction
cosines to perform the taper synthesis by including the part
of invisible space which enters visible space when the main
beam is scanned to the maximum scan angle and/or the
frequency is increased to the highest operation frequency
[32].

A randomization of quantization errors was included in
the IFT iterations that performed linear array amplitude-
only and phase-only syntheses.'is approach was capable of
alleviating SLL degradation due to the amplitude and phase
quantization introduced by discrete control components of
beamforming chains [33].

'e IFT method does not account for the mutual cou-
pling effects between antennas [25–33, 38, 39]. On the other
hand, it has been concluded that, in planar arrays with 2000
and more elements, mutual coupling corrupts SLLs and
other pattern characteristics only to a limited, acceptable,
and often negligible extent [34, 35]. 'erefore, IFTsyntheses
are reliable when applied to large apertures (>2000 ele-
ments). At the same time, the impact of coupling becomes
more apparent as the number of array elements decreases. In
particular, it has been observed on the IFT synthesis results
that SLLs lower than −45 dB cannot be realized for arrays
comprising less than 500 elements if mutual coupling effects
are neglected [34].

2.2. Iterative Matrix Inversion Approach for Array Factor
Pattern Synthesis. Another iterative approach for linear
array pattern synthesis was proposed in Ref. [41]. 'is
approach is similar to the IFT method with respect to the
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following factors: (i) iterative computation of the AF pattern
from the currently available excitation coefficients, (ii)
adapting the computed AF to the required sidelobe mask
leaving the far-field samples of the main lobe intact, and (iii)
computing the updated excitation taper from the adapted
(corrected) AF. A flow diagram of this approach is presented
in Figure 5. Contrary to the IFT technique, the approach in
Ref. [41] uses information regarding sidelobe peaks, in-
cluding their angular locations and alternating signs.

'e angular locations of the sidelobe peaks are determined
and updated iteratively, and then used for computing the
excitation taper by solving a suitable system of linear algebraic
equations. Such linear system can be solved bymeans ofmatrix
inversion as described in Ref. [41]. 'is procedure has been
applied to the synthesis of sum patterns of equally spaced
centrosymmetric linear arrays comprising up to 38 elements;
only a few iterations were needed to achieve the targeted SLLs.

As shown in Ref. [41], the number of pattern maxima should
match the number of elements in the array. In general, such
matching requires numerical experiments to adjust the spacing
and/or the number of elements. 'e same approach has been
demonstrated for the synthesis of equally rippled sidelobe
patterns relevant to nonuniformly spaced scanning linear ar-
rays; a representative example with 15 elements spanning seven
wavelengths is reported in Ref. [42].

'e approach in Refs. [41, 42], wherein the iterative
procedure is performed through the inversion of a square
system matrix, can serve as an effective solution for the
synthesis problem, as highlighted in Ref. [43]. In the latter,
however, pattern syntheses with complex-valued far-field
samples and with far-field samples specified only in mag-
nitude were considered as least square sense solutions for
over-determined systems, i.e., when the number of far-field
samples is larger than the number of array elements. In
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numerical examples of both synthesis cases in Ref. [43], the
far-field samples were defined only over the angular
quadrant that covered the main lobe.
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Table 1: 'e IFT synthesis method: applications and selected features.

Array aperture Pattern Elements/
size Synthesis Variables Work

Linear Sum 8 1 desired direction + 6 discrete deep
nulls NA [22]

Linear Shaped Tx
Shaped Rx 48 Main lobe shape, sector SLLs≤−33 dB,

−50 dB

Phases in Tx, phases and
amplitudes in Rx, 5-bit control

for both
[23]

Circularly shaped with
triangular lattice Sum 5797 ≤−71 dB SLL, Chebyshev sidelobes Unconstrained amplitudes [25]

Circularly shaped with
triangular lattice Sum 5797 Five level SLLs, −40 dB to −80 dB Unconstrained amplitudes [25]

Circularly shaped with
square lattice Sum 3413 'ree level SLLs with four rectangular

nulling sectors Unconstrained amplitudes [25]

Elliptically shaped with
triangular lattice

Azimuth
difference 5509 ≤−71 dB SLL, mostly Chebyshev

sidelobes Unconstrained amplitudes [25]

Circularly shaped with
triangular lattice

Sum,
Azimuth
difference

5800
−51 dB SLL sum pattern, −48 dB SLL
difference pattern, pattern recovery
with 5, 10, and 30% failed elements

Constrained amplitudes, 8-bit
quantization [27]

Linear, thinned
symmetrically and
asymmetrically

Sum 200
SLL minimization with different fill
factors (FL), e.g., −24.8 dB SLL

achieved with 10,000 trials for 77% FL
On/off element states [28]

'inned circularly
shaped 0.5-λ-spaced Sum 7788, 9386 SLL minimization with 30% and 40%

FL On/off element states [29]

'inned circularly
shaped 0.5-λ-spaced Sum 25, 50, 100,

and 133.3 λ
SLL minimization over the entire

(u, v)-cell

10 dB range continuous
amplitudes for ON elements,
15 dB amplitudes with nulling

[30]

'inned circularly
shaped 0.5-λ-spaced

Azimuth
difference

25, 50, 100,
and 133.3 λ

SLL minimization over the entire
(u, v)-cell

20B range continuous
amplitudes for ON elements [30]

Linear Sum 31, 61, 100,
200

SLL minimization with phase
randomization

Phases with 3-to-8 bit
resolutions [33]

Linear Sum,
difference 40, 120 SLL minimization with amplitude

randomization
20 dB amplitude range with,

4,5,6-bit resolutions [33]
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It is worth noting that the described iterative methods
are based on the AF and are not suitable for antenna array
syntheses that are associated with additional radiation
pattern requirements, such as those relevant to maximal
directivity and polarization characteristics. Furthermore,
these methods do not account for the nonidentical far-fields
of array-embedded elements.

2.3. Array Pattern Synthesis Using Gradient-Based
Optimization. 'e use of population-based algorithms such
as genetic algorithms (GAs) and particle swarm optimizers
(PSOs) for antenna array synthesis is usually justified by the
presence of multiple local optima of the objective function
(which, in turn, is related to the AF) over the design space. In
such scenarios, gradient-based algorithms are typically
considered to be useful for optimization in the vicinity of
nominal design. At the same time, numerical examples have
demonstrated that array pattern synthesis, when formulated
as an optimization problem, does not benefit from the use of
population-based algorithms in handling AF-based objec-
tive functions. As opposed to contemporary practices, it has
been found that array pattern synthesis through gradient-
based optimization, combined with a smart random search,
provides similar results as compared to population-based
techniques, while offering a definitive advantage from a
computational standpoint [44–46].

To improve the computational effectiveness of gradient-
based optimization and avoid trapping in local minima, it is
advisable to (i) utilize analytical derivatives of the objective
function, wherever available and (ii) to introduce a rea-
sonable degree of randomness in the solution process.

Analytical expressions can be easily derived for the AF
pattern and directivity functions, by using equation (2.30) in
[44] for linear array directivity. 'e smart random search
[45] linearly combines a randomly generated point xrand
with the current best design xbest such that the search
procedure is biased towards the global best design as the
iteration count i gets closer to the maximum number of
iterations imax allowed for the random search stage [44]:

x(i+1)
� λ(i)xrand + 1 − λ(i)

􏼐 􏼑xbest, (3)

where the scalar λ(i) is forced to decay with the iterations, for
example, λ(i) � 1−i/imax. Formula (3) was established em-
pirically. Its numerical efficiency for array syntheses has
been validated through the heuristic approach described
below.

Numerical studies have been conducted on different
end-fire linear arrays with N� 10, 20, and 40 radiating el-
ements using the corresponding Hansen–Woodyard (H-W)
designs as the initial solution proxies [47]. 'e standard
sequential quadratic programming (SQP) algorithm,
implemented in the MATLAB fminimax routine, was the
main optimization engine [48]. For each case, the array
synthesis was completed after only a few hundred objective
function evaluations, instead of thousand iterations, which is
typically required by population-basedmethods such as GAs
or PSOs. 'e design cases presented in Refs. [44, 45] were
aimed at achieving the following goals:

SLL reduction and AF directivity maximization with
uniform interelement separation and progressive phase
shift as variables

SLL reduction with variable element-specific progres-
sive phase shifts (i.e., with N-1 variables)

SLL reduction with nonuniform element spacing and
element-specific progressive phase shifts (i.e., with 2N-
2 variables)
SLL reduction with an additional 20 dB suppression
over the first sidelobe sector of the H-W design
combined with constrained nonuniform element sep-
aration and element-specific progressive phase shifts

It is worth noting that the random search stage was
necessary for cases with 20 and 40 element arrays wherein
element separations and phase shifts were used as variables.
In other cases, a direct gradient optimization was sufficient.

'e efficiency of the discussed approach has also been
illustrated with two synthesis examples of a boresight linear
array, one featuring a sum pattern with additional deep
nulling sectors, and another featuring a low-sidelobe sym-
metrical sector-beam pattern in Refs. [44, 46]. In these
examples, the array patterns were synthesized using the same
number of array elements, the same number of design
variables, and the same pattern masks as in the synthesis
examples tackled in ref. [49] using Taguchi’s method. It
should be noted that in the case of the low-sidelobe sum
pattern with additional nulling sectors, the gradient-based
search technique combined with analytical derivatives
[44, 46] yielded the final result after only 300 cost function
evaluations without the need of resorting to a random
search. Furthermore, the array pattern synthesized using the
gradient-based search, shown in Figure 6(a), significantly
outperforms the pattern obtained through Taguchi’s method
(Figure 3 in [49]) in terms of both peak SLL (PSLL) and
nulling sector depth.

For symmetrical sector-beam pattern synthesis, the
gradient-based search combined with the analytical deriv-
atives of the cost function yielded an optimal solution with a
−28.7 dB PSLL after 1500 cost function calls, as shown in
Figure 6(b), while the Taguchi’s method produced a pattern
featuring a −25 dB PSLL (see Figure 6 in [49]) after 4920 cost
function calls. 'e first 1000 cost function calls (out of 1500)
in the gradient-based synthesis of the sector-beam pattern in
Refs. [44, 46] were invested on the smart random search
stage. 'e same sector-beam pattern problem was synthe-
sized using a particle swarm optimizer [50], where a solution
with characteristics similar to the solution generated using
Taguchi’s method was obtained after 16000 cost function
calls.

'e gradient-based optimization was used along with
analytical derivatives and smart random search (where
necessary), also for array synthesis that included array ra-
diators with different far-field and S-parameter character-
istics. In such situations (usually when the number of array
elements is smaller than 500), full-wave EM simulation tools
should not only be used for verification of the final results
but also for the main steps in the design process. At the same
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time, a gradient-based optimizer can efficiently be used to
adjust AF-based models during the prototyping stage
[44, 51, 52], e.g., as depicted in the flowchart of Fig-
ure 10.17 in Ref. [44] or Figure 4 in Ref. [51]. In addition,
gradient-based search methods have been used in the
simulation-based design of low-sidelobe arrays for the
following tasks [53]:

To find the corporate feed architecture and constrained
power-split ratios of the feed junctions (see Step 2 in
Figure 7)
To optimize the EM-based response-surface model
(smooth kriging surrogate) of array feed junctions,
using the Matlab fmincon routine [48] (see Step 5 in
Figure 7)
To fix the SLL degradation due to coupling and in-
teractions within the feed connected to the array ap-
erture (see Step 9 in Figure 7)

It is worth noting that the gradient-based routines can
not only successfully optimize smooth surrogate models, as
depicted in Figure 7, but also optimize the original high-
fidelity models (configured from accurately simulated far-
fields [54]), e.g., the models of planar apertures depicted in
Figure 8, which require higher computational costs, mostly
due to the acquisition of accurate far-field characteristics.

3. Deterministic Array Pattern Syntheses with
Nonperiodically Distributed
Antenna Elements

3.1. Synthesis Based on the Auxiliary Array Pattern (AAP).
'e design of sparse antenna arrays is receiving huge
attention mainly thanks to meaningful advantages such as
a reduced number of antenna elements, reduced weight,
and complexity of feeding networks, as well as a larger
average interelement separation which alleviates thermal

and parasitic EM-coupling effects. In addition, properly
synthesized arrays with aperiodic element separations
produce no main lobe replicas in the visible space, even
while scanning. Nonperiodic architectures can also mit-
igate cost-related issues for conformal antenna arrays,
which offer compelling advantages in terms of electronic
beam scanning, visual unobtrusiveness, and noninter-
ference with the aerodynamic characteristics of the host
body (e.g., aircraft, satellites, and different categories of
terrestrial vehicles). 'e design of conformal arrays,
however, poses additional challenges compared with
planar topologies. It should be noted that the adoption of
population-based techniques for the synthesis of sparse
arrays with nonperiodically distributed radiators in
problems with a significant number of unknowns usually
results in very large synthesis times. In this context, de-
terministic methods are preferable.

A method based on the concept of the auxiliary array
pattern (AAP) function was developed to analytically de-
termine the optimal element density and excitation tapering
distributions to mimic a given radiation pattern [55–57].
'us, the array sparseness can be conveniently tuned tomeet
the design requirements in terms of minimum separation
between different antenna elements and maximal array
aperture size. 'is approach does not require optimization
or iterative procedures to perform the synthesis, thus re-
ducing the design time.

'e AAP approach has been elaborated further to handle
conformal array apertures [58, 59] subject to different pattern
masks and structure constraints, similar to those illustrated in
Figures 9–12. It has been proven that this procedure allows for
complex synthesis problems, subject to specific requirements
associatedwith patternmagnitude and phasemasks,maximum
aperture size, minimum interelement spacing, or maximum
number of power levels to be operated in the beam-forming
network. 'ese requirements need to be addressed in a
straightforward and computationally inexpensive manner [59].
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Figure 6: Examples of AF patterns synthesized using a gradient-based optimizer enhanced with analytical derivatives and smart random
search [44, 46]: (a) sum pattern; (b) sector-beam pattern.
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3.2. Synthesis Using the Array Dilation Technique (ADT).
'e Array Dilation Technique (ADT) is another deter-
ministic approach which has been recently proposed in ref.
[60]. At a conceptual level of description, the ADTstretches a
linear array in analogy to an elastic strip, thus leading to
aperiodicity and sparsity in the linear array lattice. As
presented, the ADT handles isophoric symmetric linear
arrays, namely, centrosymmetric arrays with uniform ex-
citation. 'us, it does not rely on any excitation tapering;

instead, it modifies the interelement spacings in a uniformly
fed array with an originally uniform lattice. 'e ADT
achieves comparatively lower SLLs for optimal thinning
levels [61] as compared to previously published approaches
[60]. 'e ADT is a noniterative method that can be used to
determine the nonuniform separations between array ele-
ments so as to yield the lowest possible SLL for a particular
partitioning and impose constraints on the interelement
spacing. 'e ADI dilates the linear array lattice according to
Ref. [58]:

dn � d0 1 +
αJ

Nt

(|n| − 1)􏼨 􏼩, (4)

where d0 is the initial element separation, Nt is the total
number of elements in the modified lattice, the index n runs
over half of the element separations, and αJ is the dilation
parameter in a given partitioning, such that the element
separation dn in that particular lattice part varies from d0 to
αJ d0. In Ref. [60], αJ took values from {0, 1, 2, 3, 4}.

'e value for the innermost element separation (one
separation for the even number of elements and two sepa-
rations for the odd number) was set to d0 in the numerical
studies. Array lattice geometries corresponding to different
combinations of dilation parameter values were enumerated
for a given number of array elements and the initial (in-
nermost) separation d0 (both representing the original lat-
tice). Each lattice geometry was characterized by AF
directivity, HPBW, SLL, PSLL, average SLL, first sidelobe
intensity, and average element separation. In particular, AF
directivity was assessed using analytical expressions [62].
Several case studies have demonstrated that ADTcan be used
for syntheses of isophoric linear array lattices with minimal
possible SLLs. 'e array geometry with the lowest peak SLL is
identified among the enumerated array geometries [60]. 'e
range of the direction cosines (see equation (2)), over which
the enumerated array SLLs were evaluated, was not specified
in Ref. [60].

'e various test cases included the following:

Low-SLL synthesis with 17, 37, and 2000 elements
subject to no constraints on the array length and
starting from a half-wavelength-spaced lattice
Low-SLL synthesis with 17, 37, and 2000 elements and
fixed array lengths starting from a half-wavelength-
spaced lattice
Synthesis for grating lobe suppression with 37 elements
starting from a wavelength-spaced lattice

A comparison of the ADT-synthesized linear arrays with
respect to PSLL and other performance characteristics
(where available) was given, and results were obtained using
several other methods [60], where the ADT-synthesized
arrays demonstrated similar or even better characteristics.
Selected ADT-synthesized lattices were implemented and
simulated as array apertures comprising cavity-backed
microstrip patch antennas; their scan performance has also
been demonstrated experimentally. A noticeable feature of
ADT-synthesized linear arrays is that, although their
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Figure 7: Process diagram of a surrogate-assisted design of low-
sidelobe linear arrays inclusive of corporate feeding network [53].
PS stands for the feed junction split ratio, |Γ| denotes the general
reflection coefficient at the junction input, a stands for the exci-
tation taper, and f0 is the working frequency.'e AF is used at Steps
2 and 9. A more general realization of the design process can search
for and implement a new optimal architecture after Step 9.
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scanned AF patterns show a definite degradation of the
PSLL, wide angular sectors with low SLL persist next to the
main lobe, as illustrated in Figure 13.

4. Phased Array Pattern Synthesis with
Nonidentical Array Element Far Fields

It can be inferred from recent scientific publications on the
development of phased antenna arrays for 5G applications
[63–76] that array pattern synthesis requires the selection or
evaluation of the following parameters and characteristics
for the initialization of the synthesis procedure: the number
of array elements, the aperture size, the separation between
array elements (cell size), the array aperture lattice, as well as
the detailed design of the individual array element including
the relevant stack-up, polarization (single or dual per

element), and spatial orientation along the radiating aper-
ture. Such settings are aimed at system-level specifications
and account for the adopted (or designed) beamforming
integrated circuit (BFIC) solution and the host printed
circuit board (PCB) manufacturing technology (including
dimensional restrictions defined by the PCB design rules). In
the context of array pattern synthesis, the adopted BFIC
delivers a certain gain range, amplitude, and phase-control
resolutions and errors in Tx and Rx mode. 'e design of
Wilkinson’s divider/combiner networks typically stays out
of the scope of radiation pattern synthesis in the case of
active phased arrays with fully RF beamforming chips.

In a phased-array development process, pattern synthesis
serves as an effective means to fill a reliable and operation-
mode-specific scan table to meet the required design speci-
fications concerning several factors, such as effective isotropic
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Figure 8: Planar array apertures comprising 100 linearly polarized microstrip patch antennas: (a) Cartesian grid; (b) triangular grid. Phase-
only syntheses for reduced SLLs were performed using EM-simulated models in Ref. [54].
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radiated power (EIRP), polarization purity, cross-polarization
interference and discrimination, scan range, scan loss, and
active reflection coefficients. Note that, wherein the array
aperture dimensions are fixed, the excitation tapers appear to
be the only essential degrees of freedom in the synthesis
procedure. While 5G base stations operating at sub-cm and
mm-wave frequencies are likely to require 64 to 256 (or more)
radiating elements per array aperture so as to achieve the
desired peak EIRP level, 5G customer premise equipment
(CPE) operating at sub-cm and mm-wave frequencies is
expected to rely on phased arrays with approximately 8 to 32
radiating elements. 'us, the differences in terms of em-
bedded element far-field characteristics can be significant and
should be properly accounted for.

In such circumstances, a reusable accurate EMmodel for
phased array synthesis, illustrated in Figures 14 and 15, can
be implemented on the basis of the superposition principle,
through a complex-valued vectorial summation over all the
array aperture inputs:

E(r) � 􏽘
n

anEn(r), (5)

where the summation index n runs over the antenna ele-
ments in the case of single-polarization radiators and over
the antenna input ports in the case of radiators supporting
dual, supposedly orthogonal, polarizations.

In (5), E stands for the total electric field; En stands for
the EM-simulated (or measured) electric fields due to the
separate excitation of the input port n at the relevant BFIC
TX-output/RX-input pin, and an is the complex wave ex-
citing the n-th port, namely, the n-th entry of the excitation
taper, at the frequency of operation f0. Note that the field
terms En in (4) are evaluated in the same coordinate ref-
erence system (a default option of the state-of-the-art EM
simulation environments) such that the phase correction
associated with the radiator location is directly embedded in
En. It should also be noted that the radial vector r is defined,

for all the En, starting from the origin of the adopted co-
ordinate system.

'erefore, the summation in (5) allows quantifying the
field-related characteristics at the working frequency f0 at
any point r in space, including the near-field region. In the
far-field region, it is convenient to cast (5) in the following
form:

E(θ, ϕ) � 􏽘
n

anEn(θ, ϕ), (6)

where the distance r is regarded as a parameter. In practice, r
is set equal to a certain value (i.e., r� 1m) during the post-
processing of the EM-simulated data for the evaluation of
the general far-field quantity En.

Moreover, state-of-the-art simulation environments
also allow for the embedded far-field distributions to be
computed by referring to an element-specific (local) co-
ordinate system, such that the phase terms associated with
the element locations across the aperture can be evaluated
as

E(θ, ϕ) � 􏽘
n

anEn(θ, ϕ)e
jk·Rn , (7)

where the wave propagation vector k � k [u, v]T incor-
porates the direction cosines, Rn denotes the location of
the n-th element along the array aperture, and the
complex far-field term E/

n is computed referring to the
location of the n-th element parametrized through the
shift vector Rn.

Equation (7) can be simplified into AF with the as-
sumption of identical far fields En, by moving the far fields
out of the sum. On the other hand, an accurate modeling of
the electromagnetic field characteristics of phased arrays is
only possible using (5)–(7). Such EM-based modeling is
necessary to reliably quantify cross-polarization interfer-
ence/discrimination, especially for apertures that simulta-
neously generate beams with orthogonal polarization
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characteristics. Note that the element-specific amplitude and
phase behavior of E/n(θ, ϕ) is preserved in (5)–(7) to the full
extent, whereas some information is lost in the AF-based
modeling. For planar array apertures, (7) can be rewritten as

E(u, v) � 􏽘
n

anEn(u, v)e
jk xnu+ynv( ). (8)

Although the element far-field terms En are not known
over the entire (u, v)-space, their analytical continuation into
the invisible space allows using (8) to evaluate the total far-
field distribution over the entire space, thereby enabling the
analysis of the array scanning performance.

Another important aspect in phased-array pattern
synthesis is that the total far-field representation based on
(5)–(8) is an accurate reusable model with well-defined

analytical derivatives with respect to the excitation taper
entries (that constitute the available degrees of freedom for
the synthesis problem). 'e cost associated with the ac-
quisition of such EM model equals the product of the total
number of input ports and the simulation time of the array
with aperture [51, 52, 54]. 'us, minimax routines enhanced
with analytical derivatives similar to those in Ref. [48], and
combined with the smart random search, are well suited for
phased array synthesis for SLL minimization, pattern nul-
ling, cross-polarization minimization, and polarization in-
terference minimization. Syntheses of planar and linear
apertures based on this methodology have been conducted
and described in Refs. [54, 77], respectively. A few selective
results are shown in Figures 16 and 17. A surrogate-based
modeling was used in Refs. [51, 52, 54, 77] so as to reduce the
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Figure 15: Simplified diagram of a low-cost PCB stack-up for 5G phased antenna arrays.

(a) (b)

0 45 90 135 180
θ [deg]

0 45 90 135 180
θ [deg]

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10
0 45 90 135 180

θ [deg]
0 45 90 135 180

θ [deg]

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

0 45 90 135 180
θ [deg]

0 45 90 135 180
θ [deg]

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10
0 45 90 135 180

θ [deg]
0 45 90 135 180

θ [deg]

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

0 45 90 135 180
θ [deg]

0 45 90 135 180
θ [deg]

Re
lat

iv
e p

ow
er

 [d
B]

0

-5

-10

Re
lat

iv
e p

ow
er

 [d
B]

0

-5

-10
0 45 90 135 180

θ [deg]
0 45 90 135 180

θ [deg]

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

Re
la

tiv
e p

ow
er

 [d
B]

0

-5

-10

0 45 90 135 180
θ [deg]

0 45 90 135 180
θ [deg]

Re
lat

iv
e p

ow
er

 [d
B]

0

-5

-10

Re
lat

iv
e p

ow
er

 [d
B]

0

-5

-10
0 45 90 135 180

Re
lat

iv
e p

ow
er

 [d
B]

θ [deg]
0 45 90 135 180

θ [deg]

0

-5

-10

Re
lat

iv
e p

ow
er

 [d
B]

0

-5

-10

(c)

Figure 16: Antenna array operating at 10GHz [77]: (a) front view; (b) back view; (c) measured (. . .) and simulated (▬) aperture-embedded-
element E-plane patterns.'emeasured and simulated radiation patterns are normalized, respectively, to themaximalmeasured and simulated
values. 'e patterns are displayed from top to bottom as follows: 1 and 16 (outermost elements), 2 and 15,. . ., 7 and 8 (central elements).
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Figure 17: Selected radiation patterns at 10GHz of the array shown in Figure 16 as obtained by phase-only synthesis [77]: (a) E-plane
boresight array pattern, as simulated (-) and measured (); (b) E-plane array pattern scanned to 40 degrees, as simulated (-) and measured ();
(c) SLL versus scan angle based on the synthesized scan-specific phase tapers (──), with the phase taper optimized for boresight radiation (─
─), with uniform taper (▪▪▪); (d) realized gain scan loss with the synthesized scan-specific phase tapers (──), with the phase taper optimized
for boresight radiation (─ ─), with uniform taper (▪▪▪).

Table 2: Alternative methods for phased antenna array synthesis: a qualitative comparison.

Method Handleable array sizes
(elements) Modeling fidelity Comp. speed,

realizability

Automation suitability
as

demonstrated∗

IFT/IFFT Very large (thousands) AF Very fast (FFT-based),
yes High

Matrix inversion Medium (dozens) AF Moderate, yes Low-to-medium
Gradient-based with smart
search Up to large (hundreds) AF, Vectorial

EM∗∗∗ Moderate-to-fast∗∗, yes Medium-to-high

Deterministic AAP-based Up to very large (thousands) AF Fast Medium-to-high

Deterministic ADT-based Up to very large (thousands) AF Fast yet with
enumeration Medium

∗Suitability for automation within the phased array development process. ∗∗ Fast with analytical derivatives, and very fast for EM-level of description if
enhanced by surrogate-based optimization. ∗∗∗ As well as circuit scattering signals (e.g., active reflection coefficients).

Table 3: 'e matrix inversion synthesis method: applications and features.

Array
aperture Pattern Elements/size Synthesis Variables Work

Linear

Symmetric sum, unsymmetric
sum,

two beams, monotonically
decaying sidelobes

10, 18, 28,
38, 15

Chebyshev SLLs, −20 and
−40 dB two side SLLs and

alternating SLLs with uniform and
nonuniform separation

Unconstrained
amplitudes and

phases
[41, 42]

Table 4: Gradient-based optimization synthesis: selected applications and features.

Array aperture Pattern Elements/size Synthesis Variables Work

Linear End-fire 10, 20, 40

AF-based SLL minimization
AF-based SLL minimization with

directivity maximization
AF-based SLL minimization with nulling

Constrained element separations,
amplitudes, and phases [44, 45]
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Table 5: AAP-based deterministic synthesis method: applications and features.

Array aperture Pattern Elements/
size Synthesis Variables Work

Linear sparse flat Sum 24 Equally rippled reduced
SLL Constrained element separations [56]

Sparse planar Sum 1122 Reduced SLL Constrained element separations and amplitudes
(3-level control) [56]

Linear sparse
conformal

Symmetric
sum

Sector beam

28
30

Magnitude and phase
pattern

Isolux illumination

Constrained separations, amplitudes (4-level-
control), and phases [59]

Table 6: ADT-based deterministic synthesis method: applications and features.

Array
aperture Pattern Elements/

size Synthesis Variables Work

Linear
sparse Sum 17, 37, 2000 Minimal SLL with unconstrained and

constrained array length
Dilated element separations, unconstrained

and constrained [60]

Table 4: Continued.

Array aperture Pattern Elements/size Synthesis Variables Work

Linear
Sum,
Sector
beam

AF-based SLL minimization with nulling
AF-based sector beam shaping with SLL

minimization

Amplitudes and spacing;
amplitudes, phases, and spacing [44, 45]

Linear Sum 32 symmetric
AF-based SLL minimization

EM-based SLL minimization combined
with active reflection control

Constrained nonuniform element
separations, phases; constrained

element spacing, phases
[51, 52]

Linear aperture with
integrated corporate
feed

Sum 12 symmetric
Corporate feed constrained synthesis for

Chebyshev sidelobes
EM-based SLL minimization∗

Constrained power splits of the
corporate feed junctions [53]

Linear Sum 16 Scan table using EM-based SLL
minimization∗ at scanning Phase tapers [77]

Planar with square
and skewed lattices Sum 16

100

EM-based SLL minimization∗ combined
with control of peak realized gain and

active reflection coefficients
EM-based SLL minimization∗ combined

with control of active reflections

Constrained amplitudes and
phases [54]

∗Within surrogate-based techniques for computational speed-up of pattern syntheses.

Phased array
structural model with

fixed dimensions
EM solver

Phased array AF-based model:
E (u,v) = Ee (u,v)AF (u,v)

Synthesis

Result

Tx/Rx-polarization-specific scan table

Optimizer

Pattern masks

Taper constraints

{En}N

{aK}

Ee

fEM (a) fAF (a)

Phased array EM model:

E (u,v) = anEn (u,v)
N

n=1

Figure 18: Simplified diagramof a phased antenna array pattern synthesis with nonidentical far-field responses of the embedded radiating elements.
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computational cost of the synthesis procedure in the part
relevant to the acquisition of the element-specific far-field
distributions En.

'e polarization-specific EIRP patterns and peak values,
with any complex taper applied to the radiating aperture, are
readily available for evaluation and/or synthesis purposes at
the EM level of description through any form of (4)–(7) with

EIRP(θ, ϕ)l[dBm] � pe,max[dBm] + 20 log10 l · E(θ, ϕ)t

V

m
􏼔 􏼕

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
− 14.77, (9)

where pe,max stands for the available power maximum at the
BFIC TX outputs (depicted with the BFIC solder balls in
Figure 15). 'e subscript t which denotes the total electric
field indicates the evaluation with a complex taper normalized
to its maximal amplitude, and the subscript l and unit vector l
both refer to a particular polarization of the total far-field.

'e insertion losses associated with transmission lines
and transitions integrated in the array beamforming net-
work are included in (9) if the ports in the EM-simulated
model are defined at the BFIC TX outputs. In the case of
uniform excitation, following a number of assumptions
(including Ee �En for all the radiators) and evaluating the
element realized gain as

Ge,max[dB] + pe[dBW] � 20 log10 Ee(r � 1m)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌max − 14.77.

(10)

Expression in (9) reduces to a well-known yet simplistic
formula that is indispensable for quick system-level calcu-
lations (see (1) in [65] or (2) in [17] or [78]).

5. Conclusions

Based on a detailed analysis and comparison of methods,
summarized in Table 2, and by considering the application
scope and features of the considered approaches listed in
Tables 1 and 3–6, it can be concluded that the IFT method
suits the development of large linear and planar phased array
apertures, with a sufficient AF description. 'e matrix in-
version method is suitable for fast array prototyping because
it relies on user decisions (or needs intelligent routines) to
address the synthesis problem while tracking the locations of
the sidelobe peaks at each iteration. 'e deterministic
methods are inexpensive and versatile, and they are capable
of synthesizing aperiodic (using AAP and ADT methods)
and conformal (using AAP method) array grids. 'e AAP
method accounts for the angular dependence of the element
pattern; however, it does not account for nonidentical far-
fields of the array elements. In the development of active
phased arrays for 5G applications where EM-simulation-
based description is necessary, the far-field synthesis
through gradient-based optimization combined with a smart
random search can be used. 'e need for EM simulation is
dictated by the nonidentical far-fields of the embedded array
elements, different polarization characteristics, or both (as a
part of the process relevant to the pattern synthesis depicted
in Figure 18). Furthermore, this method has a higher effi-
ciency as compared to population-based optimizers. In
addition, the surrogate-based methodology can significantly

reduce the overall cost of EM-based syntheses during the
acquisition of the vectorial far-field EM-based models of 5G
active phased arrays.
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