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large radio telescope antennas are required in current astronomical research and deep space communication applications. Te
wind disturbance becomes a serious problem with an increase in the size of the antennas. Based on the typical antenna model, this
work aims to design a fractional-order active disturbance rejection controller (FOADRC) for improving the accuracy of the
antenna pointingmechanism in wind disturbance. First, the fractional-order active disturbance rejection control scheme is chosen
to estimate and compensate both the wind disturbance and other uncertain mechanical dynamics. Afterwards, the relationship
between the parameters of fractional-order extended state observer and the performance of disturbance suppression and noise
immunity is revealed. Te stability of fractional-order extended state observer is proved under similar assumptions as an integer
order extended state observer. In addition, a stability region boundary calculation method is presented to simplify the parameter
setting procedure. Finally, we perform simulations to verify the superiority of FOADRC in the antenna control system under wind
disturbance. Te results demonstrate that FOADRC has a good capability of resisting wind disturbance; at the same time, it limits
the response overshoot and converges faster compared to other industrial controllers.

1. Introduction

Large radio telescopes are indispensable for studying various
phenomena, such as planet formation, black holes, and dark
energy in the universe. Green Bank Telescope is the world’s
largest fully steerable telescope (100m) that was built in
America in 2001. China also plans to build a 110m fully
steerable telescope antenna called the Qitai radio telescope
(QTT) [1, 2]. In the case of large antennas, the total pointing
error is mainly decided by the disturbance caused by winds
[3]. Te methods used for reducing the efect of disturbance
caused by winds have garnered a great deal of research
attention in the past half-century. Some of these methods
presented in the previous literature [4–7] include building
an antenna in a small valley or in a radome, enhancing the
stifness of the structure, and using mesh refector antennas.
However, all of these methods degrade the performance of
antennas.

Te control compensation is recognized as the most
appropriate method for mitigating wind disturbance. In

order to provide the groundwork for controller design,
Gawronski developed three wind models, which are con-
frmed based on the experimental results [8]. Te PI con-
trollers are widely used, but are reckoned to be undesirable
since they are unable to meet the stringent pointing re-
quirements. NASA [9] investigated the relationships be-
tween the antenna performance parameters as a function of
controller gains and applied the relationship to the NASA
Deep Space Network antennas with dish sizes of 34 or 70
meters. However, for a 65m antenna with a PI controller, the
required pointing accuracy cannot be achieved if the speed
of wind is greater than 10m/s. Terefore, implementing the
LQG algorithm yields a substantial improvement in tracking
precision, as presented in Gawronski’s study regarding the
impact of the weights of a closed-loop bandwidth antenna,
disturbance rejection properties, and antenna acceleration.
Gawronski also presented the tuning procedure of the
controller based on the coordinate selection and the weight
properties [10]. In addition, the author also designed and
analyzed an LQG controller for NASA’s Deep Space
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Network antennas and executed the new control algorithms
on an DSS-13 antenna. Te experimental results showed an
improvement in the performance of the LQG over the
existing PI controller [11]. Yu-Xuan et al. proposed an LQG
controller with Kalman optimal estimation to address the
pointing inaccuracy of the deep space antenna due to gust
disturbances [12]. For a traditional 34-m Cassegrain antenna
servo system, Hu et al. designed an LQG controller with
wind-gust disturbance rejection capability by virtue of state
estimation and optimal feedback control. Te simulation
results show that the LQG controller has satisfactory results
[13]. Gawronski discussed PI, LQG, and H∞ algorithms and
their basic properties, tracking precision, and limitations of
the NASA Deep Space Network antenna-control systems.
Te obstacle to applying LQG or H∞ algorithms to antenna
control system is the acceleration limits on existing antenna
drives, i.e., the motors and gearboxes [14].

Similar to the PID algorithm, the advanced control
algorithms without an accurate model are another way to
improve the performance of the antenna control system.
Tese algorithms only require modifcations in certain
software for making them more practical and computa-
tionally efcient. Since its inception, the active distur-
bance rejection control (ADRC) [15] has been used in
various devices, such as motion control, DC-DC power
converter, chemical processes, micro-electro-mechanical
systems gyroscope, and attitude tracking of rigid space-
craft, and has achieved superior performance [16]. Te
ADRC ofers a new and inherently robust controller
building block by using an ESO to estimate both the
internal plant dynamics and external disturbances. Gao
proposed LADRC to avoid the repetitive controller tuning
process for plants that difer mainly in terms of gain and
bandwidth [17]. Qiu et al. designed LADRC for a large
deep space observatory antenna by considering the wind
load torque and other uncertain mechanical dynamics as
total disturbances and then used ESO to estimate and
compensate the total estimated disturbances. Te efec-
tiveness of the proposed approach was illustrated based on
mathematical formulations and experiments [18]. Yuan
et al. analyzed stability, rejection quality for external
disturbance, and robustness for uncertainty, as well as
noise sensitivity characteristics based on a closed-loop
transfer function and frequency response [19]. Wu et al.
improved the tuning efciency with a new method to
calculate the stability of regions based on D-partition, as
evidenced by the digital simulations and an experiment
performed using a water tank [20].

Te fractional-order control is another easy-to-deploy
technique for improving the systems involving PID algo-
rithms. It has been used in various applications since
Podlubny proposed fractional PID controllers in 1994 [21].
It not only benefts automatic voltage regulation, permanent
magnet synchronous motor speed servo systems, small
fxed-wing unmanned aerial vehicle, and dc-motor with
elastic shaft but also helps the designers to achieve robust
performance in fexible spacecraft attitude control [22]. Te
stability of a certain class of fractional-order linear and
nonlinear systems is investigated in [23]. Hamamci

presented a method to stabilize a given fractional-order
system with time delay using the D-decomposition method.
Tis algorithm is simple and has reliable result illustrated by
an example [24]. Li proposed generalized Mittag–Lefer
stability and studied the stability of fractional-order non-
linear dynamic systems using the Lyapunov direct method
[25]. Chen et al. presented a fractional-order active dis-
turbance rejection control with a fractional-order extended
state observer for the permanent magnet synchronousmotor
speed servo system. Te simulations and experiments show
that the proposed FOADRC performs better as compared to
the integer order ADRC and FOPI controller [26]. Li et al.
proposed a fractional active disturbance rejection control
scheme by generalizing the traditional extended states’
observer to a fractional-order extended states’ observer.
Simulation results by the fractional active disturbance re-
jection control and ADRC on the typical fractional-order
system are compared to demonstrate the superiority and
efectiveness of the proposed scheme [27]. Sheikh et al.
propose a novel fractional active disturbance rejection
controller for the combined operation of load frequency
control and automatic voltage regulator of a hybrid power
system.Te robustness of the controller gains is tested under
diferent system parameter changes from their nominal
values. Results show that the developed controller operates
encouragingly with reference to system stability, rapidity,
and accuracy in comparison to testifed control strategies
available in [28].

In this work, the fractional-order control integrated with
active disturbance rejection control is designed for achieving
high pointing accuracy in case of large radio telescope an-
tennas under wind disturbances. Te main contributions of
this work are summarized:

(1) Te application of fractional-order active distur-
bance rejection control for large radio telescope
antennas under wind disturbances. Te core is to
consider the wind disturbance and the diference
between the antenna model and the standard model
as the total disturbance, so as to estimate and
compensate the total disturbance using FOADRC.

(2) Te stability of FOESO is proved by using the
Lyapunov method. Te rejection quality of external
disturbance and noise sensitivity characteristics of
FOADRC is studied.

(3) Te stability region of FOADRC is determined by
D-composition. Te FOADRC controller for 25m
antenna is designed, and its efectiveness is verifed
based on simulations.

Te rest of the study is organized as follows.
Te models of the antenna control system and wind

disturbance are presented in Section 2. FOADRC for an-
tenna is presented in Section 3. Section 4 presents the
rigorous proof of stability of FOESO. In addition, the efect
of parameters on FOESO performance is also analyzed in
this section. Section 5 analyzes stability of FOADRC along
with a detailed computation approach for the stability region
as well as results. Section 6 conducts an efectiveness test of
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the designed FOADRC controller based on numerical
simulations. Section 7 concludes this work.

2. Modeling of Antennas andWindDisturbance

Te modeling of antennas and wind disturbance are
explained in the following sections.

2.1. Large Antenna Precision Servo Control System. Te an-
tenna control system includes an antenna structure, motor,
reducer, amplifers, current sensor, tachometer, encoder,
and controllers. As shown in Figure 1, the mechanical
equations of the antenna control system consist of three
parts, namely, the loop voltage equation of motor, torque
balance of the motor and reducer, and torque balance of
reducer and antenna structure.

Te mechanical equations of the antenna control system
are expressed as follows:

Ua � e + RaIa + La

dIa

dt
,

e � Ke
_θm,

2KmIa �
1
N

ML + 2Jm
€θm,

Ja
€θa � 2Kg

1
N
θm − θa􏼒 􏼓,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where Ua, Ra, La, Ia denote the voltage, resistance, induc-
tance, and current of the armature, respectively, e denotes
the back electromotive force, Ke denotes the back electro-
motive force constant, Jm, Ja represent the motor inertia and
antenna inertia, respectively, θm and θa represent the angular
positions of the motor and the antenna shaft, Km denotes the
motor torque constant,Kg denotes the equivalent stifness of
the output shaft of a single-chain gearbox and the antenna
shaft, N denotes the gearbox turn ratio, and ML denotes the

mechanical load torque on the dish. Te traditional three-
loop control strategy is presented in Figure 2. Please note
that the controllers for speed and current loops are PI
controllers. It is difcult to change these controllers because
they are integrated with analog circuits. Te position loop
controller can be easily modifed as its operations are
software based. Te plant of the position controller is
represented by the blue region in Figure 2.

Te position loop transfer function of the 35-m antenna
presented in [29] is expressed as follows:

G(s) �
θa

Ug

�
19.712s + 111.736

s
5

+ 6.54s
4

+ 151s
3

+ 580s
2

+ 1370s
, (2)

where θa denotes the angular position of the antenna and Ug

denotes the position control voltage.

2.2.WindDisturbanceModels. It is well known that the wind
is the main source of antenna disturbance. It disturbs the
antenna structure and causes pointing errors. Te velocity of
the wind gust is regarded as the input.Te gust component is
a random process with zero mean and a spectrum called
Davenport spectrum. Te Davenport spectrum is mathe-
matically expressed as follows:

Sv(ω) � 4800vmk
βω

1 + β2ω2
􏼐 􏼑

4/3 ,

β �
600
πvm

,

k �
1

2.5 ln z/z0( 􏼁􏼂 􏼃
2 ,

(3)

where vm denotes the mean velocity, z denotes the distance
between the antenna refector center and the ground, and z0
denotes the height of the terrain roughness. In the simu-
lations, a fourth-order flter named the Davenport flter is
used to approximate the Davenport spectrum as

H(s) �
3.9021s

3
+ 230.1426s

2
− 686.3151s + 3.4197

0.331s
4

+ 38.2997s
3

+ 224.7118s
2

+ 22.7788s + 0.3538
. (4)

Te approximate efect of the Davenport flter is presented
in Figure 3. It has very small errors in the target frequency band.
Te wind-gust torque is mathematically expressed as follows:

Mω � ktΔv0,

Δv0 �
Δv
αvm

,

kt �
ctαpαπD

3
v
2
m

2N
,

α �
��
6k

√
,

(5)

where ct denotes the torque coefcient, ap denotes
the static air density, and D denotes the diameter of
antenna. For a wind with a velocity of 8.94 m/s,
kt � 23553.4849m2/s2.

Te torque is fltered by using a flter F that outputs a
velocity, which is added to the velocity input of the antenna:

F(s) �
s

kd

, (6)

where kd denotes the drive gain. For this antenna, the drive
gain is kd � 1.1 × 108Nms/ deg. Te fnal wind velocity is
presented in Figure 4.
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3. Fractional-Order Active Disturbance
Rejection Position Control
Design for Antenna

Te fractional-order active disturbance rejection position
control design for antenna is explained in the following
sections.

3.1. Preliminaries of Fractional Calculus and Fractional
Control. Te fractional-order calculus plays an important
role in many complex scientifc problems. In this section, we
introduce the defnitions and properties of fractional-order
control used in this work.

Te uniform formula of a fractional integral with
α ∈ (0, 1) is defned as follows [30]:

aD
− a
t f(t) �

1
Γ(α)

􏽚
t

a

f(τ)

(t − τ)
1− α, (7)

where f(t) denotes an arbitrary integrable function, α de-
notes the integral order, a and t denote the lower and upper
limits of the fractional-order integral, respectively, and Γ(·)

denotes the Gamma function. For an arbitrary real number
p, the Riemann–Liouville and Caputo fractional derivatives
are defned as follows [30]:

aD
p
t f(t) �

d
[p]+1

d

t
[p]+1 aD

− ([p]− p+1)
t f(t)􏽨 􏽩, (8)

C
a D

p
t f(t) � aD

− ([p]− p+1)
t

d
[p]+1

dt
[p]+1 f(t)􏼢 􏼣, (9)

where [p] denotes the integer part of p and D and cD

represent the Riemann–Liouville and Caputo fractional
derivatives, respectively.

Te Laplace transform is a very useful tool in the analysis
and design of control systems. Te Laplace transform is
performed by using the Riemann–Liouville’s mathematical
model as follows [30]:

L D
− α
t f(t)􏼂 􏼃 � s

− α
F(s),

L D
β
t f(t)􏽨 􏽩 � s

β
F(s) − 􏽘

n− 1

k�0
s

k
D

β− k− 1
t f(t)|t�0.

(10)

Eventually, the fractional-order system is established.
For a single variable system, the fractional-order transfer
function is expressed as follows [31]:

G(s) �
N(s)

D(s)
�

bns
βn + bn− 1s

βn− 1 + . + b1s
β
1 + b0s

β0

ans
αn + an− 1s

αn− 1 + . + a1s
α1 + a0s

α0

�
􏽐

n
i�0bis

βi

􏽐
n
i�0ais

αi
􏼠 􏼡,

(11)

where bi, ai, αi, βi denote the real numbers.
Generally, it is not possible to obtain the numerical

solution of fraction diferential equations based on standard
defnitions. One intuitive idea to address this problem is to
approximate numerical solution by using flters. We assume
that the expected ftting range is (ωb, ωh). Ten, the flter is
mathematically expressed as follows [32]:

Gf(s) � K 􏽙
N

k�1

s + ωk
′

s + ωk

,

ωk
′ � ωb

ωh

ωb

􏼠 􏼡

[k+N+(1− c)/2](2N+1)

,ωk � ωb

ωh

ωb

􏼠 􏼡

[k+N+(1+c)/2]/(2N+1)

, K � ωc

h.

(12)

As a most natural generalization of the exponential
function, the Mittag–Lefer function is particularly im-
portant in fractional-order system analysis. Te mathe-
matical defnition of the Mittag–Lefer function with three
parameters is [31]

E
c

α,β(z) � 􏽘
∞

k�0

(c)k

Γ(αk + β)

z
k

k!
, (13)

where α, β, c ∈ C, Re(α)> 0,Re(β) > 0,Re(c)> 0, and (c)k

is the Pochhammer symbol.

Property 1. (see [30])

aD
p
t aD

q
t f(t)( 􏼁 �

aD
p+q
t f(t) − 􏽘

n

j�1
aD

q− j
t f(t)􏽨 􏽩

t�a

(t − a)
− p− j

Γ(1 − p − j)

. (14)

Lemma 1 (see [33]). We consider the fractional nonau-
tonomous system C

t0
Dα

t x(t) � f(t, x), where f(t, x) repre-
sents the real-valued continuous function, we have

t0D
− α
t f(t, x(t))

����
����≤ t0D

− α
t ‖f(t, x(t))‖, (15)

where α≥ 0 and ‖ · ‖ denotes an arbitrary norm.

International Journal of Antennas and Propagation 5



Lemma 2 (see [25]). Let x � 0 be an equilibrium point of the
asymptotic stability of the fractional nonautonomous system
0D

α
t x(t) � f(t, x) and D ⊂ Rn be a domain containing the

origin. Let Vt, xt): [0,∞) × D⟶ R be a continuously
diferentiable function and locally Lipschitz with respect to x,
such that

α1‖x‖
a ≤V(t, x(t))≤ α2‖x‖

ab
,

D
β
t V(t, x(t))≤ − α3‖x‖

ab
,

(16)

where t≥ 0, x ∈ D, β ∈ (0, 1), α1, α2, α3, a, and b denotes the
arbitrary positive constants. Ten, x � 0 is the Mittag–Lefer
stable. If the assumptions hold globally on Rn, then x � 0 is
globally the Mittag–Lefer stable. In addition, if there exists a
constant t1, the equilibrium point x � 0 is generalized Mit-
tag–Lefer stability for t≥ t1.

3.2. Design of the Fractional-Order Active Disturbance Re-
jection Control. In this section, the fractional-order active
disturbance rejection position control scheme of position
control of antenna is presented. ADRC insightfully pro-
posed the integrator chain of the controlled variable as the
most fundamental structure for control systems, linear or
nonlinear. Moreover, it generalized the concept of dis-
turbance to the “total disturbance.” Figure 5 presents the
ADRC consists of extended state observer and controller.
Te function of the extended state observer is to expand the
total disturbance into a new state variable of the system and
then use the input and output of the system to observe all
the states including the original state variables and dis-
turbances in the system. Te controller compensates the
total disturbance to simplify the plant to a cascade integral
form, which can be easily controlled by the tracking error
and its derivative. In fact, we can use diferent linear or
nonlinear gain combinations in the ESO and the feedback
in the same ADRC structure.

First, the antenna control system is processed using
the ADRC framework. Te antenna servo control system
is a typical form of integrator cascade. Terefore, a
fractional-order active disturbance rejection controller
for a large antenna is designed based on second-order
integrator cascade form. Te diference between the
transfer function of the antenna and the second-order
integrator cascade form can be regarded as the model
uncertainty w1, the wind gust, and friction, and the
damping inertial efect from the dish can be considered as
the external disturbance w2. Te model uncertainty and
unmodeled internal and external disturbances constitute
the total disturbance. Te total disturbance can be esti-
mated and compensated based on a fractional-order ex-
tended state observer, which attenuates the adverse efects
caused by the wind.

Te antenna control system is mathematically expressed
as

€y � bu + w1 + w2. (17)

Let b0 represent the nominal value of b. Due to the
inadequacy of diferential in stability and response to high

frequency noise, a fractional-order diferential is intro-
duced to design FOESO. Now, (17) can be rewritten as
follows:

y
(2α)

� − €y + y
(2α)

+ w1 + w2 + b − b0( 􏼁u + b0u. (18)

We defne the total disturbance as f � − €y + w1 + w2 +

(b − b0)u. Ten, (18) is further simplifed as follows:

y
(2α)

� f + b0u. (19)

We defne

y � θa,

x1 � y,

x2 � y
α
,

x3 � f,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(20)

where x1 andx2 denote state variables and x3 denotes the
extended state variable. Let h � fα; then, the following state-
space representation is obtained:

x
(α)
1 � x2,

x
(α)
2 � x3 + b0u,

x
(α)
3 � h,

y � x1.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(21)

Now, FOESO is designed by combining the fractional
diferential and linear ESO. FOESO improves the observa-
tion ability and alleviates the contradiction between anti-
interference ability and antinoise ability of LESO. Te
fractional-order extended state observer is constructed as
follows:

z
(α)
1 � β1 y − z1( 􏼁 + z2,

z
(α)
2 � β2 y − z1( 􏼁 + z3 + b0u,

z
(α)
3 � β3 y − z1( 􏼁,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(22)

where β1, β2, β3 denote the observer gains of FOESO and α
denotes the observer order of FOESO, α ∈ (0, 1].

If the observer gain βi is confgured by using the
bandwidth-parameterization method, we have

β1, β2, β3􏼂 􏼃 � 3ωo, 3ω2
o,ω3

o􏽨 􏽩,ωo > 0, (23)

where ωo denotes the bandwidth of FOESO.

Reference input r

Controller
Control signal u

+

-

Plant
(including internal

disturbance)

External
disturbance

Disturbance
estimation

Output signal y

Extended 
State Observer

State estimation

Figure 5: Te state-space diagram of ADRC.
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Finally, with the state observer properly designed, the
control law is designed as

u �
kp r − z1( 􏼁 − kdz2 − z3􏽨 􏽩

b0
. (24)

Using the bandwidth-parameterization method, we
obtain

kd, kp􏽨 􏽩 � 2ωc,ω
2
c􏽨 􏽩,ωc > 0, (25)

where ωc denotes the bandwidth of the controller.
In summary, the FOADRC proposed in this study is

mainly based on the structure of ADRC by improving the
linear ESO to FOESO. Te FOADRC controller for large
antenna system is shown in Figure 6.

4. Convergence and Frequency-Band
Characteristic Analysis of FOESO

Te convergence and frequency-band characteristic analysis
of FOESO is described in the following sections.

4.1. Convergence of FOESO. In the bandwidth of FOESO, we
note that the gain factor is κi � 3!/i! × (3 − i)!, i � 1, 2, 3, and
βi � κi/εi. We obtain the dynamic observation error as
follows:

e1(t) � x1(t) − z1(t),

z
α
1(t) � z2(t) +

κ1
ε

e1(t),

z
α
2(t) � z3(t) +

κ2
ε2

e1(t) + b0u(t),

z
α
3(t) �

κ3
ε3

e1(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)

With gi(e1(t)) � αie1(t)(i � 1, 2, 3), the forementioned
system attains a high gain form and is expressed as
follows:

e1(t) � x1(t) − z1(t),

z
α
1(t) � z2(t) +

1
ε
g1 e1(t)( 􏼁,

z
α
2(t) � z3(t) +

1
ε2

g2 e1(t)( 􏼁 + b0u(t),

z
α
3(t) �

1
ε3

g3 e1(t)( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(27)

Assumption 1. Tere exists a positive constant, such that the
α-order derivation of total disturbance f is bounded and
satisfes the following condition:

d
α
f t, x1(t), x2(t), w(t)( 􏼁

dt
α

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤M. (28)

Assumption 2. Tere exists a positive constant
λi(i � 1, 2, 3, 4) and a continuous positive defnite function
V: R3⟶ R for unknown function gi(·)(i � 1, 2, 3), and the
following conditions are true as follows:

λ1‖x‖
2 ≤V(x)≤ λ2‖x‖

2
,

zV

zx1
x2 − g1 x1( 􏼁( 􏼁 +

zV

zx2
x3 − g2 x1( 􏼁( 􏼁

−
zV

zx3
g3 x1( 􏼁≤ − λ3‖x‖,

zV

zx3
≤ − λ4‖x‖.

. (29)

Assumption 3. System (27) observational error function for
(20) satisfes the Lipschitz condition, and the Lipschitz
constant l is positive.

Theorem 1. If Assumptions 1 and 2 are satisfed, FOESO
achieves asymptotic stability.

Proof. We defne system (27) observational error function
for (20) as follows:

e(t) � x1(t) − z1(t), x2(t) − z2(t), x3(t) − z3(t)􏼂 􏼃

� e1(t), e2(t), e3(t)􏼂 􏼃.
(30)

We note

z
∧

i(t) �
ei(εt)
ε3− i

, i � 1, 2, 3. (31)

Ten, the observation error dynamics of system from
(27) to (20) are expressed as follows:

z
∧α

1(t) � z
∧
2(t) − g1 z

∧
1(t)􏼒 􏼓,

z
∧α

2(t) � z
∧
3(t) − g2 z

∧
1(t)􏼒 􏼓,

z
∧α

3(t) � − g3 z
∧
1(t)􏼒 􏼓 + εfα

(t).

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(32)

For simplicity,we note C
0 Dα

t z
∧
(t) � f∗(t, z

∧
)de r

derivative of the Lyapunov functionV(z
∧
(t)) to the

system(32)with respect to time t is expressed as
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C
0 D

1− α
t V(z

∧
(t)) � 0D

− α
t V

·

(z
∧
(t)),

� 0D
− α
t

zV

zx1
x2( − g1 x1( 􏼁􏼁 +

zV

zx2
x3( − g2 x1( 􏼁􏼠 􏼡,

−
zV

zx3
g3 x1( 􏼁 +

zV

zx3
ε

d
α
f(t)

dt
α 􏼡,

≤ 0D
− α
t − λ3‖x‖ − λ4M‖x‖( 􏼁,

� − λ3 + λ4M( 􏼁0D
− α
t ‖x‖,

� − λ3 + λ4M( 􏼁l
− 1

0D
− α
t f
∗
(t, z
∧
)

������

������,

≤ − λ3 + λ4M( 􏼁l
− 1

0D
− α
t f
∗

(t, z
∧
)

������

������,

� − λ3 + λ4M( 􏼁l
− 1

‖x‖.

(33)

Terefore, the conclusion can be obtained by using
Lemma 2, i.e., the proposed FOESO is the Mittag–Lefer
stable and asymptotic stable.

In summary, based on the assumptions similar to the
ESO presented in [34] and generalized Mittag–Lefer sta-
bility of fractional-order nonlinear dynamic systems, the
dynamic system describing the observation error of the
proposed FOESO is asymptotic stable. □

4.2. Frequency-Band Characteristics Analysis of FOESO.
As the core of FOADRC, the tracking and estimation ca-
pacity of FOESO determines the performance of FOADRC.
In this section, we present the rejection quality for external
disturbance, the diference between FOESO and ESO, and
the relations between the dynamic characteristics and the
observer parameters.

Based on the Laplace transformation presented in (22)
and (23), we have

z1 �
3ωos

2α
+ 3ω2

os
α

+ ω3
o

s
α

+ ωo( 􏼁
3 y +

b0s
α

s
α

+ ωo( 􏼁
3 u,

z2 �
3ω2

o + ω3
o􏼐 􏼑s

α

s
α

+ ωo( 􏼁
3 y +

b0 s
α

+ 3ωo( 􏼁s
α

s
α

+ ωo( 􏼁
3 u,

z3 �
ω3

os
2α

s
α

+ ωo( 􏼁
3 y −

b0ω
3
o

s
α

+ ωo( 􏼁
3 u.

(34)

H (s) F (s)kt
Wind

Disturbance

d+
++

+

–

–

––

u1

b0

u0kp

kd

z1

z2

z3

r 19.712s + 111.736
s5 + 6.54s4 + 151s3 + 580s2 + 1370s

θa

b0

1

1

sα

sα

1
sα

+

+
+

+

+

β1

β2

β3

+

Fractional order extended
state observer

Figure 6: Te proposed structure of FOADRC for the antenna.
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Te tracking errors are mathematically expressed as
follows:

e1 � z1 − y � −
s
3α

ωo + s
α

( 􏼁
3 y +

b0s
α

ωo + s
α

( 􏼁
3 u,

e2 � z2 − y
(α)

�

−
s
3α 3ωo + s

α
( 􏼁

ωo + s
α

( 􏼁
3 y +

b0s
α 3ωo + s

α
( 􏼁

ωo + s
α

( 􏼁
3 u,

e3 � z3 − y
(2α)

− b0u􏼐 􏼑 � −
s
3α 3ωos

α
+ s

2α
+ 3ω2

o􏼐 􏼑

ωo + s
α

( 􏼁
3 y

+
b0s

α 3ωos
α

+ s
2α

+ 3ω2
o􏼐 􏼑

ωo + s
α

( 􏼁
3 u.

(35)

Considering the typicality of the analysis, the steady-
state errors are obtained by considering the step signal with
amplitude K on both y and u as follows:

e1s � lim
s⟶ 0

se1

� lim
s⟶ 0

− Ks
3α

+ Kb0s
α

s
3α

+ 3ωos
2α

+ 3ωos
α

+ ω3
o

� 0

e2s � lim
s⟶ 0

se2

� lim
s⟶ 0

− Ks
4α

− 3Kωos
3α

+ Kb0s
2α

+ 3Kb0ωos
α

s
3α

+ 3ωos
2α

+ 3ωos
α

+ ω3
o

� 0

e3s � lim
s⟶ 0

se3

� lim
s⟶ 0

− Ks
5α

− 3Kωos
4α

+ Kb0 − 3Kω2
o􏼐 􏼑s

3α

s
3α

+ 3ωos
2α

+ 3ωos
α

+ ω3
o

+
3Kb0ωos

2α
+ 3Kb0ωos

α

s
3α

+ 3ωos
2α

+ 3ωos
α

+ ω3
o

⎛⎝ ⎞⎠

� 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

. (36)

Te expression presented in (36) shows that the FOESO
achieves unbiased estimation of system state variables and
total disturbance.

Te analysis of the FOESO’s dynamic tracking process is
presented. When b0 � 0, the response of z1 to step signal
y(s) � K/s is expressed as follows:

z1 �
3ωos

2α
+ 3ω2

os
α

+ ω3
o

s
α

+ ωo( 􏼁
3

K

s
� 3Kωo

s
2α− 1

s
α

+ ωo( 􏼁
3

+ 3Kω2
o

s
α− 1

s
α

+ ωo( 􏼁
3 + Kω3

o

1
s s

α
+ ωo( 􏼁

3 .

(37)

By inverting the Laplace transformation, we obtain

z1(t) � 3Kωo t
α
E
3
(α,α+1) − ωot

α
( 􏼁􏽨 􏽩

+3Kω2
o t

2α
E
3
(α,2α+1) − ωot

α
( 􏼁􏽨 􏽩

+Kω3
o 1 − Eα − ωot

α
( 􏼁( 􏼁t

2α− 1
E
2
(α,2α) − ωot

α
( 􏼁􏽨 􏽩.

(38)

In this case, integer-order ESO’s response in time do-
main is as follows:

z1(t) � K − K
1
2
ω2

ot
2

− 2ωot + 1􏼒 􏼓e
− ωot

. (39)

Te extreme point of (39) is expressed as follows:
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z1 t1( 􏼁 � K(
�
3

√
− 1)e

�
3

√
− 3

+ K ≈ 1.206K. (40)

(40) shows that no matter how the bandwidth parameter
is chosen, there is always about 20% overshoot during the
tracing process in integer-order ESO as presented in
Figure 7.

Considering FOESO, theoretically, it is difcult to solve
(38) for extreme values; however, the numerical results
show that the order of FOESO is related to the overshoot
during the tracing process, which can be reduced by de-
creasing the order of diferentiation as presented in
Figure 8.

Te relationship between FOESO’s suppression of ex-
ternal disturbances, noise transfer characteristics, and pa-
rameters is discussed. First, the efect of noise δo from y is
analyzed. From (25), we obtain

z1

δo

�
3ωos

2α
+ 3ω2

os
α

+ ω3
o

s
α

+ ωo( 􏼁
3 . (41)

When α � 0.8 (fxed) and ωo � 5, 10, 15, 20, 25 are
considered for obtaining the Bode diagram as shown in
Figure 9, the response speed of the system increases with an
increase in ωo. However, the noise amplifcation becomes
more obvious due to the increase in the high frequency band
gain.

When ωo � 10 (fxed) and α � 0.6, 0.7, 0.8, 0.9, 1 are
considered for obtaining the Bode diagram as shown in
Figure 10, the response speed of the system increases, the
gain of the high frequency band decreases, and the noise
amplifcation efect decreases as α decreases.

Second, the efect of input disturbance δc from u is
analyzed. From (25), we obtain

z1

δc

�
b0s

α

s
α

+ ωo( 􏼁
3 . (42)

When α � 0.8, b0 � 10 (fxed) and ωo � 10, 20, ..., 50
are considered for obtaining the Bode diagram as
shown in Figure 11, the phase lag of the tracking signal
decreases, while the gain of the high frequency band is not
afected at all with an increase in ωo. Please note that the
proposed FOESO has good suppressive ability to input
disturbance.

When ωo � 10, b0 � 10 (fxed), and
α � 0.6, 0.7, 0.8, 0.9, 1 are considered for obtaining the Bode
diagram as shown in Figure 12, the phase lag of the tracking
signal decreases and the high frequency band gain decreases
with a decrease in α.

5. Stability Analysis

Te stability analysis is described in the following sections.

5.1. Stability of the FOADRC. By substituting (24) into (22),
we obtain

1.5

1

0.5

0
0 0.5 1 1.5 2

t

y (
t)

ω0 = 32
ω0 = 8

ω0 = 4
ω0 = 2

Figure 7: Te response of z1 corresponding to the step signal
(ESO).
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Figure 8: Te response of z1 corresponding to step signal
(FOESO).
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z
(α)
1 � − β1z1 + z2+β1y,

z
(α)
2 � − β2 + kp􏼐 􏼑z1 − kdz2 + β2y + kpr,

z
(α)
3 � − β3z1 + β3y.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(43)

Weconsider (43) and (24) as a double-input-single-
output systemwith two inputs y and r an output u.Ten, the
state matrices of the system are defned as follows:

z1
(α)

z2
(α)

z3
(α)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� A

z1

z2

z3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ + B
r

y
􏼢 􏼣,

A �

− β1 1 0

− β2 + kp􏼐 􏼑 − kd 0

− β3 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, B �

0 β1
kp β2
0 β3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(44)

Te output matrices of the system are expressed as follows:

u � C

z1

z2

z3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ D

r

y

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

C � −
kp

b0
−

kd

b0
−
1
b0

􏼢 􏼣, D �
kp

b0
0􏼢 􏼣.

(45)

Te state-space model of the system is transformed by
the inverse Laplace transform, i.e., G � C(sαI − A)− 1B + D.
Te transfer functions from y and r to u are expressed as
follows:

U(s)

Y(s)
� −

β1kp + β2kd + β3􏼐 􏼑s
2α

+ β2kp + β3kd􏼐 􏼑s
α

+ β3kp

b0s
α

s
2α

+ β1 + kd( 􏼁s
α

+ β1kd + β2 + kp􏽨 􏽩
,

C1(s) �
kp s

3α
+ β1s

2α
+ β2s

α
+ β3􏼐 􏼑

β1kp + β2kd + β3􏼐 􏼑s
2α

+ β2kp + β3kd􏼐 􏼑s
α

+ β3kp

,

(46)

Tus, we obtain a block diagram of second-order
FOADRC, as shown in Figure 13.
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Te fractional-order feedback compensator is

C(s) �
β1kp + β2kd + β3􏼐 􏼑s

2α
+ β2kp + β3kd􏼐 􏼑s

α
+ β3kp

b0s
α

s
2α

+ β1 + kd( 􏼁s
α

+ β1kd + β2 + kp􏽨 􏽩
.

(47)

Te fractional-order preflter is

C1(s) �
kp s

3α
+ β1s

2α
+ β2s

α
+ β3􏼐 􏼑

β1kp + β2kd + β3􏼐 􏼑s
2α

+ β2kp + β3kd􏼐 􏼑s
α

+ β3kp

.

(48)

Te plant is

P(s) �
􏽐

m
i�0mis

m− i

􏽐
n
j�0njs

n− j . (49)

Te characteristic equation of the closed-loop system is
expressed as follows:

1 + C(s)P(s) � 0. (50)

Substituting (47) and (49) in (50), we obtain

1 +
β1kp + β2kd + β3􏼐 􏼑s

2α
+ β2kp + β3kd􏼐 􏼑s

α
+ β3kp

b0s
α

s
2α

+ β1 + kd( 􏼁s
α

+ β1kd + β2 + kp􏽨 􏽩
×

􏽐
m
i�0mis

m− i

􏽐
n
j�0njs

n− j
� 0. (51)

Simplifying (51), we obtain as follows:

b0s
α

s
2α

􏽨 + β1 + kd( 􏼁s
α

+ β1kd

+ β2 + kp􏼑 × 􏽘
n

j�0
njs

n− j

+ β1kp + β2kd + β3􏼐 􏼑􏽨 s
2α

+ β2kp + β3kd􏼐 􏼑s
α

+ β3kp􏽩 × 􏽘

m

i�0
mis

m− i
� 0.

(52)

Substituting (23) and (25) in (52), we obtain

b0s
α

s
2α

+ 3ωo + 2ωc( 􏼁s
α

+ 6ωoωc + 3ω2
o + ω2

c􏽨 􏽩

× 􏽘
n

j�0
njs

n− j

+ 3ωoω
2
c + 6ω2

oωc + ω3
o􏼐 􏼑􏽨 s

2α
+ 3ω2

oω
2
c + 2ω3

oωc􏼐 􏼑s
α

+ω3
oω

2
c􏽩 􏽘

m

i�0
mis

m− i
� 0.

(53)

As long as the parameters b0,ωc,ωo, α are selected in
such a way that the root of (53) lies in the left half plane of the
complex plane, the closed-loop system is BIBO stable.

In summary, the conditions that the parameters should
meet the BIBO stability of the closed-loop system are given
by equivalent transformation of FOADRC and calculation of
the characteristic equation of the closed-loop system.

5.2.Te Calculation Method of Stability Region for FOADRC.
In this section, in order to improve the tuning efciency of
FOADRC, a method for calculating the stability regions
based onD-partition is proposed, and the efectiveness of the
proposed calculation method is verifed.

Substituting s � jω in (53), the boundaries of the stability
domain are described by ω � 0,ω � ± ∞ and
ω ∈ (0, − ∞)∪ (0, +∞), named as real root boundary, infnite
root boundary, and complex root boundary, respectively.

(1) ω � 0, the real root boundary D0 is expressed as
follows:

ω3
oω

2
cmm � 0, (54)

where mm ≠ 0 and ωo > 0, so D0 is ωc � 0.
(2) ω � ± ∞: the infnite root boundary D∞ is

b0n0 � 0. (55)

As b0 is the estimated value of the high-frequency gain
of the plant, b0 ≠ 0.Tere are no relevant parameters in
the equation, so this condition is invalid and ignored.

(3) ω ∈ (0, − ∞)∪ (0, +∞): the complex root boundary
Dω is

b0(jω)
α

(jω)
2α

􏽨 + β1 + kd( 􏼁(jω)
α

+β1kd + β2 + kp􏽩 􏽘

n

j�0
nj(jω)

n− j

+ β1kp + β2kd + β3􏼐 􏼑􏽨 (jω)
2α

+ β2kp + β3kd􏼐 􏼑(jω)
α

+β3kp 􏽘

m

i�0
mi(jω)

m− i
� 0.

(56)

Te noninteger power of a complex number (σ + jω)c is
calculated as follows:

(σ + jω)
c

�

������

σ2 + ω2c

􏽱

cos c tan− 1ω
σ

􏼒 􏼓 + j sin c tan− 1ω
σ

􏼒 􏼓􏼔 􏼕. (57)

r u y+

-

C (s)C1 (s) P (s)

Figure 13: Te block diagram of second-order FOADRC.
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Based on the above equation, we obtain
j
2α

� cos (πα) + j sin(πα),

j
α

� cos
π
2
α􏼒 􏼓 + j sin

π
2
α􏼒 􏼓.

(58)

Substituting (58) in (56) and simply replaced with real
part and imaginary part, we can rewrite it as follows:

1 + ac(ω) + jbc(ω)( 􏼁(a(ω) + jb(ω)) � 0. (59)

Te real and imaginary parts are determined as follows:
Gp(jω) � r(ω)e

iϑ(ω)
� a(ω) + jb(ω),

Gc(jω) � rc(ω)e
iϑ(ω)

� ac(ω) + jbc(ω),

⎧⎪⎨

⎪⎩
(60)

where Gp and Gc, respectively, represent the frequency-
domain response of the controlled plant and the feedback
controller of FOADRC.

Let the real and imaginary parts be zero, respectively,
and the following conditions are obtained:

1 + a(ω)ac(ω) − b(ω)bc(ω) � 0,

a(ω)bc(ω) + ac(ω)b(ω) � 0.
􏼨 (61)

Based on the analysis of the above three boundaries and
the preset conditions, the stability region boundary of
FOADRC is expressed as follows:

D0: ωc � 0,

Dω:
1 + a(ω)ac(ω) − b(ω)bc(ω) � 0,

a(ω)bc(ω) + ac(ω)b(ω) � 0,
􏼨

ωo � 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(62)

Using this computation method for antenna (2), the sta-
bility region for FOADRC controller of the antenna is as
follows:

a(ω) �
2 123200ω4

− 14035991ω2
− 236259000􏼐 􏼑

5 2500ω8
− 648071ω6

+ 44886500ω4
− 193350000ω2

+ 4692250000􏼐 􏼑
,

b(ω) �
4 53689ω4

+ 16997425ω2
− 478369750􏼐 􏼑

5ω 2500ω8
− 648071ω6

+ 44886500ω4
− 193350000ω2

+ 4692250000􏼐 􏼑
,

ac(ω) �
ωo 6ωcωo + ω2α 2σ5

2
− 1􏼐 􏼑 + ω2

c + 3ω2
o + σ3􏼐 􏼑 σ5ω

2
cω

2
o + 3ωαω2

cωo + 3ω2ασ5ω
2
c + 2ωαωcω

2
o + 6ω2ασ5ωcωo + ω2ασ5ω

2
o􏼐 􏼑

σ1

+
ωoσ4σ2 − ω2

cω
2
o + 3ω2αω2

c + 6 ω2αωcωo + ω2αω2
o􏼐 􏼑

σ1
,

bc(ω) �
ωoσ4 − ω2

cω
2
o + 3ω2αω2

c + 6ω2αωcωo + ω2αω2
o􏼐 􏼑 6ωcωo + ω2α 2σ5

2
− 1􏼐 􏼑 + ω2

c + 3ω2
o + σ3􏼐 􏼑

σ1

+
ωoσ2 σ5ω

2
cω

2
o + 3ωαω2

cwo + 3ω2ασ5ω
2
c + 2ωαωcω

2
o + 6ω2ασ5ωcωo + ω2ασ5ω

2
o􏼐 􏼑

σ1
,

σ1 � b0ω
α ω2α cos (πα) + 6ωcωo + ω2

c + 3ω2
o + σ3􏼐 􏼑

2
+ σ2

2
􏼒 􏼓,

σ2 � ω2α sin (πα) + 2ωαωcσ4 + 3ωαωoσ4,

σ3 � ωασ5 2ωc + 3ωo( 􏼁,

σ4 � sin
πα
2

􏼒 􏼓,

σ5 � cos
πα
2

􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(63)
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1/b0 � 1.667 and we solve (61) and (62) for each ω to
obtain the stability region as presented in Figures 14 and 15;
it is evident that FOADRC has a larger stability region than
ADRC (α � 1).

In order to verify the boundary of the stability region, we
consider step signal as the input, and α � 0.9 andωc � 6.053.
Te simulation results of wo � 7, 10, 14, and 17 cases are
obtained. Figure 16 shows the accuracy of the boundary of
the stability domain.

6. Simulation Results

In this section, we evaluate the proposed FOADRC control
scheme by performing simulations in MATLAB. Te transfer
function of the antenna plant and the method to simulate the
wind disturbance are presented in Section 2. Te parameters
of FOADRC are ωo � 5,ωc � 8.05, and α � 0.9, the param-
eters of ADRC are ωo � 5 and ωc � 8.05, and the parameters
of PI are kp � 13.1071 and ki � 8.0575. Te performance of
FOADRC is mainly evaluated based on the response towards
a step signal, response to a sinusoidal signal, doubling of
disturbance, and parameters’ perturbation. Please note that
the simulation time is 20 s. In addition to the overshoot and
adjustment time, the error integral criteria are also considered
to measure the size of system errors. Te integral square error
(ISE), integral time squared error (ITSE), integral absolute
error (IAE), and integral time absolute error (ITAE) are
computed by using the following expressions:

ISE � 􏽚
∞

0
[e(t)]

2dt,

ITSE � 􏽚
∞

0
[e(t)]dt,

IAE � 􏽚
∞

0
|e(t)|dt,

ITAE � 􏽚
∞

0
t|e(t)|dt.

(64)

6.1. Tracking Performance Analysis. Considering that the
input is a step signal with an amplitude of 3mdeg and start
time of 0, the response curves of PI, ADRC, and FOADRC
are presented in Figure 17. It is evident that ADRC and
FOADRC have a signifcantly less overshoot than the PI
controller, and FOADRC achieves a smaller adjustment time
as compared to ADRC. Te detailed results are presented in
Tables 1 and 2. From Table 1, it is evident that, as compared
with the PI controller, the FOADRC reduces overshoot by
38.2%, adjustment time of 2% error band calculation by 30%,
and adjustment time of 5% error band calculation by 50.2%.
As compared with ADRC, the FOADRC overshoots are
nearly identical, but the adjustment time of 2% error band
calculation is reduced by 22% and that of 5% error band
calculation is reduced by 25.3%.

Table 2 presents the four error integral criteria which
show that the error in the response of FOADRC to step
signals is much smaller as compared to the PI controller used
in antenna and also smaller as compared to ADRC. As
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Figure 14: Te stability region of the antenna (ωc,ωo).
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compared with the PI controller, the ISE index decreased by
47.8%, ITSE index decreased by 83.5%, IAE index decreased
by 55.19%, and ITAE index decreased by 70.91%.

Figure 18 shows the error curves corresponding to the
three controllers when the sinusoidal signal with amplitude
of 1mdeg and frequency of 1 rad/sec is used as an input. Te
proposed FOADRC traces the sinusoidal signal much better
as compared to the PI controller and slightly better as
compared to the ADRC.

6.2. Robustness Analysis. In order to verify the performance
of the controller in wind disturbance and model uncertainty,
the simulation is performed by increasing the wind dis-
turbance by factors of 1.5 and 2. Figure 19 presents the
simulation results of the PI controller under three wind
disturbances. Figure 20 shows the simulation results of the
proposed FOADRC under three wind disturbances. Please
note that the response of the two controllers does not de-
teriorate in dynamic adjustment. However, when the steady
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Figure 17: Te step responses for three controllers.

Table 1: Te dynamic performance of three controllers.

Controllers Overshoot (%)
Adjustment time (s)

2% error band 5% error band
PI 34.8 5.14 4.7308
ADRC 21.35 4.65146 3.1587
FOADRC 21.49 3.5990 2.3581

Table 2: Te error integral criteria of three controllers.

Controllers ISE ITSE ΙAΕ ΙΤAΕ
PI 6.943 6.696 5.159 15.19
ADRC 3.847 1.703 2.8 5.543
FOADRC 3.624 1.105 2.312 4.419
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Figure 18: Te error curve of sine input for three controllers.
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state is reached, it can be seen from the local magnifcation
diagram that the performance deterioration of FOADRC
after increasing wind disturbance is signifcantly less as
compared to the PI controller.

Te dynamic performance indicators in the case of
double wind disturbance are shown in Table 3. As compared
with Table 1, it can be seen that the overshoot of the three
controllers hardly changes when the wind disturbance is
increased by 2 times, but the adjustment time of the PI
controller increases by 2–3 times. Te time consumed by the
proposed FOADRC to enter the 2% error band increases, but
the process for entering the 5% error band is still fast.

Te error integral criteria for the case where the wind
disturbance is doubled are shown in Table 4. Te four error
integral criteria for FOADRC are still less than ADRC and PI
controller. As compared with the PI controller, the
FOADRC decreased by 48.28% under ISE criteria, 83.96%
under ITSE criteria, 55.81% under IAE criteria, and 68.73%
under ITAE criteria.

Te step response curves of FOADRC with parameter
perturbations of the antenna transfer function model are
shown in Figure 21. Te response curves of the four pa-
rameter perturbations overlap the original response curves
completely, indicating that the FOADRC performs well in
response to parameter perturbations.

 . Conclusions

Te wind disturbance is the primary factor that afects the
accuracy of large radio telescope antennas. In this study, a
fractional-order active disturbance rejection controller is
designed and applied to an antenna based on the existing
system confguration. A fractional-order extended state
observer is used to estimate the parameter uncertainties,
various feedback disturbances, and wind disturbances as a
total disturbance. Te stability, the disturbance rejection
quality, and noise sensitivity characteristic are fully analyzed.
Te simulation results show that the FOADRC improves the
control system capability of resistance to wind disturbance
and limits the response overshoot (from 34.8% to 21.49%)
and coverages faster compared to other industrial controller
(from 5.14 to 3.599). Te fractional-order integration con-
tains an additional weight function, and the initial stage has a
larger integral response value, so the FOESO can be esti-
mated the state more quickly and accurately, and ultimately
FOADRC can achieve better control performance.
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