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In this letter, an incident �eld optimization (IO) method integrated with contrast source inversion (CSI) method and multi-
plicative regularized CSI (MR-CSI) method is proposed to deal with the electromagnetic inverse problems. For the conventional
iterative inversion methods, the incident �eld is a prior knowledge and is usually obtained by the calibration process. �rough the
synthetic data experiments, it can be found that a small distortion of the incident �eld has little impact on the inversion results, but
a high distortion will lead to fault inversion results or no convergence. In this letter, the incident �eld optimal factor, being
updated during the iterative process, is introduced into the CSI andMR-CSI method, named as IO-CSI andMR–IO–CSI.�e new
methods have good inversion performance even with high incident �eld distortion. �e proposed methods are applied to the
Fresnel experiment data directly without the calibration procedure. Both the single-frequency and multifrequency inversion
experiments demonstrate that the IO-CSI and MR–IO–CSI method can achieve good inversion results, indicating the method’s
practical applicability.

1. Introduction

For the electromagnetic inverse scattering problem, the task
is to reconstruct the permittivity or conductivity distri-
bution in the domain of interest (DOI) by the measured
scattered �eld. �e contrast source inversion (CSI) method
is one of the outstanding frequency domain iterative
methods to solve the inverse problem by minimizing the
cost function, which is a linear combination of normalized
mismatches between the data equation and the state
equation. Since its proposition [1, 2], the CSI method has
become very popular and many transformations have been
developed. In [3], a multiplicative regularized inversion
scheme of CSI was proposed and the arti�cial weighting
parameter is avoided. In [4, 5], a new integral equation was
introduced which can solve the inverse problem with high
contrast. In [6, 7], a subspace-based optimization method
(SOM) was invented, in which the induced current is di-
vided into two parts, major and minor parts, to reduce the
computational burden and to improve the inversion result.
In [8, 9], the authors added cross-correlated error into the

�nal cost function, forming the cross-correlated contrast
source inversion (CC–CSI) method, which can achieve
good robustness and higher inversion accuracy. To deal
with the nonhomogeneous background inverse problem,
the �nite-di�erence frequency domain (FDFD)-based CSI
[10, 11] and �nite-element method (FEM)-based CSI
[12, 13] were proposed, extending the application scenario
of the CSI method. Recently, the deep learning (DL)
method was introduced to solve the multifrequency elec-
tromagnetic inverse problems [14].

Usually, in these methods, the true incident �eld is
known as the prior information or obtained by a certain
calibration factor, which is derived from the ratio of the
measured incident �eld to the simulated one at the receiver
located at the opposite of the source [15, 16]. Ostadrahimi
et al. [17] used the scattered �eld for calibration. Narendra
et al. [18] adopted the source reconstruction method to
achieve more stable inversion results. �e incident �eld was
represented by a superposition of a few cylindrical waves in
[19]. In [20], an incident-modi�ed CSI method is proposed
to design the arti�cial material.
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Although it is better to perform the incident field cali-
bration in order to start the iterative inversion algorithm
with the most accurate information that is available, in
reality the incident field cannot be obtained precisely.
'erefore, it is necessary to study the influence of incident
field distortion on the inversion results. 'e incident field
optimization method, cooperating with contrast source
inversion (CSI) method and multiplicative regularized CSI
(MR-CSI) method, is proposed in this paper. 'e incident
field calibration factor is treated as an optimization factor
that is updated during each iteration step and the incident
field will converge to its true value.

'e IO-CSI and MR-IO-CSI methods are applied to the
Fresnel-measured data where the initial incident field is the
unit line source. It is shown that the methods have a very
good performance even though the initial guess of back
propagation (BP) inversion result has distortions because of
the incorrect incident field information. For the multifre-
quency inversion experiment, the conventional CSI has
failed to reconstruct the targets while the IO inversion
methods can still converge to the true value.

'e letter is organized as follows: Section 2 is the for-
mulation of the problem.'e incident field optimization CSI
(IO–CSI) method and multiplicative regularized IO-CSI
(MR-IO-CSI) method are introduced in Section 3. In Section
4, the synthetic and measured data inverse experiments at
single and multiple frequencies are carried out. Section 5 is
the conclusion.

2. Materials and Methods

2.1. Electromagnetic Inverse Problem Configuration. 'e
configuration of a simple two-dimensional (2D)

electromagnetic scattering inverse problem is shown in
Figure 1. 'e domain of interest (DOI) D containing un-
known scatterers, characterized by εr(r), is illuminated by
incoming waves Einc

n,k generated by nth (n� 1. . .N) trans-
mitter at kth (k� 1. . .K) measurement frequency, while the
scattered field is measured by M receivers located in the
measurement domain S around the domain D.

For transverse magnetic (TM) cases, the forward
problem is described by two equations:

E
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where the first one is the state equation and the second one is
the data equation, Etot

n,k(r) is the total electric wave field,
Einc

n,k(r) is the incident field, k0,k � ω ����μ0ε0
√ is the wave-

number of the homogeneous background medium at kth
frequency, and gk(r, r′) is Green’s function. 'e contrast
χk(r) is defined as
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√
. For the inverse scattering problems, the task

is to reconstruct εr(r) by the measured scattered field Esca
n,k(r)

at receiver locations.

2.2. Contrast Source Inversion Method. 'e cost function of
CSI method is
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'e first term is the normalized data error, contributing
from the mismatch of the data equation, and the second
term is the normalized state error due to the mismatch of the
state equation. S and D denote the Euclidian length of the
function defined in domain S and domain D. 'e induced
current Jn,k and the contrast χk are updated alternatively
during each iteration.

Usually, the back propagation method is used for the
initial guess, the initial contrast source is
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where 〈 〉S denotes the inner product of functions in domain
S and the initial contrast is
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where Etot,0
n,k (r) � Einc,0

n,k (r) + GD
k (J0n,k).
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2.3. Incident Field Optimization Method. For the conven-
tional iterative inversion methods, the calibration factor is
derived from the calibration procedure by data pre-
processing. For the IO-CSI method, the calibration factor

was treated as an optimization factor α, which is updated
during each iteration. So, the cost function, with the change
of Einc

n ⟶ αEinc
n in the second term of (3), can be rewritten

as follows:
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For the two-dimension (2D) case, the initial guess of the
incident field can be chosen from the line sources parallel to
the z-axial or plane waves, Einc. 'e initial optimization
factor is α0k � 1. For the TM case, the incident field can be
modelled as follows:
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where H
(1)
0 is the zeroth-order Hankel function of the first

kind, r′ is the source location. 'e optimization factor is

updated at each iteration by minimizing the numerator of
the second term of the (6):
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'e implementation steps of the IO-CSI method are
shown in Algorithm 1.

'e method is also applied to the multiplicative regu-
larized CSI, named MR-IO-CSI, which has the same update
steps as the IO-CSI method. 'e cost function is given by
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where δ2i−1 is defined as
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where V � 􏽚
D
dv(r) is the area of the domain D and Δ is the

mesh size of the discretized domainD. 'e optimization will
be terminated if the termination condition (the maximum

iteration is reached or the residual value does not change
obviously) is satisfied.

3. Results and Discussion

In this letter, the scatterers are lossless so that their per-
mittivity is positive and conductivity equals zero. 'e
background is the free space, so its relative permittivity
equals 1.

x

y

D

S

Receivers
Transmitters

εr (r)

Figure 1: 'e configuration of the electromagnetic inverse problem.
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3.1.2e Synthetic Experiment of Austria Profile. As shown in
Figure 2(a), the ‘Austria’ profile consists of two discs and one
ring. In the electromagnetic simulation, 16 line sources and
32 line receivers are evenly placed on circles with a radius of
3m, using the method of moment (MoM) to simulate the
scattered field at frequency 400MHz. 100×100 grid mesh is
used in the forward problem to generate the scattered data
and the grid mesh is 64× 64 in the inverse problem.
Figure 2(b) gives the original CSI result with the true in-
cident field.

To show the influence of the incident field distortion on
the performance of the CSI method, the scattered field was
obtained under different incident field amplitudes as
Ein � 0.5, 2, −2, 0.5j, 1 + 1j, and 2j in the forward simulation
processes. In the inversion stage of CSI, the calibration factor
was set to α � 1 without optimization. Some inversion re-
sults are shown in Figure 3. It can be seen that the shape and
relative permittivity of the ‘Austria’ profile were recon-
structed with some noise in Figure 3(b) (Ein � 1.5) and
Figure 3(c) (Ein � 2), while the inversion results of
Figure 3(a) (Ein � 0.5) and Figure 3(d) (Ein � −2j) have big
distortion, making them unrecognizable.

Figure 4 is the inversion result of the IO-CSI method
with 1000 iterations. Figure 4(a) is the curve of the opti-
mization factor α under different incident field amplitude
Ein. Starting from α0 � 1, the optimization factor is con-
verged to the corresponding true value of the incident field
under all conditions. Figure 4(b) is the IO-CSI inversion
result, which is very similar to Figure 2(b) that is the original
CSI result with the true incident field and the exact
scatterers.

3.2. 2e Fresnel Measurement Data. 'e profile of the
Fresnel experiment [16] is shown in Figure 5. 'e small circle
represents a plastic cylinder (berylon) with a diameter of
31mm and relative permittivity of εr � 3 ± 0.3. 'e large
circle represents a foam cylinder (SAITEC SBF 300) with a
diameter of 80mm and relative permittivity of εr � 1.45 ± 0.15.
'e 8 transmitting antennas and 241 receiving antennas are
all wideband ridged horn antennas with a frequency range
from 1 to 18GHz. 'e source-object center and object
center-receiver distances are 1.67m. Every target can be
included in a 0.15× 0.15m2 square centered at the center of
the receiver circle. In this letter, only the TM data at 3GHz
and 5GHz has been considered and the size of domain D is
0.18× 0.18m2 which is discretized into 64 × 64 pixels.

In this inversion problem, the termination condition is
the value of the cost function below the 10− 3. 'e iteration
times are shown in Table 1, theMR-IO-CSI and IO-CSI need
more iteration steps to meet the condition compared to the
MR-CSI and CSI because of the introduction of the opti-
mization factor.

'e inversion results of ‘FoamDielExtTM,’ ‘FoamDie-
lIntTM,’ and ‘FoamTwinDielTM’ at 3GHz and 5GHz are
shown in Figures 6 and 7. Figures 6(a) and 7(a) is the BP
results with the incident field initialized by equation (13) as
α0 � 1. 'e BP results nearly have no similarity with the
original profile of the targets. After several iterations, with
the optimization factor converging to the true amplitude of
the incident field, the MR-IO-CSI method successfully
reconstructed the targets with a good match of shape and
relative permittivity, as shown in Figures 6(b) and 7(b) at
3GHz and 5GHz. Figures 6(c) and 7(c) are the IO-CSI
results also at 3GHz and 5GHz. It can be seen that the
reconstructed images have some distortion, but each cyl-
inder is still clearly shown in all cases.

'e experiments show that bothMR-IO-CSI and IO-CSI
can solve the electromagnetic inverse problem without the
prior knowledge of the incident field, and the MR-IO-CSI
method has better performance than that of the IO-CSI
method.

3.3. Multifrequency Inversion. In this part, the multifre-
quency datasets of ‘FoamDielExtTM,’ ‘FoamDielIntTM,’
and ‘FoamTwinDielTM’ at 5GHz, 6GHz, 7GHz, and 8GHz
are processed by the multifrequency IO-CSI method and
multifrequency MR-IO-CSI method. 'e iterations stop
after 1500 steps.

'e computation times of each method are shown in
Table 2. Because of the incident field optimization process,
the computation times of IO-CSI andMR-IO-CSI are longer
than those of CSI and MR-CSI.

'e CSI (the first row) and IO-CSI (the second row)
results are shown in Figure 8. 'e CSI results show that the
reconstructed relativity permittivity of small target is higher
than the true value and the shape of the big target is
neglected in ‘FoamDielIntTM’ and ‘FoamTwinDielTM’
cases where the two types of target are overlapping. How-
ever, the IO-CSI method retrieve the shape and relativity
permittivity of the targets more correctly in all cases, even
though the initial guess is distorted because of the incorrect
initial incident field.

Algorithm steps:
1: Obtain the J0n,k(r) and χ0k(r) by the BP method.
2: Update Ji

n,k(r) using the conjugate gradient (CG) method.
3: Update αi

k: α
i
k � (−􏽐

N
n�1(χi−1

k Einc,i− 1
n,k )∗[GD

k (χi−1
k Etot,i−1

n,k ) − Ji
n,k]/􏽐N

n�1‖χi− 1
k Einc,i−1

n,k ‖2).
4: Update incident filed Einc,i

n,k and total field Etot,i
n,k in DOI.

5: Update χi
k(r).

6: If meet the terminate condition, stop iteration and output the final result; otherwise, go to step 2.

ALGORITHM 1: Implementation steps of the IO-CSI method.
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'e MR-CSI (the first row) and MR-IO-CSI (the
second row) inversion results are shown in Figure 9. Both
methods have good performance in the ‘FoamDie-
lExtTM’ case (Figure 9(a)). In the right two cases

(Figures 9(b) and 9(c)), the MR-CSI method has failed to
retrieve the targets, but the MR-IO-CSI method suc-
cessfully reconstructs the shape and relativity permit-
tivity of all targets.
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Figure 5: 'e targets used in the Fresnel experiments (dimension in mm): (a) FoamDielExt, (b) FoamDielInt, and (c) FoamTwinDiel. 'e
small blue circle is plastic cylinder with relative permittivity εr � 3 ± 0.3 and the radius of 15.5mm; the large green circle is foam cylinder
with relative permittivity εr � 1.45 ± 0.15 and radius of 40mm.

Table 1: 'e iteration times for different methods.

Item MR-IO-CSI MR-CSI IO-CSI CSI
FoamDielExtTM 3G 276 125 550 135
FoamDielExtTM 5G 168 97 292 180
FoamDielIntTM 3G 731 65 693 73
FoamDielIntTM 5G 214 16 372 121
FoamTwinDielTM 3G 188 85 742 82
FoamTwinDielTM 5G 180 134 501 227
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results, (b) is the MR-IO-CSI results, and (c) is the IO-CSI results.
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4. Conclusions

In this letter, the incident field optimization factor is used to
replace the calibration factor in the electromagnetic inverse
problems.'rough the synthetic data inverse experiment, it is
shown that the optimization factor is converged to the true
value in the proposed IO-CSI and MR-IO-CSI method, and
the inversion results are as good as those of the conventional
CSI and MR-CSI method without incident field distortion.
'e measured data inversion results of Fresnel experiment
demonstrate the ability of the single and multifrequency IO-
CSI and MR-IO-CSI methods to solve practical inverse
problems.'is method can be applied to situations where the
calibration factor is hard to obtain.

Data Availability

Previously reported [TXT] data were used to support this
study and are available at (https://doi.org/10.1088/0266-
5611/21/6/S09). 'e datasets are used in part (Results and
Discussion—the Fresnel measurement data) in this manu-
script to verify the proposed inversion method. Also, the
datasets are cited in this manuscript (Results and Dis-
cussion—the Fresnel measurement data) within the text as
references [16].
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‘FoamDielExtTM,’ (b) ‘FoamDielIntTM,’ and (c) ‘FoamTwinDielTM’ at 5GHz, 6GHz, 7GHz, and 8GHz.
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Figure 9: 'e multifrequency MR-CSI inversion results (first row) and the multifrequency MR-IO-CSI inversion results (second row)
of (a) ‘FoamDielExtTM,’ (b) ‘FoamDielIntTM,’ and (c) ‘FoamTwinDielTM’ at 5GHz, 6GHz, 7GHz, and 8GHz.

Table 2: 'e comparison of computation times (second).

Item CSI IO-CSI MR-CSI MR-IO-CSI
FoamDielExtTM 2182.2 3234.0 2359.2 3285.7
FoamDielIntTM 2186.3 3208.8 2268.2 3251.7
FoamTwinDielTM 2329.8 3657.9 2399.2 3548.7
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