In this paper, the effects of magnetic field, thermal radiation, buoyancy force, and internal heat generation on the laminar boundary layer flow about a vertical plate in the presence of a convective surface boundary condition have been investigated. In the analysis, it is assumed that the left surface of the plate is in contact with a hot fluid, whereas a stream of cold fluid flows steadily over the right surface, and the heat source decays exponentially outwards from the surface of the plate. The governing nonlinear partial differential equations have been transformed into a set of coupled nonlinear ordinary differential equations with the help of similarity transformation which were solved analytically by applying the optimal homotopy asymptotic method. The variations of fluid velocity and surface temperature for different values of the Grashof number, magnetic parameter, Prandtl number, internal heat generation parameter, Biot number, and radiation absorption parameter are tabulated, graphed, and interpreted in physical terms. A comparison with previously published results on similar special cases of the problem shows an excellent agreement.

1. Introduction

In physics and fluid mechanics, a Blasius boundary layer defines the steady two-dimensional laminar boundary layer that forms on a semi-infinite plate which is apprehended parallel to a constant unidirectional flow. By means of scaling arguments, Anderson [1] argued that about half of the terms in the Navier–Stokes equations are negligible in boundary layer flows (except in a small region near the leading edge of the plate). This leads to a condensed set of equations known as the boundary layer equations. The study on the boundary layer flow concerning a motionless plate was first done by Blasius [2].

Blasius used the similarity transformation method in the governing equation to diminish the Navier–Stoke equation for the viscous incompressible steady laminar flow over a solid boundary from the PDE to the ODE. Blasius obtained a laminar boundary layer equation (Blasius equation) which is a third-order nonlinear ODE. The notion of the similarity solution formulated by Blasius for the boundary layer flow of a Newtonian fluid over a flat surface forms the foundation for numerous consequent studies. Later, it has been extended by various researchers [3–6] to explore the similar solutions for thermal boundary layer flows over a flat plate under altered flow configurations and boundary conditions.

In the boundary layer theory, similarity solutions were found to be valuable in the interpretation of certain fluid motions at big Reynolds numbers. Similarity solutions frequently exist for the flow over semi-infinite plates and stagnation point flow for two-dimensional, irregular, and three-dimensional bodies [7]. In exceptional cases, when there is no similarity solution, one has to solve a system of nonlinear partial differential equations. For similarity boundary-layer flows, velocity profiles are alike, but this kind of similarity is missing for nonsimilarity flows [8–11].
Boundary-layer flows over a moving or stretching plate are of great importance in view of their relevance to an extensive variety of technical applications, especially in the manufacture of fibers in glass and polymer industries [7]. The first and leading work regarding boundary layer behavior in moving surfaces in a quiescent fluid was executed by Sakiadis [12]. Consequently, many researchers [13–17] worked on the problem of moving or stretching plates under different situations.

The heat transfer analysis of boundary-layer flows with radiation is also vital in electrical power generation, astrophysical flows, solar power technology, space vehicle re-entry, and other industrial areas [7]. Raptis et al. [18] investigated the effect of thermal radiation on the magneto-hydrodynamic flow of a viscous fluid past a semi-infinite stationary plate. Hayat et al. [19] prolonged the analysis of Raptis et al. for a second-grade fluid.

Convective heat transfer studies are very substantial in processes involving high temperatures, such as gas turbines, thermal energy storage, and nuclear plants. Ishak [20] examined the similarity solutions for flow and heat transfer over a permeable surface with a convective boundary condition. Aziz [21, 22] investigated a similarity solution for the laminar thermal boundary layer over a flat plate with a convective surface boundary condition and also studied hydrodynamic and thermal slip flow boundary layers over a flat plate with a constant heat flux boundary condition. Garg et al. [23] studied a similarity solution for the laminar thermal boundary layer over a flat plate with internal heat generation and a convective surface boundary condition.

Moreover, Makinde and Oladapo Olanrewaju [24] investigated the buoyancy effects on a thermal boundary layer over a vertical plate with a convective surface boundary condition. They also investigated the effect of buoyancy force, thermal radiation, and internal heat generation by the numerical method [7]. However, to the best of our knowledge, no investigation has been made yet to analyze the effects of buoyancy, internal heat generation, thermal radiation, and magnetic parameter on a boundary layer flow over a vertical plate with a convective surface boundary condition by the analytical or semianalytical method.

Hence, the objective of this study was to investigate the combined effects of buoyancy force, internal heat generation, thermal radiation, and magnetic field on a boundary layer over a vertical plate with a convective surface boundary condition via optimal homotopy asymptotic method (OHAM).

2. Basic Concepts of the Optimal Homotopy Asymptotic Method

The OHAM was introduced and developed by Marinca et al. [25–27]. OHAM is a modification of the homotopy asymptotic method which is based on reducing the residual error. In this method, the control and adjustment of the convergence region are provided in a suitable way. To illustrate the basic concepts of the optimal homotopy asymptotic method, the following nonlinear differential equation is considered:

$$A[w(x)] + b(x) = 0, \quad x \in D,$$

with boundary condition

$$B\left(w, \frac{dw}{dx}\right) = 0,$$

where $A$ is a differential operator, $B$ is a boundary operator, $w(x)$ is an unknown function, $D$ is the problem domain, and $b(x)$ is a known analytic function. The operator $A$ can be decomposed as $A = L + N$, where $L$ is a linear operator and $N$ is a nonlinear operator.

According to the OHAM, one can construct an optimal homotopy $\psi(x; p)$: $Dx[0, 1] \longrightarrow R$ which satisfies

$$(1 - p)\left[L(\psi(x; p)) + b(x)\right] - H(p)\left[A(\psi(x; p)) + b(x)\right] = 0,$$

where $p \in [0, 1]$ is an embedding parameter, $H(p)$ is a nonzero auxiliary function for $p \neq 0$, and $H(0) = 0$. When $p = 0$ and $p = 1$, we get $\psi(x, 0) = w_0(x)$ and $\psi(x, 1) = w(x)$, respectively. Thus, as $p$ increases from 0 to 1, the solution $\psi(x; p)$ varies from $w_0(x)$ to $w(x)$, where $w_0(x) = \psi(x, 0)$ is obtained from the homotopy (3). For $p = 0$, we have

$$L(w_0(x)) + b(x) = 0,$$

$$B\left(w_0, \frac{dw_0}{dx}\right) = 0.$$

The auxiliary function $H(p)$ is chosen in the form

$$H(p) = \sum_{k=1}^{m} p^k c_k = c_1 p + c_2 p^2 + c_3 p^3 + ...$$

The convergence of the solution greatly depends on this function. The function $H(p)$ also adjusts the convergence domain and controls the convergence region. To obtain an approximate solution, $\psi(x; p) = \psi(x; p, c_1, c_2, c_3, ...) = \psi(x; p) + \sum_{i=1}^{\infty} w_i(x, c_1, c_2, c_3, ...) p^i$.

Substituting equation (6) into equation (3) and equating the coefficient of like powers of $p$, the zero-order problem is obtained as given in equation (4). The first- and second-order problems are, respectively, given by equations (7) and (8):
where

\[ L(w_1(x)) = c_1 N_0(w_0(x)), \]

\[ L(w_2(x)) - L(w_1(x)) = c_2 N_0(w_0(x)) + c_1 L(w_1(x)) + N_1(w_0(x); w_1(x)), \]

\[ B\left( w_2, \frac{dw_2}{dx} \right) = 0. \]

Hence, the general governing equations for \( w_j(x) \) are given by

\[ L(w_j(x)) - L(w_{j-1}(x)) = c_j N_0(w_0(x)) + \sum_{i=1}^{j-1} c_i L(w_{j-i}(x)) + N_{j-i}(w_0(x); w_1(x), \ldots, w_{j-1}(x)) \]

\[ B\left( w_j, \frac{dw_j}{dx} \right) = 0, \quad j = 2, 3, \ldots, \]

where \( N_m(w_0(x); w_1(x); w_2(x); \ldots; w_m(x)) \) is the coefficient of \( p^m \) in the expansion of \( N(\psi(x; p, c_1, c_2, c_3, \ldots)) \) with respect to the embedding parameter \( p \) as follows:

\[ N(\psi(x; p, c_1, c_2, c_3, \ldots)) = N_0(w_0(x)) + \sum_{j=1}^{\infty} N_j(w_1, w_2, w_3, \ldots, w_j) p^j, \]

where \( \psi(x; p, c_1, c_2, c_3, \ldots) \) is given in equation (6). It should be underlined that \( w_j \) for \( j \geq 0 \) are governed by the linear equations with linear boundary conditions that come from the original problem, which can be smoothly solved. Moreover, the convergence of the series given in equation (6) depends upon the convergence-control parameters, \( c_1, c_2, c_3, c_4, \ldots \).

If the series converges at \( p = 1 \), one has

\[ w(x, c_1, c_2, c_3, \ldots) = w_0(x) + \sum_{j=1}^{\infty} w_j(x, c_1, c_2, c_3, \ldots). \]

The general solution of equation (1) can be determined approximately in the form

\[ w^m(x, c_1, c_2, c_3, \ldots) = w_0(x) + \sum_{j=1}^{m} w_j(x, c_1, c_2, c_3, \ldots, c_m). \]

Substituting equation (12) in equation (1), we get the following expression for the residual error:

\[ R(x, c_i) = L(w^m(x, c_i)) + b(x) + N(w^m(x, c_i)), \quad i = 1, 2, 3, \ldots, m. \]

If \( R(x, c_i) = 0 \), then \( w^m(x, c_i) \) is the exact solution of the given equation, but this does not happen, especially in nonlinear problems. The optimal values of the convergence-control parameters \( (c_i) \) can be identified via various methods, such as the least square method, the Galerkin method, the collocation method, the Ritz method, and the Kantorovich method. In order to find the optimal values of \( c_1, c_2, c_3, c_4, \ldots \) by the least square method, we first construct functional

\[ J(c_i) = \int_a^b R^2(x, c_i) \, dx, \]

and then minimize it, where \( a \) and \( b \) are in the domain of the given problem and \( R \) is given by equation (13). The unknown convergence-control parameters \( c_i, i = 1, 2, 3, \ldots, m \), can be identified from the following condition:

\[ \frac{\partial J}{\partial c_i} = 0, \quad i = 1, 2, 3, \ldots, m. \]

With these parameters known, the \( m \)th-order approximate solution given by equation (12) is well determined. The least square method is a powerful technique and has been used in many other methods such as the optimal auxiliary function method (OAFM), optimal homotopy perturbation method (OHPM), and optimal homotopy asymptotic method (OHAM) with Daftardar–Jeffery polynomials (OHAM-DJ) for calculating the optimum values of arbitrary constants [28–30].

### 3. Mathematical Formulation

A two-dimensional steady incompressible fluid flow coupled with heat transfer by convection over a vertical plate in a stream of cold fluid at temperature \( T_\infty \), which moved over the right surface of the plate with a uniform velocity \( U_\infty \), whereas the left surface of the plate was heated by convection from a hot fluid at temperature \( T_f \) which provided a heat transfer coefficient \( h_f \), is considered. The density difference as a result of buoyancy force influences and the effect of the magnetic field were taken into account in the momentum equation; the internal heat generation and the thermal radiation effects were taken into description in the energy equation (the Boussinesq approximation). The continuity, momentum, and energy equations describing the flow are summarized by the following boundary value problem [21, 24]:

\[ \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \]

\[ \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{\partial^2 u}{\partial y^2} + g \beta (T - T_\infty) - \frac{\delta}{\rho} B_0 u, \]
\[
\frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{k}{\rho c_p} \frac{\partial^2 T}{\partial y^2} - \frac{1}{\rho c_p} \frac{\partial Q}{\partial y} + \frac{Q}{\rho c_p} (T - T_\infty),
\]
(18)

with the boundary conditions defined as follows:

\[
u(x,0) = v(x,0) = 0,
\]
(19)

\[
\begin{align*}
&u \to u_\infty, \\
&T(x,\infty) = T_\infty, \\
&y \to \infty,
\end{align*}
\]
(20)

where \(u\) and \(v\) are the velocity components along the flow direction (x-direction) and normal to the flow direction (y-direction), \(\nu\) is the kinematic viscosity, \(\beta\) is the thermal volumetric expansion coefficient, \(g\) is the gravitational acceleration, \(k\) is the thermal conductivity, \(c_p\) is the specific heat of the fluid at constant pressure, \(T\) is the temperature of the fluid inside the thermal boundary layer, \(\rho\) is the density, \(q_r\) is the radiative heat flux in the y-direction, \(u_\infty\) is a constant free-stream velocity, \(\delta\) is the electrical conductivity of the base fluid, \(B_0\) is the imposed magnetic field, \(T_\infty\) is the constant temperature of the ambient fluid, \(Q\) is the heat released per unit per mass, and \(h_f\) is the heat transfer coefficient.

It is assumed that the viscous dissipation is neglected, the physical properties of the fluid are constant, and the Boussinesq and boundary layer approximation may be adopted for steady laminar flow. The radiative heat flux \(q_r\) is described by Rosseland approximation as

\[
q_r = -\frac{4\sigma^*}{3k'} \frac{\partial T^4}{\partial y},
\]
(21)

where \(k'\) and \(\sigma^*\) are the mean absorption coefficient and the Stefan–Boltzmann constant, respectively. Suppose the temperature variations within the flow are adequately small so that \(T^4\) can be expressed as a linear function after using Taylor series to expand \(T^4\) about the free stream temperature \(T_\infty\) and ignoring higher-order terms. This results in the following approximation:

\[
T^4 \approx 4T^3_\infty T - 3T^4_\infty.
\]
(22)

On using equation (22) in equation (21), we have

\[
q_r = -\frac{16\sigma^*}{3k^2} T_\infty \frac{\partial T}{\partial y}.
\]
(23)

Plugging equation (23) into equation (18), we get the following equation:

\[
\frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \left( \alpha + \frac{16\sigma^*}{3k^2} \frac{T_\infty}{k} \right) \frac{\partial^2 T}{\partial y^2} + \frac{\alpha}{k} Q (T - T_\infty),
\]
(24)

where \(\alpha = k/\rho c_p\) is the thermal diffusivity; from this equation, it is clearly seen that the effect of radiation is to enhance the thermal diffusivity. If we take \(N_R = k'k/4\alpha^2 T_\infty^3\) as the radiation parameter in equation (24), the equation becomes

\[
\frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\alpha}{k} \frac{\partial^2 T}{\partial y^2} + \frac{\alpha}{k} Q (T - T_\infty),
\]
(25)

where \(k_0 = 3N_R/3N_R + 4\). It is clear that the classical solution for the energy equation without the thermal radiation influence can be obtained from equation (25), which reduces to the following equation:

\[
\frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\alpha}{k} \frac{\partial^2 T}{\partial y^2} + \frac{\alpha}{k} Q (T - T_\infty).
\]
(26)

A similarity variable \(\eta\) and dimensionless stream function \(f(\eta)\) are introduced as follows:

\[
\eta = \gamma \sqrt{\frac{u_\infty}{v_\infty}},
\]
(27)

\[
u = \frac{1}{2} \sqrt{\frac{u_\infty}{v_\infty}} (\eta f'' - f).
\]

Differentiating \(u\) and \(v\) with respect to \(x\) and \(y\), respectively, we get

\[
\begin{align*}
\frac{\partial u}{\partial x} &= \frac{u_\infty}{v_\infty} f'' \eta, \\
\frac{\partial v}{\partial y} &= \frac{u_\infty}{v_\infty} f'' \frac{\eta}{2x},
\end{align*}
\]
(28)

where \(f'' = df/d\eta\) and \(u_\infty\) is a constant free-stream velocity. Substituting equation (28) into equation (15), the equation of continuity is satisfied identically. From equation (27), we can also obtain:

\[
\begin{align*}
\frac{\partial u}{\partial y} &= \frac{u_\infty}{v_\infty} f'' \sqrt{\frac{u_\infty}{v_\infty}}, \\
\frac{\partial^2 u}{\partial y^2} &= \frac{u_\infty^2}{v_\infty} f''.
\end{align*}
\]
(29)

The nondimensional form of the temperature \(\theta(\eta)\) is defined as follows:

\[
\theta(\eta) = \frac{T - T_\infty}{T_w - T_\infty},
\]
(30)

where \(T_w\) is a constant temperature of the wall.

Substituting equations (27)–(30) into equation (17), we obtain

\[
f'' + \frac{1}{2} f'''' + Gr_\delta \theta - Mi^f = 0,
\]
(31)

where
\[
Gr_x = \frac{g\beta(T_w - T_\infty)x}{u'\infty},
\]
\[
M^2 = \frac{\delta B_{xy}^2}{\rho u'\infty}.
\]

\(Gr_x\) is the local Grashof number, and \(M\) is the magnetic parameter.

From equation (30), we have
\[
\frac{\partial T}{\partial x} = \frac{\theta'\eta}{2x}(T_w - T_\infty),
\]
\[
\frac{\partial^2 T}{\partial y^2} = \theta'' + \frac{\rho \alpha}{\nu} (T_w - T_\infty).
\]

Substituting equations (27)–(30) and (33) into equation (25), we get
\[
\theta'' + k_x \text{Pr}
\left[
\frac{1}{2} f \theta' + \lambda_x \theta(\eta)
\right] = 0,
\]
with the boundary conditions
\[
\theta'(0) = -B_i [1 - \theta(0)],
\]
\[
\theta(\infty) = 0,
\]
where \(\text{Pr} = \nu/\alpha\) is the Prandtl number, \(\lambda_x = Q_{\infty}/u_\infty \rho c_p\) is the internal heat, and
\[
B_i = \frac{h_f}{k} \sqrt{\frac{u'\infty}{u'\infty}}.
\]

Equations (19) and (27) give the transformed boundary conditions for velocity fields as follows:
\[
f(\eta) = f'(\eta) = 0, \quad \eta = 0.
\]

For the momentum and energy equations to have a similarity solution, the parameters \(Gr_x\), \(\lambda_x\), \(M^2\), and \(B_i\) must be constants and not functions of \(x\) as in equations (32) and (36). This condition can be met if the heat transfer coefficient \(h_f\) is proportional to \(1/\sqrt{x}\) and the thermal expansion coefficient is proportional to \(1/x\). We therefore assume
\[
h_f = c x^{-1/2},
\]
\[
\beta = m x^{-1},
\]
\[
B_{xy}^2 = d^2 x^{-1},
\]
\[
Q = t x^{-1},
\]
where \(c, t, d,\) and \(m\) are constants.

Putting equation (38) into equations (32) and (36), we get
\[
Gr = \frac{mg\nu(T_w - T_\infty)}{u'\infty},
\]
\[
\lambda = \frac{t}{u'\infty \rho c_p},
\]
\[
M = \sqrt{\frac{\delta}{\rho u'\infty}},
\]
\[
Bi = \frac{c}{K} \sqrt{\frac{\nu}{u'\infty}},
\]
with \(Gr\), \(\lambda\), and \(M\) being defined by equation (39); the solutions of equation (40) with boundary condition equation (41) produce similarity solutions. Equations (20) and (27) suggested that \(f'(\eta) = 1\) as \(\eta \rightarrow \infty\).

Thus, the transformed equations representing the flow problem with their respective boundary conditions are expressed in equations (40) and (41):
\[
\left\{
\begin{array}{l}
\theta'' + \frac{1}{2} f \theta' + Gr \theta - M f' = 0, \\
\theta'' + k_x \text{Pr}
\left[
\frac{1}{2} f \theta' + \lambda \theta
\right] = 0,
\end{array}
\right.
\]
\[
\left\{
\begin{array}{l}
f(\eta) = f'(\eta) = 0, \\
\theta'(\eta) = -B_i [1 - \theta(0)], \quad \theta(\eta) = 0,
\end{array}
\right.
\]
\[
f'(\eta) = 1, \quad \theta(\eta) = 0, \quad \eta \rightarrow \infty.
\]

4. Solution of the Problem

Applying the OHAM on equation (40), we can construct the following homotopy:
\[
\left\{
\begin{array}{l}
(1 - p)(f'' - H_1(p)) + H_1(p)(f'' - Gr \theta) - M f' = 0, \\
(1 - p)(\theta'' - H_2(p)) + H_2(p)(\theta'' + k_x \text{Pr}
\left[
\frac{1}{2} f \theta' + \lambda \theta
\right]) = 0
\end{array}
\right.
\]
\[(42)\]
where \(p \in [0, 1]\) and the primes denote differentiation of the function \(f\) with respect to \(\eta; f, \theta, H_1,\) and \(H_2\) are considered as follows:
\[
f = f_0 + p f_1 + p^2 f_2 + p^3 f_3,
\]
\[
\theta = \theta_0 + p \theta_1 + p^2 \theta_2 + p^3 \theta_3,
\]
\[
H_1(p) = pc_1 + p^2 c_2 + p^3 c_3,
\]
\[
H_2(p) = pc_4 + p^2 c_5 + p^3 c_6.
\]
\[(43)\]
Using equation (43) in equation (42), simplifying, and equating the coefficients of the same powers of \( p \), we get the following set of zeroth-, first-, second-, and third-order problems.

The zeroth-order problems are
\[
\begin{align*}
  f_0^\nu(\eta) &= 0, \\
  \theta_0^\nu(\eta) &= 0,
\end{align*}
\]  

subjected to boundary conditions
\[
\begin{align*}
  f_0(0) &= f_0'(0) = 0, f_0'(\infty) = 1, \\
  \theta_0(0) &= -\text{Bi}(1 - \theta(0)), \theta_0(\infty) = 0.
\end{align*}
\]  

The first-order problems are
\[
\begin{align*}
  f_1^\nu(\eta, \theta_1, \theta_2) &= c_1 \left( \frac{1}{2} f_0 f_0'' + Gr \theta_0 - M f_0' \right), \\
  \theta_1^\nu(\eta, \theta_1, \theta_2) &= c_4 \text{Pr} \left( \frac{1}{2} k_0 f_0 \theta_0'' + \lambda \kappa \theta_0 \right)
\end{align*}
\]  

subjected to boundary conditions
\[
\begin{align*}
  f_1(0) &= f_1'(0) = f_1'(\infty) = 0, \quad \theta_1'(0) = \theta_1(\infty) = 0.
\end{align*}
\]  

The second-order problems are
\[
\begin{align*}
  f_2^\nu(\eta, c_1, c_2) &= (1 + c_1) f_1'' + c_1 \left( \frac{1}{2} f_0 f_0'' + \frac{1}{2} f_1 f_0'' + Gr \theta_1 - M f_1' \right) + c_1 \left( \frac{1}{2} f_0 f_0'' + Gr \theta_0 - M f_0' \right), \\
  \theta_2^\nu(\eta, c_4, c_5) &= (1 + c_4) \theta_1'' + \frac{1}{2} k_0 \text{Pr} \left( (c_4 \theta_1' + c_5 \theta_0') f_0 + c_4 \theta_0' f_1 \right) + \text{Pr} \lambda \kappa \left( c_4 \theta_1 + c_5 \theta_0 \right)
\end{align*}
\]  

subjected to boundary conditions
\[
\begin{align*}
  f_2(0) &= f_2'(0) = f_2'(\infty) = 0, \quad \theta_2'(0) = \theta_2(\infty) = 0.
\end{align*}
\]  

The third-order problems are
\[
\begin{align*}
  f_3^\nu(\eta, c_1, c_2, c_3) &= (1 + c_1) f_2'' + c_2 f_1'' + c_2 \left( f_1 f_1'' + f_0 f_0'' + f_0 f_2'' \right) + \frac{1}{2} c_2 \left( f_0 f_1'' + f_0 f_2'' \right) + \frac{1}{2} c_2 \left( f_0 f_1'' + f_0 f_2'' \right) + \frac{1}{2} c_2 \left( f_0 f_1'' + f_0 f_2'' \right) \\
  &+ \frac{1}{2} c_2 f_0 f_0'' + Gr (c_4 \theta_1'' + c_5 \theta_1'' + c_3 \theta_1) + c_3 f_0 - M (c_1 f_1' + c_2 f_1' + c_3 f_0') \\
  \theta_3^\nu(\eta, c_4, c_5, c_6) &= (1 + c_4) \theta_2'' + c_5 \theta_0'' + \text{Pr} \kappa \left( (c_4 \theta_1' + c_5 \theta_0') f_0 + (c_4 \theta_1' + c_5 \theta_0') f_0 + (c_4 \theta_0' + c_5 \theta_0') f_1 + c_4 \theta_0' f_2 \right) \\
  &+ \text{Pr} \lambda \kappa \left( c_4 \theta_1 + c_5 \theta_0 \right)
\end{align*}
\]  

subjected to boundary conditions
\[
\begin{align*}
  f_3(0) &= f_3'(0) = f_3'(\infty) = 0, \\
  \theta_3'(0) &= \theta_3(\infty) = 0.
\end{align*}
\]  

Solving in-sequence equations (44), (46), (48), and (50) with boundary condition equations (45), (47), (49), and (51) and using the OHAM for \( p = 1 \), we obtain the following solutions:

\[
\begin{align*}
  f_0(\eta) &= \frac{1}{2n} \eta^2, \\
  \theta_0(\eta) &= \text{Bi}(1 - \theta(0)) (n - \eta),
\end{align*}
\]  

(52)
\[
\begin{align*}
\theta_1(\eta, c_1) &= c_1 \left[ \frac{1}{48} \left( \frac{\eta^5}{5n^2} - \frac{n \eta^2}{2} \right) + \frac{Gr Bi}{6} (1 - \theta(0)) \left( \eta^3 - \frac{\eta^4}{4n} - n \eta^2 \right) - M \left( \frac{\eta^4}{2n} - n \eta^2 \right) \right] , \\
\theta_1(\eta, c_2) &= c_2 Prn^3 Bi (1 - \theta(0)) \left( -\frac{k_0}{48} \left( \frac{\eta^4}{n^2} - 1 \right) + k_0 \lambda \left( \frac{\eta^2}{3n^2} \right) - \frac{1}{3} \right), \\
f_2(\eta, c_1, c_2) &= (1 + c_1)c_1 \left[ \frac{1}{48} \left( \frac{\eta^5}{5n^2} + \frac{n \eta^2}{2} \right) + Gr Bi (1 - \theta(0)) \left( \frac{\eta^3}{6} - \frac{n \eta^2}{3n} - \frac{n \eta^2}{6} \right) - M \left( \frac{\eta^4}{2n} - n \eta^2 \right) \right] \\
&+ c_1 \left[ \frac{1}{24} \left( \frac{\eta^4}{84n^2} - \frac{\eta^3}{60} + \frac{n \eta^2}{168} \right) + Gr Bi (1 - \theta(0)) \left( \frac{\eta^6}{20} \frac{\eta^7}{70n} - \frac{n \eta^5}{60} + \frac{n \eta^4}{120} - M \left( \frac{\eta^7}{70n^2} - \frac{\eta^5}{60} - \frac{n \eta^3}{120} \right) \right) \\
&+ \frac{1}{12} \left[ \frac{1}{8} \left( \frac{\eta^8}{1680n^2} - \frac{n \eta^6}{120} + 31n^3 \eta^2 \right) + Gr Bi (1 - \theta(0)) \left( \frac{\eta^6}{120} - \frac{\eta^7}{840n} + \frac{n \eta^5}{60} + \frac{48 n \eta^4}{40n^2} - M \left( \frac{\eta^7}{420n^2} - \frac{n \eta^5}{60} + 30 \right) \right) \\
&+ Grc_4 pr Bi (1 - \theta(0)) \left( \frac{k_0}{48} \left( \frac{n \eta^3}{6} - \frac{\eta^4}{210n} - \frac{n \eta^2}{30} \right) + \lambda \left( \frac{n \eta^5}{120} - \frac{\eta^6}{720} + \frac{n \eta^3}{18} + \frac{1}{15} \right) \right) \\
&+ c_2 \left[ \frac{1}{48} \left( \frac{\eta^5}{5n^2} - \frac{n \eta^2}{2} \right) + Gr Bi (1 - \theta(0)) \left( \frac{\eta^3}{6} - \frac{\eta^4}{24n} - \frac{n \eta^2}{6} \right) - M \left( \frac{\eta^4}{6n} - \frac{n \eta^2}{2} \right) \right].
\end{align*}
\]

\[
\theta_2(\eta, c_4, c_5) = prn^3 Bi (1 - \theta(0)) \left[ (1 + c_4)c_4 \left[ \frac{k_0}{48} \left( \frac{1}{2n^2} - \frac{\eta^4}{3n} - \frac{1}{3} \right) + \lambda \left( \frac{\eta^2}{2n^2} - \frac{n \eta^2}{3n} - \frac{n \eta^2}{6} \right) \right] + \frac{1}{4} k_0 \\
- \left( c_4^2 Prn^2 \left( \frac{k_0}{504} \left( \frac{\eta^2}{2n^2} - \frac{\eta^2}{3n} - \frac{1}{3} \right) - c_5 \left( \frac{1}{12} \frac{\eta^4}{n^2} \right) \right) - \frac{1}{24} \left( \frac{\eta^7}{210n^2} - \frac{\eta^6}{24n} + \frac{n \eta^5}{31} + Gr Bi (1 - \theta(0)) \left( \frac{\eta^5}{20n} - \frac{\eta^6}{12n} + \frac{n \eta^4}{120} + \frac{5}{120} \right) - M \left( \frac{\eta^6}{60n^2} - \frac{n \eta^4}{12n} + \frac{1}{15} \right) \right) \right] \\
\]
\[1 + \frac{13}{362880n} \left( \frac{1}{2} (\text{BiGr}[1 - \theta(0)] + \frac{M}{n}) \right) \left( \frac{1}{2} (\text{BiGr}[1 - \theta(0)] - \frac{M}{n}) \right) \left( \frac{1}{2} (\text{BiGr}[1 - \theta(0)] - \frac{M}{n}) \right) \left( \frac{1}{2} (\text{BiGr}[1 - \theta(0)] - \frac{M}{n}) \right)
\]
- \text{BiPrGr} c_4 [1 - \theta(0)] \left( \frac{k_0}{48} \left( \frac{n^3}{720} (\eta^5 - \eta^2) - \frac{6.6138 \times 10^{-6}}{n} (\eta^6 - \eta^2) - \frac{n^4}{1800} (\eta^5 - \eta^2) \right) \right)

\lambda \left( \frac{n}{40320n} (\eta^8 - \eta^2) - 2.7557 \times 10^{-6} (\eta^9 - \eta^2) - \frac{n^3}{2160} (\eta^6 - \eta^2) + \frac{n^4}{900} (\eta^5 - \eta^2) \right)

- M c_2 Gr \left( \frac{c_1}{24} \left( \frac{1}{60480n} (\eta^{10} - \eta^2) - \frac{1}{20160} (\eta^7 - \eta^2) - \frac{n^3}{16128} (\eta^4 - \eta^2) + \text{BiGr} [1 - \theta(0)] \right) \right)

\left( \frac{1}{1120} (\eta^8 - \eta^2) - \frac{1}{5040n} (\eta^9 - \eta^2) - \frac{n}{1260} (\eta^7 - \eta^2) - \frac{n^4}{720} (\eta^4 - \eta^2) \right)

- M \left( \frac{1}{5040n} (\eta^9 - \eta^2) - \frac{n^3}{1440} (\eta^4 - \eta^2) \right)

+ c_1 \left( \frac{8.2672 \times 10^{-7}}{n^3} (\eta^{10} - \eta^2) - \frac{1}{40320} (\eta^7 - \eta^2) + 1.9221 \times 10^{-4} n (\eta^4 - \eta^2) \right)

+ \text{BiGr} [1 - \theta(0)] \left( \frac{1}{6720} (\eta^8 - \eta^2) - \frac{1}{60480n} (\eta^9 - \eta^2) - \frac{n}{2520} (\eta^7 - \eta^2) + \frac{n^4}{576} (\eta^4 - \eta^2) \right)

- \frac{M}{2} \left( \frac{1}{30240n} (\eta^9 - \eta^2) - \frac{n^3}{360} (\eta^4 - \eta^2) \right)

+ \text{PrBiGr} c_4 [1 - \theta(0)] \left( \frac{k_0}{48} \left( \frac{n^3}{120} (\eta^5 - \eta^2) - \frac{1}{15120n} (\eta^9 - \eta^2) - \frac{n^4}{360} (\eta^4 - \eta^2) \right) \right)

+ \lambda \left( \frac{n}{5040} (\eta^7 - \eta^2) - \frac{1}{40320} (\eta^8 - \eta^2) - \frac{n^3}{360} (\eta^5 - \eta^2) + \frac{n^4}{180} (\eta^4 - \eta^2) \right)

- \frac{Mc_2 Gr}{6} \left( \frac{8.2672 \times 10^{-6}}{n^3} (\eta^9 - \eta^2) - \frac{n}{5760} (\eta^8 - \eta^2) + \frac{n^3}{1440} (\eta^4 - \eta^2) \right)

+ \text{BiGrn} [1 - \theta(0)] \left( \frac{1}{840} (\eta^9 - \eta^2) - \frac{1}{6720n} (\eta^8 - \eta^2) - \frac{n}{360} (\eta^6 - \eta^2) + \frac{n^3}{180} (\eta^4 - \eta^2) \right)

- M \left( \frac{1}{6720n} (\eta^8 - \eta^2) - \frac{n}{720} (\eta^6 - \eta^2) + \frac{7n^3}{1440} (\eta^4 - \eta^2) \right) \right)

- \frac{Mc_2 Gr}{4n} \left( \frac{1}{10080n} (\eta^7 - \eta^2) - \frac{n}{1152} (\eta^4 - \eta^2) + \text{BiGr} [1 - \theta(0)] \left( \frac{1}{120n} (\eta^5 - \eta^2) \right) \right)

- \frac{1}{720n} (\eta^6 - \eta^2) - \frac{n}{72} (\eta^4 - \eta^2) \right) - \frac{M}{6} \left( \frac{1}{120n} (\eta^6 - \eta^2) - \frac{n}{24} (\eta^4 - \eta^2) \right) \right)

+ \frac{c_1^2 c_2}{4n} \left( \frac{1}{40320n} (\eta^8 - \eta^2) - \frac{1}{420} \left( \text{BiGr} [1 - \theta(0)] + \frac{M}{n} (\eta^7 - \eta^2) + \frac{\text{BiGr} [1 - \theta(0)] n}{120} (\eta^6 - \eta^2) \right) \right) \right)

+ \left( \frac{-n}{2880} - \frac{\text{BiGr} [1 - \theta(0)] n^2}{180} + \frac{M n}{360} \right) (\eta^5 - \eta^2)

+ \frac{c_1}{n} \left( \frac{1}{80640n} (\eta^7 - \eta^2) - \frac{n}{5760} (\eta^4 - \eta^2) + \frac{\text{BiGr} [1 - \theta(0)] n}{6} (\frac{1}{120} (\eta^6 - \eta^2) - \frac{1}{840n} (\eta^7 - \eta^2) - \frac{n}{60} (\eta^5 - \eta^2) \right)

- M \frac{1}{12} \left( \frac{1}{420n} (\eta^7 - \eta^2) - \frac{n}{60} (\eta^5 - \eta^2) \right) \right).
Adding up solution components (52)–(56), the four-term solution obtained by the OHAM for $p = 1$ is

$$
\begin{align*}
\bar{f}(\eta, c_1, c_2, c_3) &= f_0(\eta) + f_1(\eta, c_1) + f_2(\eta, c_1, c_2) + f_3(\eta, c_1, c_2, c_3), \\
\bar{\theta}(\eta, c_4, c_5, c_6) &= \theta_0(\eta) + \theta_1(\eta, c_4) + \theta_2(\eta, c_4, c_5) + \theta_3(\eta, c_4, c_5, c_6).
\end{align*}
$$

(56)

5. Results and Discussion

The system of nonlinear higher-order ordinary differential equation (40) with boundary conditions (41) was solved analytically via the optimal homotopy asymptotic method (OHAM). Analytical computations have been carried out for different embedded parameters in the flow model controlling the fluid dynamics in the flow regime. The influence of different parameters in the flow model on the velocity and temperature profiles has been analyzed for different values of Prandtl number ($Pr$), internal heat generation ($\lambda$), magnetic parameter ($M$), Biot number ($Bi$), radiation parameter ($Ra$), and Grashof number ($Gr$), and the results have been displayed in figures and tables for the selected parameters.

Table 1 depicts the validity of the method for the considered boundary layer flow. In Table 1, a comparison of the
values for the Nusselt number \((-\theta'(0))\) and surface temperature \((\theta(0))\) for \(Pr = 0.72\) and \(Gr = \lambda = Ra = M = 0\) is presented, and it is in an excellent agreement with the corresponding values reported by Olanrewaju et al. [7], Aziz [22], Ishak [20], and Makinde and Oladapo Olanrewaju [24]. Table 2 shows a comparison of the values of the skin-friction coefficient and the Nusselt number obtained by the OHAM in the present study and numerical solutions reported by Olanrewaju et al. for various parameter values entrenched in the flow model.

Table 1: A comparison of the values obtained for the Nusselt number and surface temperature with an increase in the local Biot number in this study and by Olanrewaju et al., Aziz, Ishak, and Makinde and Oladapo Olanrewaju in previous studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(-\theta'(0))</td>
<td>(\theta(0))</td>
<td>(-\theta'(0))</td>
<td>(\theta(0))</td>
<td>(-\theta'(0))</td>
</tr>
<tr>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.386314</td>
<td>0.066809</td>
<td>0.386316</td>
<td>0.066810</td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.557238</td>
<td>0.069728</td>
<td>0.557241</td>
<td>0.069730</td>
<td></td>
</tr>
<tr>
<td>0.20</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.483259</td>
<td>0.213879</td>
<td>0.483261</td>
<td>0.213880</td>
<td></td>
</tr>
<tr>
<td>0.80</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>0.723309</td>
<td>0.071735</td>
<td>0.723310</td>
<td>0.071736</td>
<td></td>
</tr>
<tr>
<td>1.00</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>0.279129</td>
<td>0.94415</td>
<td>0.279131</td>
<td>0.9441</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: A comparison of values of the skin-friction coefficient and the Nusselt number obtained by the OHAM in the present study and numerical solutions reported by Olanrewaju et al. for various parameter values entrenched in the flow model.

<table>
<thead>
<tr>
<th>Bi</th>
<th>Gr</th>
<th>Pr</th>
<th>λ</th>
<th>Ra</th>
<th>f'(0)</th>
<th>(-\theta'(0))</th>
<th>f'(0)</th>
<th>(-\theta'(0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.383614</td>
<td>0.066809</td>
<td>0.386316</td>
<td>0.066810</td>
</tr>
<tr>
<td>0.1</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.460824</td>
<td>0.176788</td>
<td>0.460825</td>
<td>0.176790</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.557238</td>
<td>0.069728</td>
<td>0.557241</td>
<td>0.069730</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.723309</td>
<td>0.071735</td>
<td>0.723310</td>
<td>0.071736</td>
</tr>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.383614</td>
<td>0.066809</td>
<td>0.386316</td>
<td>0.066810</td>
</tr>
<tr>
<td>0.1</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.72</td>
<td>0.460824</td>
<td>0.176788</td>
<td>0.460825</td>
<td>0.176790</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.557238</td>
<td>0.069728</td>
<td>0.557241</td>
<td>0.069730</td>
</tr>
<tr>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.723309</td>
<td>0.071735</td>
<td>0.723310</td>
<td>0.071736</td>
</tr>
</tbody>
</table>

Figure 1: Velocity profiles for various values of the Prandtl number \((Pr)\) when \(Bi = 0.1\), \(Gr = 0.1\), \(M = 0.1\), \(\lambda = 0.1\), and \(Ra = 0.1\)

Figure 2: Velocity profiles for various values of the Biot number \((Bi)\) when \(Pr = 0.72\), \(Gr = 0.1\), \(M = 0.1\), \(\lambda = 0.1\), and \(Ra = 0.1\).
coefficient $f''(0)$ and the local Nusselt number ($-\theta'(0)$) obtained by the OHAM in this study and the numerical method reported by Olanrewaju et al. [7] for various values of embedded parameters and shows an excellent agreement. As illustrated in Table 2, the skin friction and the rate of heat transfer at the plate surface increased with an increase in the local Grashof number, the internal heat generation parameter, the Biot number, and the radiation absorption parameter. However, an increase in the Prandtl number reduced the skin friction but increased the rate of heat transfer at the plate surface.

Figures 1–6 exhibit the effects of various parameters on the nondimensional velocity profiles within the boundary layer. Generally, the fluid velocity is zero at the plate surface and rises slowly away from the plate towards the free stream value satisfying the boundary condition. The velocity profile for different values of the Prandtl number, thermal radiation, and internal heat generation is described in Figures 1, 3, and 4, respectively. It is evident from the figures that the variation of values of the Prandtl number, internal heat generation, and radiation parameter had little effect or immaterial effect on the fluid velocity. Even though the velocity profile shows a bit decreasing trend as the value of the Prandtl number increases, it is insignificant. Similarly, from Figures 3 and 4, we see that the variation of values of the radiation parameter and internal heat generation has no significant effect even if the velocity profile shows a little increasing tendency in both cases. The effect of the Biot number and Grashof number on the fluid velocity is...
As one can observe from the figures, increase in the Biot number and Grashof number enhances the fluid velocity. In addition, the curves show that the peak value of velocity increases rapidly near the wall of the plate as the Grashof number increases, and it is understood that the rate of heat transfer at the plate surface increases with the increase of the Grashof number. Figure 6 reveals that an increase in the magnetic parameter results in the decrease of the fluid velocity. In reality, the existence of the magnetic field in an electrically conducting fluid introduces a force called Lorentz force which acts contrary to the flow if the magnetic field is applied normal to the fluid flow. This type of resistive force leads to slowing down of the flow field. Thus, our result and physical reality are consistent.

The influences of various embedded parameters on the fluid temperature within the boundary layer are illustrated in Figures 7–10. The figures illustrate the behaviour of the temperature profiles within the boundary layer. Commonly, at the plate surface, the fluid temperature is high and exponentially decreases to zero far away from the plate, satisfying boundary conditions. Figures 7 and 8, respectively, demonstrate the behaviour of dimensionless temperature profiles for different values of internal heat generation \( \lambda \) and the thermal radiation parameter, and it is seen that the temperature profile increases with the increase of some values of both internal heat generation and thermal radiation parameter. Therefore, the internal heat generation parameter and radiation parameter enhance
the thermal diffusion within the boundary layer. It is seen from Figure 9 that the temperature profile decrease for increasing values of the Prandtl number at all points which indicates that thermal boundary layer thickness is reduced under the influence of the Prandtl number. Figure 10 illustrates that the Biot number causes the fluid temperature to increase. Generally, from these figures, it is notable that the thermal boundary layer thickness increased with an increase in the Biot number, internal heat generation, and thermal radiation but decreased with increasing values of the Grashof number, magnetic parameter, and Prandtl number. Thus, the convective surface heat transfer, the internal heat generation parameter, and the radiation parameter improved thermal diffusion, whereas an increase in the Prandtl number and the intensity of buoyancy force slowed down the rate of thermal diffusion within the boundary layer.

6. Conclusion

In this study, the optimal homotopy asymptotic method was successfully applied to investigate the effects of thermal radiation, internal heat generation, Prandtl number, Grashof number, and Biot number on the laminar boundary layer flow over a vertical plate in the presence of a convective surface boundary condition. The present analysis leads to the following conclusions:

(1) With the increase in the Grashof number, the fluid velocity and the values of the skin-friction coefficient increase, but the fluid temperature and the value of the Nusselt number reduce with the increase in the Grashof number.

(2) With the increase in the Prandtl number, the fluid temperature, the coefficient of skin friction, and heat transfer rate decrease, but the significant effect is not observed on the fluid velocity.

(3) The fluid velocity, temperature profile, and skin-friction coefficient increase with the increase in the Biot number.

(4) The fluid temperature, the values of the skin-friction coefficient, and the heat transfer rate increase with the increase of internal heat generation.

(5) With the increase of the radiation absorption parameter, the fluid temperature, the coefficient of skin friction, and the heat transfer rate enhance.

(6) Both fluid velocity and temperature profile fall with the increase in the magnetic parameter.

(7) The results confirm that the optimal homotopy asymptotic method is powerful in solving nonlinear differential problems.
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