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Beni Mellal 23000, Morocco

Correspondence should be addressed to Najat Chefnaj; najatchefnajj@gmail.com

Received 15 December 2021; Accepted 9 February 2022; Published 24 March 2022

Academic Editor: Gaston Mandata N gu r kata

Copyright © 2022 Khalid Hilal et al. ,is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this work, we prove the existence and uniqueness of mild solution of the fractional conformable Cauchy problem with nonlocal
condition. We obtained these results by applying the fixed point theorems precisely to the fixed point theorem of Krasnoselskii
and Banach’s fixed point theorem. At the end, we provide application.

1. Introduction

Many dynamic processes in physics, biology, economics,
and other fields of application can be governed by

differential evolution equations of neutral type of the fol-
lowing form:

d
dt

x(t) − F t, x h1(t)( ( (  � − A x(t) − F t, x h1(t)( ( (  + G t, x h2(t)( ( . (1)

We replace the partial derivative by a fractional deriv-
ative [1, 2] because fractional derivatives have been proven to
be a very good way to model many phenomena with
memory in various fields of science and engineering [1–9].
Consequently, several researchers are working to form the
best definition of the fractional derivative. A new definition
called conformal fractional derivative is introduced in [7].

,is new fractional derivative becomes the subject of many
contributions in several areas of science [9]. Motivated by
the better effect of the fractional derivative and simple
properties of the conformable fractional derivative, we
consider model (1) in this work; we are going to study
Cauchy problem with fractional derivative. Precisely, we
consider fractional Cauchy problem of the following form:

dα

dt
α x(t) − F t, x h1(t)( ( (  � − A x(t) − F t, x h1(t)( ( (  + G t, x h2(t)( ( .(1.1),

x(0) + g(x) � x0 ∈ X � D A
α

( ,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)
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where dα/dtα is the conformable fractional derivative of
α ∈ (0, 1). A is a sectorial operator which generates a
strongly analytic semigroup (T(t)) on a Banach spaceX. For
more details about semigroup theory, we refer to [7]. We
denote by C([0, a], D(Aα) the banach space of continuous
function from [0, a] into D(Aα with the norm
‖u‖α � sups∈[0,a]‖u(s)‖α. For our study, the functions
F: [0, a] × D(Aα)⟶ D(Aα) and G: [0, a] × D(Aα)⟶ D

(Aα) and g: C([0, a], D(Aα))⟶ D(Aα) and also h1, h2
∈ C([0, a], D(Aα)).

x(0) + g(x) � x0 is nonlocal condition; this notion has
been a hot topic in recent years. ,eir association to classical
problems has brought a lot of improvement at the level of
modeling, thus making it more realistic. ,e nonlocal
condition joined the main equation instead of the classical
initial condition which is necessary to model well and write
mathematically, physical phenomena like in electronics, in
mechanics of materials, or in biomathematics in the way
closest to the reality of many phenomena in multiple dis-
ciplines. ,e nonlocal condition means that the initial
condition depends on some future times.

In this paper, we prove the existence of mild solution of
conformable fractional differential equations with nonlocal
condition. ,e main results are based on semigroup theory
combined with the Krasnoselskii fixed point theorem.

,e content of this paper is organized as follows. In
Section 2, we recall some preliminary facts on the con-
formable fractional calculus and Section 3 is devoted to
prove the main result.

In this section, we recall some concepts on conformable
fractional calculus.

2. Preliminaries

Definition 1. ,e conformable fractional derivative of x of
order α at t> 0 is defined as

dαx(t)

dt
α � lim

h⟶0

x t + he
(α− 1)t

  − x(t)

h
. (3)

When the limit exists, we say that x is (α)-differentiable
at t.

If x is (α)-differentiable and limt⟶0+dαx(t)/dtα exists,
then define

dαx(0)

dt
α � lim

t⟶0+

d
α
x(t)

dt
α , (4)

,e (α)-fractional integral of a function x is defined by

I
α
(f)(t) � 

t

0
s
α− 1

f(s)ds . (5)

Theorem 1. If x is a continuous function in the domain of Iα,
then

dα(I
α
(x(t)))

dt
α � x(t). (6)

Defintion 2. ,e fractional Laplace transform of order α of x

is defined by

Lα(x(t))(λ) � 
+∞

0
t
α− 1

e
− λ

tα

αx(t)dt . (7)

,e fractional Laplace transform of conformable frac-
tional derivative is given by the following proposition.

Proposition 1. If x(t) is differentiable, then

Lα
dαx(t)

dt
α (λ) � λLα(x(t))(λ) − x(0). (8)

Fractional powers of an operator.

Definition 3. Let A be a sectorial operator defined on a
Banach space X, such thatReσ(A)> 0; for α> 0, we note by
A− α the operator defined by

A
− α

�
1
Γ(α)


+∞

0
t
α− 1

T(t)dt . (9)

Definition 4. Let A be a sectorial operator defined on a
Banach space X, such thatReσ(A)> 0.We define the family
of operators (Aα)α≥ 0 as follows: A0 � IX, and for α> 0,

A
α

� A
− α

( 
− 1

, D A
α

(  � Im A
− α

( . (10)

Theorem 2. If (− A) is the infinitesimal generator of an
analytic semigroup (T(t))t≥0 and if 0 ∈ ρ(A), then

(1) D(Aα) is a Banach space with the norm ‖x‖α � ‖Aαx‖

for every x ∈ D(Aα).
(2) T(t): X⟶ D(Aα) for all t> 0 and α≥ 0.
(3) For every x ∈ D(Aα), we have T(t)Aαx � AαT(t)x.

We assume thatM is a closed bounded convex subset of a
Banach space E:

(i) Ax + By ∈M for each x, y ∈M.
(ii) A is continuous and compact.
(iii) B is contraction.

,en, there exists y ∈M such that y � Ay + By.
We end these preliminaries with the notion of sectorial

operator.

Definition 3. A: D(A) ⊂ X⟶ X is said to be sectorial
operator of type (M,ω,Θ) if there exists M> 0, ω ∈ R, and
0< Θ< π/2 as follows:

(1) A is closed and linear operator.
(2) ∀λ ∉ w + Sθ, the resolvent (λI − A)− 1 of A exists.
(3) ∀λ ∉ w + Sθ, |(λI − A)− 1|≤M/λ − w,

where w + Sθ: � w + λ/λ ∈ Cavec|Arg(− λ)|< θ .

Theorem 2. A densely sectorial operator generates a strongly
analytic semigroup (T(t))t≥0. Moreover,
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T(t) �
1
2πi


c
e
λt

(λI − A)
− 1

dλ , (11)

with gamma being a suitable path λ ∉ w + Sθ.
Now, we give the main contribution results.

3. Main Results

Before presenting our main results, we introduce the fol-
lowing assumptions:

(H1) F: [0, a] × D(Aα)⟶ D(Aα) is continuous and
there exists a constant L1 > 0 such that ‖F(t, x1)

− F(t, x2)‖α≤L1‖x1 − x2‖α for all x1, x2 ∈ D(Aα)

and for 0≤ t≤ a.
(H2) G: [0, a] × D(Aα)⟶ D(Aα) is continuous and

for all r> 0, there exists a function μr ∈L
∞

([0, a],R+) such that sup‖x‖≤r‖G(t, x)‖α ≤ μr(t).

(H3) g: C([0, a], D(Aα))⟶ D(Aα); there exists a
constant L3 > 0 such that ‖g(u1) − g

(u2)‖α≤ L3‖u1 − u2‖α, for all u1, u2 ∈ C([0, a], D

(Aα) with ‖u‖α � sups∈[0,a] ‖u(s)‖α for u ∈ C(

[0, a], D(Aα).
(H4) h1, h2 ∈ C([0, a], D(Aα).
H(5) ,ere exists a constant L2 > 0 such that

G t, x1(  − G t, x2( 
����

����α≤ L2 x1 − x2
����

����α, (12)

for all x1, x2 ∈ D(Aα) and for 0≤ t≤ a.
Existence of mild solution:
Applying the Laplace transform to equation (2), we

obtain

Lα
dα

dt
α x(t) − F t, x h1(t)( ( (  (λ) � − Lα A x(t) − F t, x h1(t)( ( (  + Lα G t, x h2(t)( ( ( ( (λ)

λLα x(t) − F t, x h1(t)( ( ( ( (λ) − x(0) − F 0, x h1(0)( ( (

� − ALα x(t) − F t, x h1(t)( ( (λ) + Lα G t, x h2(t)( ( ( ( λ)( (λ + A)Lα

x(t) − F t, x h1(t)( ( ( ( (λ)

� x(0) − F 0, x h1(0)( (  + Lα G t, x h2(t)( ( ( (λ).

(13)

,en,

Lα x(t) − F t, x h1(t)( ( ( ( (λ) � (λ + A)
− 1

x(0) − F 0, x h1(0)( ( ( 

+(λ + A)
− 1
Lα G t, x h2(t)( ( ( (λ).

(14)

Hence,

Lα x(t) − F t, x h1(t)( ( ( ( (λ) � (λ + A)
− 1

x0 − g(x) − F 0, x h1(0)( ( ( 

+(λ + A)
− 1
Lα G t, x h2(t)( ( ( (λ).

(15)

,en,

(λ + A)
− 1

x(0) − F 0, x h1(0)( ( ( 

� Lα(T
t
α

α
 (λ) x0 − g(x) − F 0, x h1(0)( ( ( .

(16)

Hence,

(λ + A)
− 1
Lα G t, x h2(t)( ( ( (λ) � Lα 

tα/α

0
T

t
α

α
− s G (αs)

1/α
, x h2 (αs)

1/α
  ) ds (λ)

� Lα 
t

0
s
α− 1

T
t
α

α
−

s
α

α
 G s, x h2(s)( ( ds (λ).

(17)
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,erefore,

Lα x(t) − F t, x h1(t)( ( ( ( (λ) � Lα(T
t
α

α
 (x0 − g(x) − F 0, x h1(0)( ( (λ)

+ Lα 
t

0
s
α− 1

T
t
α

α
−

s
α

α
 G s, x h2(s)( ( ds (λ).

(18)

According to inverse fractional Laplace transform, we
find the formula

x(t) − F(t, x h1(t)(  � T
t
α

α
  x0 − g(x) − F(0, x h1(0)( ( 

+ Lα 
t

0
s
α− 1

T
t
α

α
−

s
α

α
 G s, x h2(s)( ( ds (λ).

(19)

,en, we obtain

x(t) � F(t, x h1(t)(  + T
t
α

α
  x0 − g(x) − F(0, x h1(0)( ( 

+ 
t

0
s
α− 1

T
t
α

α
−

s
α

α
 G s, x h2(s)( ( ds.

(20)

Defintion 1. We say that x ∈ C([0, a], D(Aα)) is a mild
solution of equation (2) if the following assertion is true:

x(t) � F(t, x h1(t)(  + T
t
α

α
  x0 − g(x) − F(0, x h1(0)( ( 

+ 
t

0
s
α− 1

T
t
α

− s
α

α
 G h1s, x(v)( ds.

(21)

Theorem 3. If (T(t))t>0 is compact and (H1) − (H4) are
satisfied, then problem (2) has at least one mild solution,
provided that

L1 + sup
t∈[0,a]

T
t
α

α
 

��������

��������
L3 + L1( < 1. (22)

Proof. Choosing

r≥
F(t, x(h1(t)))

����
����α + supt∈[0,a] T t

α/α( 
����

���� a
α/α(  μr


L∞ + x0

����
����α +‖g(x)‖α + F t, x h1(t)( ( 

����
����α 

1 − L1 + supt∈[0,a] T t
α/α( 

����
���� L3 + L1(  

, (23)

let Br � x ∈ X‖x‖α ≤ r , for x ∈ Br, and t ∈ [0, a] define the
operators Γ1 and Γ2 by

Γ1(x)(t) � F(t, x h1(t)(  + T
t
α

α
  x0 − g(x) − F(0, x h1(0)( ( ,

Γ2(x)(t) � 
t

0
s
α− 1

T
t
α

α
−

s
α

α
 G s, x h2(s)( ( ds.

(24)

□
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Claim 1. We prove that Γ1 is contraction on Br. We have

Γ1(x)(t) − Γ1(y)(t)
����

����α≤ A
α

F(t, x h1(t)(  − F(t, y h1(t)( ( 
����

����

+ T
t
α

α
 A

α
(g(y) − g(x))

��������

��������

+ T
t
α

α
 A

α
F 0, y h1(0)( (  − F 0, y h1(0)( ( ( 

��������

��������

≤L1 sup
0≤s≤a

‖x(s) − y(s)‖α + sup
t∈[0,a]

T
t
α

α
 

��������

��������
L3 + L1(  sup

0≤s≤a
‖x(s) − y(s)‖α

≤ L1 + sup
t∈[0,ta]

T
t
α

α
 

��������

��������
L3 + L1(   sup

0≤s≤a
‖x(s) − y(s)‖α.

(25)

,en,

Γ1(x) − Γ1(y)
����

����α≤ L1 + sup
t∈[0,a]

T
t
α

α
 

��������

��������
L3 + L1(  ‖x − y‖α. (26)

Since L1 + supt∈[0,a]‖T(tα/α)‖(L3 + L1)< 1, so Γ1 is a
contraction on Br.

Claim 2. We prove that Γ1(x) + Γ1(y) ∈ Br for every
x, y ∈ Br.

Γ1(x)(t) + Γ2(y)(t)
����

����α≤ F t, x h1(t)( ( 
����

����α +
a
α

α
sup

t∈[0,a]

T
t
α

α
 

��������

��������
μr


L∞

+ sup
t∈[0,a]

T
t
α

α
 

��������

��������
x0

����
����α +‖g(x)‖α + F 0, x h1(0)( ( 

����
����α 

≤ F t, x h1(t)( ( 
����

����α

+ sup
t∈[0,a]

T
t
α

α
 

��������

��������
x0

����
����α +‖g(x)‖α + F 0, x h1(0)( ( 

����
����α

+
a
α

α
μr


L∞

≤ r 1 − L1 + sup
t∈[0,a]]

T
t
α

α
 

��������

��������
L3 + L1(   .

(27)

Claim 3. We will prove that Γ2 is continuous on Br

Let xn ∈ Br such that limn⟶∞xn � x.
We will prove that limn⟶∞Γ2(xn) � Γ2(x).
We have
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Γ2 xn(  − Γ2(x)
����

����α≤ 
t

0
s
α− 1

T
t
α

− s
α

α
 

��������

��������
G s, xn h2(s)( (  − G s, x h2(s)( ( 

����
����αds

≤ sup
t∈[0,a]

T
t
α

α
 

��������

��������


t

0
s
α− 1

G s, xn h2(s)( (  − G(s, x(h2(s)))
����

����αds.

(28)

By (H2), we have ‖sα− 1(G(s, xn (h2(v))) − G(s, x(

h2(s))))‖α≤ 2μrs
α− 1 and limn⟶∞G(s, xn(h2(s))) � G9s, x

(h2(s)). According to Lebesgue dominated convergence
theorem, we obtain

lim
n⟶∞
Γ2 xn(  − Γ2(x)

����
����α � 0. (29)

Claim 4. We prove that Γ2 is compact.

Step 1. We prove that Γ2(x)(t)|x ∈ Br  is relativement
compact in X.

For some fixed t ∈]0, a[, let ε ∈]0, t[ and define the
operator Γε2 by

Γε2(x)(t) � 
tα − εα( )1/α

0
s
α− 1

T
t
α

− s
α

α
 G s, x h2(s)( ( ds

� T
εα

α
  

tα− εα( )1/α

0
s
α− 1

T
t
α

− s
α

− εα

α
 G s, x h2(s)( ( ds.

(30)

According to compactness of (T(t))t>0, the set
Γε2(x)(t)|x ∈ Br  is relatively compact in X.

We have

Γε2(x)(t) − Γ2(x)(t)
����

����α≤ sup
t∈[0,a]

T
t
α

α
 




μr


L∞ [0,a],R+( )

εα

α
.

(31)

,erefore, Γ2(x)(t)|x ∈ Br  is relatively compact in X.
It is clear that Γ2(x)(0)|x ∈ Br  is compact.

Finally, Γ2(x)(t)|x ∈ Br  is relativement compact in X

for all t ∈ [0, a].

Step 2. We prove that Γ2(Br) is equicontinuous.
Let t1, t2 ∈]0, a] such that t1 < t2. We have

Γ2(x) t2(  − Γ2(x) t1(  � 
t2

0
s
α− 1

T
t
α
2 − s

α

α
 G s, x h2(s)( ( ds − 

t1

0
s
α− 1

T
t
α
1 − s

α

α
 G s, x h2(s)( ( ds

� 
t1

0
s
α− 1

T
t
α
2 − s

α

α
  − T

t
α
1 − s

α

α
  G s, x h2(s)( ( ds

+ 
t2

t1

s
α− 1

T
t
α
2 − s

α

α
 G s, x h2(s)( ( ds.

(32)

,en,

Γ2(x) t2(  − Γ2(x) t1(  � T
t
α
2 − t

α
1

α
  − I  

t1

0
s
α− 1

T
t
α
1 − s

α

α
 G s, x h2(s)( ( ds

+ 
t2

t1

s
α− 1

T
t
α
2 − s

α

α
 G s, x h2(s)( ( ds.

(33)

,en,
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Γ2(x) t2(  − Γ2(x) t1( 
����

����α≤ T
t
α
2 − t

α
1

α
  − I

��������

��������

τ

0
s
α− 1

T
t
α
1 − s

α

α
 

��������

��������
G(s, x(h2(s)))

����
����αds

+ 
t2

t1

s
α− 1

T
t
α
2 − s

α

α
 

��������

��������
G(s, x(h2(s)))

����
����αds

≤ sup
t∈[0,a]

T
t
α

α
 

��������

��������
|μ|L∞ [0,a],R+( ) T

t
α
2 − t

α
1

α
  − I

��������

��������

a
α

α
+

t
α
2 − t

α
1

α
 

≤
sup

t∈[0,a]

T t
α/α( 

����
����|μ|L∞ [0,a],R+( )

α
T

t
α
2 − t

α
1

α
  − I

��������

��������
a
α

+ t
α
2 − t

α
1(  .

(34)

We conclude that Γ2(x), x ∈ Br are equicontinuous at
t ∈ [0, a]. By using Arzela Ascoli theorem, we obtain that Γ2
is compact. Finally, the Krasnoselskii theorem helps us to
complete the proof.

Uniqueness of mild solution.

Theorem 4. Assume that (H1) − (H5) hold, then the
Cauchy problem (2) has a unique solution, provided that

L1 + L1 + L3 + L2
a
α

α
  sup

t∈[0,a]

T
t
α

α
 

��������

��������
< 1. (35)

Proof. Define operator P: C([0, a], D(Aα)⟶ C([0, a], D

(Aα)

(Px)(t) � F(t, x h1(t)(  + T
t
α

α
  x0 − g(x) − F(0, x h1(0)( ( 

+ 
t

0
s
α− 1

T
t
α

− s
α

α
 G s, x h2(s)( ( ds.

(36)

Next, let x, y ∈ C([0, a], D(Aα), we have

(Px)(t) − (Py)(t) � F(t, x h1(t)(  − F(t, y h1(t)( 

+ T
t
α

α
  g(y) − g(x) + F(0, y h1(0)(  − F(0, x h1(0)( ( 

+ 
t

0
s
α− 1

T
t
α

− s
α

α
  G s, x h2(s)( (  − (G s, y h2(s)( ( ( ds.

(37)

,en,

‖(Px)(t) − (Py)(t)‖ α ≤A
α

F(t, x h1(t)(  − F(t, y h1(t)( ( 

+ T
t
α

α
 A

α
(g(y) − g(x))‖ + ‖T

t
α

α
 A

α
F(0, y h1(0)(  − F(0, x h1(0)( ( 

��������

��������

+ 
t

0
s
α− 1

T
t
α

− s
α

α
 A

α
G s, x h2(s)( (  − (G s, y h2(s)( ( ( 

��������

��������
ds.

(38)
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Hence,

‖(Px)(t) − (Py)(t)‖α ≤ 1 + sup
t∈[0,a]

T
t
α

α
 

��������

��������
 L1 sup

0≤s≤a
‖x(s) − y(s)‖α

+ L3 sup
t∈[0,a]

T
t
α

α
 

��������

��������
sup
0≤s≤a

‖x(s) − y(s)‖α + sup
t∈[0,a]

T
t
α

α
 

��������

��������

a
α

α
L2 sup

0≤s≤a
‖x(s) − y(s)‖α.

(39)

,erefore,

‖(Px) − (Py)‖α ≤ L1 + L1 + L3 + L2
a
α

α
  sup

t∈[0,a]

T
t
α

α
 

��������

��������
 ‖x − y‖α. (40)

Since L1 + (L1 + L3 + L2a
α/α)supt∈[0,a]‖T(tα/α)‖< 1, as a

consequence, P has a unique fixed point in
C([0, a], D(Aα). □

4. Application

We consider the conformable fractional Cauchy problem of
the following form:

z
1/2

zt
1/2 u(t, ξ) − 

π

0
b(t, ξ, σ)u(sin t, σ)dσ  �

z
2
(.)

zx
2 u(t, ξ) − 

π

0
b(t, ξ, σ)u(sin t, σ)dσ  + ψ t,

zu(t, ξ)

zξ
 

u(t, 0) � u(t, π) � 0

u(0, ξ) − 
π

0
k(ξ, σ)u(0, σ)dσ � u0(ξ), 0≤ ξ ≤ 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(41)

With X � L2[0, π], we define operator A by Af � − f”

and D(A) � H2
0([0, π]) � f ∈ X: f′, f″ ∈ X andf(0) �

f(π) � 0} with the norm 2.

(i) b: [0, 1] × [0, π] × [0, π]⟶ R is class C1 and
b(t, ., 0) � b(t, ., π).

(ii) ψ: [0, 1] × R⟶ R is continuous and there exists a
constant a0 > 0 such that

ψ t, ξ1(  − ψ t, ξ2( 


≤ a0 ξ1 − ξ2


, ξ1, ξ2 ∈ R, 0≤ t≤ 1.

(42)

(iii) k: [0, π] × [0, π]⟶ R is class C1 and
k(., 0) � k(., π).

For α � 1/2, t ∈ [0, 1], v ∈ D(A1/2) with D(A1/2)

� f ∈ X/
∞
0 n(f, en)en  and w ∈ E � C([0, 1], D(A1/2)),

we define F(t, v)(.) � 
π
0 b(t, ., σ)v(σ)dσ, G(t, v)(.) � G

(t, v′), g(w)(.) � 
π
0 k(., σ)w(σ)dσ, and h1(t) � h2(t)

� sin t A � z2(.)/zx2.
,e problem takes the following form:

dα

dt
α x(t) − F t, x h1(t)( ( (  � − A x(t) − F t, x h1(t)( ( (  + G t, x h2(t)( ( 

x(0) + g(x) � x0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(43)
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F: [0, 1] × D(A1/2)⟶ D(A1/2) and G: [0, a] × D(Aα)

⟶ X, on the other hand,

‖F(t, v)‖
2
1/2 � 

π

0

π

0

z

zξ
b(t, ξ, σ)v(σ)dσ 

2

dξ

≤ 
π

0

π

0

z

zξ
b(t, ξ, σ) 

2

dσdξ⎛⎝ ⎞⎠ 
π

0
v
2
(σ)dσ.

(44)

From the equality of Poincare, we have

‖F(t, v)‖
2
1/2 ≤ sup

0≤t≤1

π

0

π

0

z

zξ
b(t, ξ, σ) 

2

dσdξ⎛⎝ ⎞⎠‖v‖
2
1/2,

(45)

which implies that hypothesis (H1) is verified
Let v1, v2 ∈ D(A1/2) and ξ ∈ [0, π]. We know that

G t, v1(  − G t, v2( 
����

����
2 ≤ t, v1( (ξ) − G t, v2( (ξ)|

2dξ

≤ a
2
0 

π

0
v1′(ξ) − v2′(ξ)



2dξ

≤ a
2
0 v1′ − v2′
����

����
2
1/2,

(46)

and hypothesis (H5) is verified.
Let v ∈∈ D(A1/2); we have ‖g(v)‖21/2 � ‖A1/2g(v)‖2

� ‖z/zξg (v)(ξ)‖2,

‖g(v)‖
2
1/2 � `

π

0

π

0

z

zξ
k(ξ, σ)v(σ)dσ 

2

dξ

≤ 
π

0

π

0

z

zξ
k(ξ, σ) 

2

dσdξ⎛⎝ ⎞⎠ 
π

0
v(σ)

2dσ.

(47)

From the equality of Poincare, we have

‖g(v)‖
2
1/2 ≤ 

π

0

π

0

z

zξ
k(ξ, σ) 

2

dσdξ⎛⎝ ⎞⎠‖v‖
2
1/2. (48)

,en, (H3) is verified.
Moreover, sup0≤t≤1(

π
0 

π
0 (z/zξb (t, ξ, σ))2dσdξ) +

(
π
0 

π
0 (z/zξk(ξ, σ))2dσdξ) + 2a0)M≤ 1. As a consequence,

(41) has a unique fixed point in C([0, a], D(Aα).
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