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In the context of the rapid development of multimedia and information technology, machine translation plays an indispensable
role in cross-border e-commerce between China and Japan. However, due to the complexity and diversity of natural languages, a
single neural machine translation model tends to fall into local optimality, leading to poor accuracy. To solve this problem, this
paper proposes a general multimodal machine translation model based on visual information. First, visual information and text
information are used to generate a visual representation of perceptual text information. Then, the two modal information are
encoded separately, and the proportion of visual information in the whole multimodal information is controlled by a gating
network. Finally, experiments are conducted on the image description datasets MSCOCO, Flickr30k, and video dataset
VATEX, respectively. The results show that the algorithm in this paper achieves the best performance on both the BLEU and
METEOR evaluation metrics.

1. Introduction

With the continuous development of information network
technology and the acceleration of economic globalization,
cross-border e-commerce in China has been developed sig-
nificantly [1]. 2018 is the 40th anniversary of the establish-
ment of diplomatic relations between China and Japan,
and due to the influence of geography and other factors,
the trade between China and Japan has increased year by
year, and the number of cross-border e-commerce between
China and Japan has also shown a trend of increasing year
by year [2]. In the context of cross-border e-commerce, the
two sides of the transaction from different countries need
to clear customs by Internet, mail, or express, so there are
higher requirements for translation. The overall translation
and public awareness of small- and medium-sized cross-
border e-commerce enterprise sellers are insufficient, and
the quality of translation varies [3]. Often because enter-
prises do not pay enough attention to the translation of
products, the translation of Japanese and Japanese products
appear as incoherent words, logical structure confusion, and

other phenomena, resulting in the inability to effectively let
potential customers search for their own products.

New words and phrases are an important part of lan-
guage life and a vivid record of social development [4].
In this context, the foreign translation of Chinese neolo-
gisms has also become an important window and an
important part of China’s foreign propaganda, and has
contemporary significance [5]. As a close neighbour of
China, Japan has preserved a large number of Chinese
characters and absorbed the essence of Chinese culture,
so the Japanese translation of new words is of great sig-
nificance, and their dissemination and influence in Japan
cannot be underestimated.

With the deepening of economic globalization, more and
more Internet and e-commerce enterprises rely on transla-
tion systems, and machine translation has become an impor-
tant tool to break through the barriers of different language
communication [6]. Multimodal machine translation has
better performance in terms of adequacy and accuracy when
realizing system translation of more complex topics or scene
descriptions [7].
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Based on the characteristics of multimedia, the research
of multimodal machine translation integrating visual infor-
mation of text and images has received attention from
researchers at home and abroad in recent years. In literature
[8], two independent attention mechanisms are used to pro-
cess word and image regions in the source language sepa-
rately for enhancing the translation results of the model.
Literature [9] is one of the few papers that incorporate local
visual features of images for multimodal machine transla-
tion. The researchers extracted the local and whole image
regions of the pictures and projected them into the vector
space, respectively, and regarded them as pseudowords to
be added into the input sequence of the model. It initially
explores end-to-end multimodal machine translation incor-
porating local visual information and attention-based mech-
anisms. Literature [10] provided an in-depth study on
whether multimodal information contributes to machine
translation. In literature [11], it showed that image features
extracted by convolutional neural networks (CNN) can have
better results compared with the previously used synthetic
image features.

Based on this, literature [12] improved the network by
decomposing large convolutional features into multiple
small convolutional feature layers, so that deeper networks
can be trained to obtain better image feature representations.
In addition, to select the optimal image representation layer,
literature [13] performed an image classification task to
study the accuracy of different image features. It extracts fea-
tures from each layer of ResNet-50 [14] and evaluates the
classification performance. The results based on the gener-
ated English description show a more gradual improvement
in the performance from VGG-19 to ResNet-152 models.
Three strategies are used in literature [15] to fuse picture fea-
tures with text features. The first strategy is to add the global
picture features extracted by the convolutional neural net-
work to the head or tail of the original text sequence at the
encoder side. A transformation matrix is used to solve the
problem of mismatch between image and text embedding
dimensions. The second strategy is to add multiple local
image features to the head or tail of the original text
sequence to help the model generate a more accurate repre-
sentation on top of the first strategy. The main problem that
needs to be solved is how to identify multiple local regions
from a single image and how to extract and rank these visual
features. In literature [16], the weighted sum of image-space
representations was used as image features and combined
with text features in a decoder based on a two-layer attention
mechanism. Literature [17] used the gate mechanism [18] to
apply image features to the encoder or decoder to improve
the model’s ability to understand words with duality.

Although the above studies incorporate image local
features, they do not fully consider the different contribu-
tions of different parts of the image to the translated text
and lack a translation framework that can handle multi-
ple subtasks simultaneously. Therefore, this paper pro-
poses a universal multimodal machine translation model
based on visual information, aiming to handle two differ-
ent multimodal machine translation tasks with a universal
model.

The contributions of this paper are as follows:

(1) We migrate the methods in text-image machine
translation to text-video machine translation and
model the two multimodal machine translation sub-
tasks in a unified way and handle the two multi-
modal translation tasks with a common model

(2) The model in this paper is based on the visual repre-
sentation of perceptual text and introduces a multi-
modal gating network to selectively fuse visual
information, so as to achieve the full utilization of
multimodal advantages in specific scenes and accu-
rately identify the semantic information of new
words

(3) In the decoder part, this question model improves
the encoder part of plain text translation. The whole
model can model the task from multiple perspectives
and multilevel data perspectives, which improves the
translation effect and quality of the daily translation
of new words

This paper consists of four main parts: the first part is
the introduction, the second part is the Methodology, the
third part is the Result Analysis and Discussion, and the
fourth part is the Conclusion.

2. Methodology

This section introduces the techniques underlying the model
in this paper, including the transformer-based machine
translation model and the pretrained convolutional network.
The model proposed in this paper is mainly improved based
on the transformer model, and the visual information in
multimodal information fusion is in the form of pretrained
features.

2.1. Transformer-Based Machine Translation Model. Since
deep learning became popular, some scholars began to try
to introduce deep models into machine translation. One of
the early attempts was the neural network machine transla-
tion model on a specific corpus in the 1990s. However, it
did not receive wide attention due to the limitation of com-
puter computing power. In 2013, Cambridge University pro-
posed an end-to-end neural machine translation model [19],
and then neural network-based translation models became
the mainstream of machine translation.

The mainstream neural machine translation models
adopt the “encoder-decoder” structure. Usually, the encoder
or decoder consists of recurrent neural networks [20], CNN
[21], and so on. Figure 1 shows a simple machine translation
model with an “encoder-decoder” structure. The encoder
encodes the source language text into an intermediate state
vector, and the decoder decodes the intermediate state vec-
tor into the target language text.

The “encoder-decoder” structure enables text conversion
of different lengths, which is not only suitable for machine
translation tasks but also widely used in the fields of text
summarization and text retelling. The equation for the
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“encoder-decoder” structure is as follows:

C = F i1, i2,⋯, iwð Þ, ð1Þ

jx = A C, j0,⋯, jx−1ð Þ, ð2Þ

where i1, i2,⋯, iw represents the input source language text
sequence, F represents the encoder, C represents the sen-
tence vector of the source language text; that is, the encoder
is used to encode the source language sentence to obtain the
sentence vector. In decoding, the input of decoder A is the
sentence vector C of the source language and the already
translated sequence of words in the target language j0,⋯,
jx−1: Since the “encoder-decoder” structure was proposed,
neural machine translation models have almost always been
explored, improved, and optimized around this structure.

In 2017, Google’s research team proposed the ground-
breaking transformer model. The model not only achieves
optimal results on multiple datasets of machine translation
but also excels on other tasks. The main structure of trans-
former is shown in Figure 2.

The main difference between the transformer and previ-
ous networks is the use of attention mechanisms. When
encoding text, the transformer uses a self-attentive mecha-
nism instead of the commonly used recurrent neural net-
work. The self-attentiveness is calculated as follows:

Attention V , Z,Qð Þ = Softmax
VZNffiffiffiffiffi

dz
p

 !
Q, ð3Þ

where V , Z, and Q are all outputs of the previous layer. In
the initial layer, V , Z, and Q are the input word representa-
tion vectors. dz is the dimension of V , Z, and Q. In self-
attentiveness, the dimensions of the three are the same. In
the specific implementation, the model uses multiheaded

attention to improve the modeling ability of attention.

MultiHead V , Z,Qð Þ = Concat head1,⋯, headbð ÞM0, headx
= Attention VMV

x , ZM
Z
x ,QM

Q
x

À Á
:

ð4Þ

In which, the multiheaded self-attended V , Z, Q are
mapped to different spaces using a fully connected network,
and then the self-attended operations are done separately for
each head. The final results are stitched together, and then
the final output is obtained using the fully connected
network.

The use of the residual connection is the key to the trans-
former’s ability to achieve multilayer network stacking. The
specific implementation of residual connection is as follows:

il+1 = il + F il,Mlð Þ, ð5Þ

where il and il+1 denote the hidden state of the current
layer and the hidden state of the next layer, respectively. Fð
il,MlÞ is a layer in the model; Ml is model parameters of the
current layer. It generally uses 4-6 layers of codec structure
in the field of machine translation, and even tens of layers
of encoders or decoders in pretraining networks. The ability
to achieve deep network structure is largely due to the use of
residual connections.

In the decoder, the modeling of the source language text
relies equally on multiheaded self-attentiveness. Since the
model does not know the future words in advance during
the inference prediction phase, unlike the multiheaded self-
attentiveness in the encoder, the self-attentiveness in the
decoder requires the use of a hiding matrix to hide the words
that have not yet been translated. The semantic interaction
between the decoder and the encoder is also implemented
in the form of multiheaded attention, and the implementa-
tion is similar to that of self-attentiveness. The difference is
that Z and Q come from the output of the upper layer of
the encoder, while V comes from the encoded output of
the target language text. The model in this paper takes the
transformer as the base model and makes corresponding
improvements and innovations for the characteristics and
difficulties of multimodal machine translation tasks.

2.2. Pretrained CNN. In multimodal machine translation,
directly using the original image or video increases the diffi-
culty of model construction. CNN is the most commonly
used deep model in computer vision. 2012 Alexnet [22], pro-
posed by a scholar, improved the original convolutional neu-
ral network by deepening the network structure and
introducing the dropout module and won the ImageNet
competition. Since then, there has been a lot of research on
CNN. CNN is composed of a convolutional layer, a pooling
layer, and a fully connected layer. Figure 3 shows a classical
convolutional neural network structure.

Among them, the main role of the convolution layer is
to extract the features of the image and generate a new
feature map by filter calculation. After generating the
new feature map, it is necessary to apply a modified linear

Encoders

Textualist representation

Decoders

Target language text

Source language text

Figure 1: A machine translation model with a simple “encoder-
decoder” structure.
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unit (ReLU) to introduce nonlinearity to the model and
give it nonlinear representation capability. The modified
linear unit is calculated as follows:

F ið Þ =max 0, ið Þ: ð6Þ

That is, the modified linear unit will return itself for all
inputs greater than 0 and vice versa output 0. After the
convolution layer, due to the large dimensionality of the
feature map, it is necessary to reduce the feature dimen-
sionality and retain most of the key information. The gen-
erally chosen method is pooling operation, including
maximum pooling and average pooling. The new feature
map after sampling is obtained by the pooling layer. Usu-
ally, the deep convolution model repeats the convolution
and pooling operations several times.

Finally, in order to get the probability distribution of
each class and classify the image according to the features,
the convolutional features are connected using a fully con-
nected layer. Finally, the probability value of each category
is predicted by a normalized exponential function (Softmax).

The convolutional network model trained on the classifi-
cation task can be used as a generic vision model when the
training set is large enough and the data is distributed over
a generic scene. The intermediate features of the model can
be used in a variety of machine vision scenarios. Such
trained convolutional networks are called pretrained CNN.
In this topic, for image data in text-image multimodal
machine translation, this paper uses VGG pretrained net-
work to extract visual features. For video data in text-to-
video multimodal machine translation, the I3D pretraining
network is used to extract visual features.

The VGG network is proposed by Oxford University and
Google, and the model uses a series of small convolutional
kernels and maximum pooling layers to deepen the network.
It enhances the model generalization ability while reducing
the error rate and is a commonly used pretraining model

Source language
text representation

Multi-head
attention

Residual
connection

Feedforward
connection

Residual
connection

Target language text
representation

Multi-head
attention

Residual
connection

Residual
connection

Multi-head
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Feedforward
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Fully
connection

Normalized
index

Output
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Figure 2: Main structure of transformer model.

Input images

Output: yes/no bird

Convolutional
layer

Pooling
layer

Convolutional
layer

Fully connected
layer

Pooling
layer

Figure 3: Classical convolutional neural network structure (for
recognizing multimedia information such as images).
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for extracting image features. Specifically, the model uses a
3 × 3 sized convolution kernel and a 2 × 2 sized pooling ker-
nel, followed by three fully connected layers after a series of
convolutional layers. The first two fully connected layers
have a fixed number of channels, 4096, and the last layer is
used for classification, which has 1000 channels because
the categories are 1000.

The VGG network provides pretraining models with dif-
ferent numbers of layers, the most commonly used ones are
VGG16 with 16 layers and VGG19 with 19 layers. In this
project, the VGG19 is chosen as the pretraining model,
and the output before the fully-connected layer is taken as
the spatial features of the image with the feature dimension
of 7 × 7 × 512. The obtained visual features retain the
semantic and positional information of the input image.

In the text-image machine translation task, the features
of the VGG pretrained network are stored in binary files in
this paper. When the model is trained, the corresponding
visual feature vectors are returned by the training data serial
number.

Unlike the image-oriented pretraining model, the video-
oriented pretraining model is still in the development stage,
and the video dataset is relatively small. To address the
above problems, this paper adopts the I3D video pretraining
model, which is used to migrate the model trained on mas-
sive image data to video data.

The network structure of the I3D model is optimized
based on the image network structure. The convolution ker-
nel and pooling kernel are transformed by repeating the N
×N 2D convolution kernel or pooling kernel N times, and
by increasing the dimensionality in the temporal direction,
the 3D convolution can obtain the features in the temporal
dimension. Meanwhile, to further improve the model per-
formance, optical flow optimization is applied by using a
dual flow network, where two networks are trained with
RGB data and optical flow data, respectively, and the pre-
dicted results are averaged at test time. The structure of the
dual-stream network is shown in Figure 4.

In the text-to-video machine translation task, this paper
also stores the features of the I3D pretraining network into
binary files so that the video features are involved in the
training process of the model.

2.3. Construction of the Proposed Model. Based on the trans-
former machine translation model and pretrained convolu-
tional networks mentioned in the previous section, this
section proposes a universal multimodal machine transla-
tion model based on visual information. This method solves
the problem of the lack of a universal multimodal informa-
tion fusion framework in multimodal machine translation
and solves multiple problems with one model.

The universal multimodal machine translation (MMT)
model framework proposed in this section is shown in
Figure 5. The framework organically combines visual infor-
mation and text information to generate a visual representa-
tion of perceptual text through a multimodal attention
mechanism. And the text representation and the visual rep-
resentation of the perceptual text are encoded using inde-
pendent encoders. After the implicit state output of the

encoder is obtained, the percentage of visual information is
automatically controlled by the independent multimodal
gating network designed in this paper, and the multimodal
contextual representation is finally obtained.

The method proposed in this paper can be applied to a
variety of multimodal machine translation scenarios, e.g.,
text-image multimodal machine translation. A randomly
initialized text representation and an image representation
obtained from a pretrained convolutional network are com-
bined to generate an image representation of the perceived
text. In text-video multimodal machine translation, the text
representation and the video representation obtained from
the 3D convolutional pretraining network produce the video
representation of the perceptual text. The proposed method
can be used not only in the field of multimodal machine
translation but can also be applied to areas involving other
multimodal feature fusions.

Based on the above characteristics, the proposed method
is named universal MMT (universal multimodal machine
translation model) based on visual information. The word
“universal” highlights the fact that the proposed method
can be applied to a variety of multimodal scenarios. The
improvement of this method over the baseline model is
mainly in the encoder. In order to use visual information
wisely, a visual representation of the perceptual text and a
multimodal gating network is introduced in this paper,
which is described separately in this section.

2.3.1. Visual Representation of Perceptual Text. The visual
representation of perceptual text is to align the visual infor-
mation with the text information, calculate the similarity
score between the text information and the visual informa-
tion to obtain the attention matrix, and then further reassign
the weights to the visual representation according to the
attention matrix. For each word of the text sequence, the
visual representation of the perceptual text is obtained by
weighting and summing all regions of all visual representa-
tions. This subsection describes in detail the computation
of the visual representation of the perceptual text and its
application in this paper. In the previous section, this paper

3D convolution

3D convolution

Predictions+

Images

Optical
flow

Figure 4: Dual-stream I3D model based on 3D convolution.
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describes the application method of visual information,
where image data are transformed into spatial visual features
and video data are transformed into spatiotemporal visual
features. In this paper, we define the spatial visual features
of an image as featspatial = ½ feat0spatial, feat1spatial, feat2spatial,⋯,
featwspatial�, where W is the number of image regions. fea
ttemporal = ½ feat0temporal, feat1temporal, feat2temporal,⋯, featTtemporal�
is the spatiotemporal feature of the video, where T is the spa-
tiotemporal visual feature. Define text sequence as text = ½
text0, text1, text2,⋯, textV �, where V is the text length.
Table 1 explains the specific method for computing the
visual representation of the perceptual text using text-
image machine translation as an example.

In Table 1, step 1 first transforms the input text into
word embeddings according to the word embedding table.
The word embedding table can be obtained from pretrained
word embedding or by random initialization. In this paper,
random initialization is used as the generation method of
the word embedding table. Step 2 is to get the spatial visual
features of the image by image pretraining model VGG19.
Steps 3 and 4 indicate that if the visual feature dimension
is different from the dimension of the text representation,
the visual feature dimension needs to be converted to the
same dimension as the text representation by transforming
the dimension through a linear, fully connected network.
Step 5 indicates that the attention matrix is obtained by
dot-producing the text representation and visual features
and by normalizing the normalized index. Step 6 is to obtain
the visual representation of the perceptual text using the
attention matrix obtained in step 3 and the spatial visual fea-
tures in step 2. In steps 7 and 8 of the algorithm, two inde-
pendent transformer encoders are used to encode the text
representation and the visual representation of the percep-
tual text, respectively. After obtaining the two textual and
visual hidden states, the two hidden states are returned in
step 9. Later, the visual hidden states are assigned weights.
and the hidden states of the two modalities are fused in a
multimodal gated network.

For the sake of formal brevity, steps 4 and 5 of Table 1
can be expressed in the same form as the attention mecha-
nism in the transformer.

Attention V , Z,Qð Þ = Softmax
VZNffiffiffiffiffi

dz
p

 !
Q, ð7Þ

MultiHead V , Z,Qð Þ = Concat head1,⋯, headbð ÞM0, headx
= Attention VMV

x , ZM
Z
x ,QM

Q
x

À Á
,

ð8Þ
where V is the textual representation and Z and Q are both
visual representations. Since the visual representation has
been converted to the same dimension as the textual repre-
sentation, dz is the dimension of the textual representation
and the visual representation. In order to enhance the repre-
sentation capability of the model and strengthen its robust-
ness, the attention in this section is the same as in the
transformer, which also uses multihead attention. As in
Equation (5), different, fully connected matrices are applied
to each attention head mapped to different spaces, calculated
separately, and the output is stitched as the final output,
which is the visual representation of the perceptual text.

2.3.2. Multimodal Gating Network. In different multimodal
machine learning tasks, visual information plays different
roles. For example, in the image description generation
(image caption) task, the model needs to understand the
semantics in the image and decode it into text. At this point,
the visual information plays a decisive role in the whole task,
and the description text cannot be obtained without the
input of images. However, in multimodal machine transla-
tion, visual information does not always play a decisive role.
In multimodal machine translation, pictures are usually used
as an additional supplement to the bilingual parallel corpus,
and the model relies on information from the source lan-
guage text to understand the complete semantics as well. It
has been shown that visual information plays a greater role
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Figure 5: A framework for a generic multimodal machine translation model based on multimedia visual information.
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when there is ambiguity in the text and the semantic expres-
sion of words is unclear. In contrast, in general scenarios, the
text alone can express the semantics of the whole sentence
more accurately.

In order to make visual information be applied more
rationally in multimodal machine translation, a gating net-
work is designed in this section. By controlling the propor-
tion of visual information in the overall multimodal
information, the weights of visual information are dynami-
cally assigned so as to fully utilize multimodal information
in specific scenes and reduce information redundancy in
general scenes.

In neural networks, deciding some information retention
or forgetting is usually done using gating networks. For
example, in long short-term memory (LSTM) networks,
input gates, forgetting gates, and output gates are introduced
to control the flow of information in the network in order to
dynamically control the effect of historical information on
the current state. The introduction of the three gating net-
works in the long short-term memory network controls the
proportion of current state and historical information on
the one hand and solves problems such as gradient disap-
pearance explosion in the traditional recurrent neural net-
work on the other hand. The input gates, forgetting gates,
and output gates in the long- and short-term memory net-
works are calculated as follows:

xn = Sigmoid M1in +M2bn−1ð Þ, ð9Þ

f n = Sigmoid M3in +M4bn−1ð Þ, ð10Þ

on = Sigmoid M5in +M6bn−1ð Þ: ð11Þ

The form of all three is consistent in that the weight
sums of the input of the current time step and the hidden
state output of the previous time step are obtained first,
and then the probabilistic outputs with values between 0
and 1 are obtained by the activation function Sigmoid.

In order to allow visual information to dynamically
obtain its share in multimodal information, this paper uses
a multimodal gating network to dynamically assign the
weights of visual information. The specific approach is sim-
ilar to that of gating networks in long- and short-term mem-
ory networks.

λ = Sigmoid M1btext +M2bimage
À Á

, ð12Þ

bww = btext + λbimage: ð13Þ
In Equation (12), btext and bimage represent the outputs of

the text and visual independent encoders, respectively; M1
and M2 represent the two independent parameter matrices.
After obtaining the output of the multimodal gating net-
work, the output λ is used as the weight of the visual infor-
mation. The textual hidden state output and the visual
hidden state output with weights are summed as the final
multimodal contextual representation bww. The contextual
representation bww incorporates both textual and visual
information and automatically assigns the percentage of
visual information according to the semantics, thus, at cer-
tain degree, reducing the redundancy of information. Com-
pared with a single-machine translation model, the
multimodal-machine translation model can better fuse and
recognize multimedia text-image information.

3. Result Analysis and Discussion

3.1. Experimental Datasets. To verify the effectiveness of the
model in this paper on text-image multimodal machine
translation tasks, experiments are conducted using two
mainstream image description datasets, MSCOCO and
Flickr30k. The Flickr30k dataset contains 31,000 images.
Referring to the literature [11], 29,000 of these images were
randomly used for training, 1000 images for testing, and
1000 images for validation. The MSCOC0 dataset is the most
commonly used benchmark dataset for testing image
description tasks, with 123,287 images covering the vast

Table 1: Visual representation algorithm for generating perceptual text.

Step no. Specification

1 Input: image, text

2 Text − representation = embedding lookup table textð Þ
3 featspatial = VGG19 imageð Þ
4 If dim featspatial

À Á
≠ dim text − representationð Þ then

5 featspatial = visual − linear featspatial
À Á

6 Attention −matrix = softmax text − representation∙featspatialN
À Á

7 Text − aware visual representation = attention −matrix∙featspatial
8 Text − hidden = transformer − text encoder text − representationð Þ
9 Visual − hidden = transformer − visual encoder text − aware visual representationð Þ
10 Return text-hidden, visual-hidden

11 Output: text-aware visual representation
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majority of natural life scenes, containing 82,783 training
images and 40,504 validation images. Following the setup
method widely used in the literature [6], 113,287 images
were divided for training, 5,000 images for validation, and
5,000 images for testing.

In the video-text machine translation task, the dataset
used for text is the VATEX dataset, which is the only
video-text machine translation dataset available. 28,991
videos are provided in the VATEX dataset.

3.2. Evaluation Method. In the experimental stage, two eval-
uation metrics, BLEU and METEOR, are used to evaluate
the generated translations. BLEU is the most commonly
used evaluation metric in machine translation, and the main
idea of the BLEU evaluation metric is to calculate the N
-gram cooccurrence degree of the generated translation
and the reference translation. First, the N-gram accuracy is
calculated as follows:

Ut =
∑x ∑z min bz cxð Þ, max

y∈w
bz sxy
À Á� �

∑x ∑z min bz cxð Þð , ð14Þ

where z and x denote the z-th N-gram fragment and the x
-th sentence. w and y denote the total w-th reference trans-
lation and the y-th reference translation. cx, sxy, and bz
denote the currently processed sentence, the standard refer-
ence translation, and the number of occurrences of the cur-
rent N-gram sentence, respectively. N-gram precision is
biased for phrase translation, so the final output of BLEU
contains a multiplicative factor BP.

BP =
1 xf lc > ls,

e1−ls/lc xf lc ≤ ls,

(
ð15Þ

where lc is the length of the translation model-generated
translation and lS is the length of the standard translation.
The final BLEU is calculated as follows, where the upper
value of N is generally 4.

BLEU = BP × e
〠
T

t=1
mt log Ut

,mt =
1
T
: ð16Þ

METEOR index improves some deficiencies in the BLEU
index and also considers recall rate and accuracy rate.
METEOR also introduced WordNet, with the aim of count-
ing synonyms to get closer to how humans judge a transla-
tion. The higher the score, the better the resulting sentence
quality.

The text-to-image machine translation task will use both
BLEU and METEOR multimodal machine translation evalu-
ation metrics. The text-video image machine translation will
be evaluated using the BLEU metric only due to the limita-
tion of the test set.

Figure 6 shows the results of different models on the
MSCOCO (Microsoft COCO) dataset. The ordinal axes in
Figure 6 represent the quantitative metrics of METEOR for

BLEU in percentage (%). Among them, this model achieves
75.7%, 60.3%, 46.6%, 37.3%, and 29.7% on BLEU1, BLEU-2,
BLEU-3, BLEU-4, and METEOR, respectively. It can be seen
that the performance of the proposed model is significantly
better than that of other methods. The methods used for
comparison are the latest methods from literature [23], liter-
ature [24], and literature [25], respectively.

The results of different models on the Flickr30k dataset
are shown in Figure 7. The ordinal axes in Figure 7 represent
the quantitative metrics of METEOR for BLEU in percent-
age (%). Similarly, the best performance of BLEU and
METEOR metrics is obtained for the models in this paper
on the Flickr30k dataset.

Table 2: Comparison results of the proposed model with other
methods on the VATEX dataset.

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR

Literature [23] 60.45 42.24 26.85 19.12 53.95

Literature [24] 66.31 40.55 29.34 17.43 52.37

Literature [25] 62.08 39.16 33.02 22.02 51.54

Proposed 67.73 42.85 34.95 23.83 55.86
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Figure 6: Comparison of experimental results of different models
on the Microsoft COCO dataset.
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Figure 7: Comparison of experimental results of different models
on the Flickr30k dataset.
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From the results in Figures 6 and 7, it can be seen that
the proposed model improves on the encoder of the trans-
former model which relies on plain text data only and uti-
lizes picture data, and the BLEU and METEOR metrics are
substantially improved on all datasets. This shows that the
image information can help the model understand the con-
textual semantics and improve the translation effect.

In order to verify the effectiveness of the proposed uni-
versal MMT model on text-video multimodal machine
translation tasks, the results were tested on the text-video
dataset VATEX as shown in Table 2.

From Table 2, it can be seen that the model in this paper
has the highest scores on BLEU and METEOR, which proves
the superior performance of the proposed model.

Figures 8–10 show the qualitative comparison of the
description results generated by the model in this paper with
the methods in the literature [23], literature [24], and litera-
ture [25]. From Figures 8 and 9, it can be seen that the
description of new words generated by the model in this
paper contains richer image information and are better for
long sequence words. Moreover, the model in this paper
can describe new words appearing in images such as FTA
and blue sky defense war, while other models cannot aptly
translate the image contents. Compared with the transla-
tions generated by other models, the method in this paper
contains richer semantic information and can achieve an
accurate and overall description of the image content with
higher translation quality.

Literature [23]: Lead the way
Proposed: One belt one road

Literature [23]: Blue's defense war
Proposed: Blue sky defense

Literature [23]: A place for free trade
Proposed: Pilot free trade zone

Figure 8: Comparison of recognizing multimedia image information between the proposed model and the model in literature [23].

Literature [24]: Performance guarantee
insurance for consumer loans

Proposed: Personal loan insurance

Literature [24]: Sharing economy
Proposed: Global sharing economy

Literature [24]: Tagline for app package purchase
Proposed: Banners for app purchases 

Figure 9: Comparison of recognizing multimedia image information between the proposed model and the model in literature [24].

Product A

Literature [25]: You can put it in your bag
Proposed: Foldable, small and light, can be

put in the bag

Product B

Literature [25]: The apron can be adjusted
Proposed: H-shape to reduce shoulder stiffness;

adjustable neck strap

Figure 10: Comparison of recognizing multimedia image information between the proposed model and the model in literature [25].
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The comparative analysis of the above qualitative exper-
imental results shows that the model in this paper is able to
detect and accurately describe the target objects contained in
the images. It has some guiding significance for the transla-
tion strategy of Japanese translation of new words in cross-
border e-commerce.

To facilitate understanding and comparison, the sum-
mary, strengths, and limitations of these comparative
methods are represented in Table 3.

4. Conclusion

With the rapid development of multimedia and e-com-
merce, the data volume of cross-border e-commerce plat-
forms is large, and various new words are appearing
every day. To improve the accuracy of machine transla-
tion, this paper proposes a general multimodal machine
translation model based on visual information. The
method in text-image machine translation is migrated to
text-video machine translation, and the two multimodal
machine translation subtasks are modeled uniformly.
The two multimodal translation tasks are handled by a
generic model. The model in this paper is based on the
visual representation of perceptual text and selectively
incorporates visual information so as to take full advan-
tage of multimodality and accurately identify the semantic
information of new words. However, the dataset used in
this paper suffers from the problem of small size. There-
fore, in future work, we will consider using techniques
such as semisupervised unsupervised to expand the avail-
able data to enhance the expressive power of the model.

In the meantime, the “K-fold cross-validation” technique
will be used to validate the algorithm for systematic anal-
ysis of its performance.
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