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In pressurized water reactor accident scenarios, the injection of water from the emergency core cooling system (ECCS) (ECC
injection) might induce a pressurized thermal shock (PTS), affecting the reactor pressure vessel (RPV) integrity. Therefore,
PTS is a vital research issue in reactor safety, and its analysis is essential for evaluating the integrity of RPVs, which determines
the reactor life. The PTS analysis comprises a coupled analysis between thermal–hydraulic and structural analyses. The
thermal–hydraulic approach is particularly crucial, and reliable computational fluid dynamic (CFD) simulations should play a
vital role in the future because predicting the temperature gradient of the RPV wall requires data on the transient temperature
distribution of the downcomer (DC). Since one-dimensional codes cannot predict the complex three-dimensional flow features
during ECC injection, PTS is one reactor safety issue where CFD simulation can benefit from complement evaluations with
thermal–hydraulic system analysis codes. This study reviewed from the viewpoint of the turbulence models most affecting PTS
analysis based on papers published since 2010 on single- and two-phase flow CFD simulation for the experiment on PTS
performed in the Rossendorf coolant mixing model (ROCOM), transient two-phase flow (TOPFLOW), upper plenum test
facility (UPTF), and large-scale test facility (LSTF). The results revealed that in single-phase flow CFD simulation, where
knowledge and experience are sufficient, various turbulence models have been considered, and many analyses using large eddy
simulation (LES) have been reported. For two-phase flow analysis of air–water conditions, interface capturing/tracking
methods were used in addition to two-fluid models. The standard k – ε and shear stress transport (SST) k – ω models were still
in the validated phase, and various turbulence models have yet to be fully validated. In the two-phase flow analysis of steam–
water conditions, many studies have used two-fluid models and Reynolds-averaged Navier-Stoke (RANS), and NEPTUNE_
CFD, in particular, has been reported to show excellent prediction performance based on years of accumulated validation.

1. Introduction

When a hot reactor pressure vessel (RPV) wall cools rap-
idly, a heat load called a pressurized thermal shock (PTS)
occurs, a critical nuclear safety issue [1]. In deterministic
evaluation, PTS scenarios are analyzed for main steam line
break (MSLB) accidents, large break loss-of-coolant acci-
dents (LBLOCAs), and small break loss-of-coolant accidents
(SBLOCAs) (JEAC4206-2007 [2]). In probabilistic evalua-
tion, the stuck-open valve (SO) is analyzed in addition to
the above three events. The scenarios contributing to pene-
tration vary depending on the progress of material irradia-
tion embrittlement [3], and the contribution of LBLOCA

increases as irradiation embrittlement progresses. An exam-
ple of a PTS scenario occurs when the emergency core cool-
ing (ECC) system (ECCS) is activated during a loss-of-
coolant accident (LOCA) in a pressurized water reactor
(PWR), and cold water is injected into a cold leg (CL) filled
with saturated water and steam (ECC injection). Then, a
temperature stratification is formed due to the density dif-
ference of the fluids, and direct contact condensation
(DCC) occurs at the interface. The stratified cooling water
creates a large temperature gradient on the wall surface
and generates strong thermal stress on the vessel’s inner
surface because of stratified cooling water flowing from
the CL to the downcomer (DC) and rapidly cooling the
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RPV wall surface. Therefore, if cracks (flaws) exist on the
vessel’s inner surface and the thermal stress on the inner
surface exceeds the limit, the crack can propagate and dam-
age the vessel. In other words, since PTS degrades the integ-
rity of RPVs and limits their operational life [4], the detailed
thermal–hydraulic behavior during coolant mixing is essen-
tial for the integrity assessment of RPVs [5]. However, the
SO is a phenomenon in which crack propagation occurs
due to pressurization of the system as the relief valve closes
after the wall has cooled (i.e., crack propagation occurs due
to pressurization rather than thermal stress). Although the
Japanese deterministic evaluation method does not require
SO analysis, the US recommends considering SO risks.

Figure 1 shows the fundamental phenomena for ther-
mal–hydraulics in PTS, as shown in the framework of the
European Platform for Nuclear Reactor Simulations (NUR-
ESIM) project [5–8]. Some physical phenomena are still
being elucidated, and the overall system simulation during
the ECC injection process and the accurate reproduction of
the RPV heat load present significant challenges [5, 9–11].
Therefore, it is necessary to quantitatively grasp the wall
cooling from the CL to the DC. In the one-dimensional
model, the complex mixing phenomenon of the DC is
expressed by averaging, so the detailed simulation of the
local phenomenon is ineligible [11, 12]. However, computa-
tional fluid dynamic (CFD) analysis can consider the details
of the flow path geometry and predict multidimensional
features of the mixing process between the hot water in the
primary system and the ECC subcooled water or two-
phase mixture in the CL and the DC. Consequently, the fluid
temperature distribution in the DC has been concluded that
the accuracy improved, and conservatives of the heat trans-
fer coefficients on the inner RPV surface decreased [13, 14],
and the CFD simulation for PTS is a central theme in many
international projects. Numerous benchmark tests have been
performed on separate or combined effect phenomena of
PTS [5, 15–19]. Moreover, many experimental facilities have
been built to provide high-resolution data for validating
CFD codes and their physical models, and the focus has been
on evaluating turbulence models against experimental data-
bases [20]. This is because the effect of DCC occurring at the
free surface of cooling water and stratified flow is the most
important for predicting the temperature of the part sub-
jected to thermal shock, and this process is strongly depen-
dent on turbulence to promote mixing [5].

Therefore, this study is aimed at summarizing, from the
viewpoint of the turbulence model, CFD simulations for sin-
gle- and two-phase flows related to PTS that have been con-
ducted. Reviewed reference papers were on validating the
code and model by comparing the simulation results with
the PTS experiment data. However, we do not mention the
uncertainty quantification (UQ) analysis here because it
has rarely been performed. Moreover, the simulations were
categorized into turbulence models (RANS or LES) and fluid
phases (single- or two-). Comparisons of results are only
presented for common and representative results performed
under the same experimental conditions, showing that par-
ticular models perform better under certain conditions. A
review of two-phase flow CFD simulations up to 2007 has

been summarized in detail by Lucas et al. [5]; therefore, this
paper focuses on studies since then. For that purpose, the
four representative large-scale experimental facilities for
benchmarking CFD code for PTS are featured in Section 2.
The CFD simulations on the single-phase flow to PTS were
reviewed from the viewpoint of turbulence models in Section
3, and those on the two-phase flow were reviewed in Section
4. Finally, the review’s conclusions about the current situa-
tion of the CFD simulation studies to PTS are presented in
Section 5.

2. Major PTS Experimental Projects

Demonstration sub- and full-scale experimental facilities for
benchmarking CFD codes for PTS performed are as follows
[5, 7]: for (low-pressure) single-phase flow, the Rossendorf
coolant mixing model (ROCOM) test facility [21] and the
FORTUM PTS mixing test facility [22], and for the two-
phase flow (conditions for the single-phase flow can also
be performed sometimes), HYBISCUS test facility [23],
upper plenum test facility (UPTF) [24], large-scale test facil-
ity (LSTF) [25], condensation due to safety injection (COSI)
test facility [26], transient two-phase flow (TOPFLOW) test
facility [27], and experimental setup for the Organisation for
Economic Co-operation and Development (OECD)-Texas
A&M University (TAMU) CL mixture benchmark [28].
ROCOM, UPTF, LSTF, and TOPFLOW are large-scale
experimental facilities described in detail below. Table 1 out-
lines large-scale experimental facilities.

2.1. ROCOM Test Facility (HZDR). Helmholtz–Zentrum
Dresden–Rossendorf (HZDR) conducted experiments in
the ROCOM experimental facility [21, 29] (Figure 2(a)) to
investigate the effect of primary loop inventory and ECC
water density differences on DC mixing. The experimental
facility comprises four loops and is a 1 : 5 linear scale of a
German four-loop KONVOI-type reactor. When the loop
volume is scaled to 1 : 125, the coolant transition time
matches the actual reactor [30]. The core barrel with its
lower support plate and core simulator, the perforated drum
of the lower plenum, and the inlet/outlet nozzles are set
inside the RPV. They are made of clear acrylic material
and are intended for unheated experiments [31, 32]. DC
velocity distribution is measured using a laser Doppler velo-
cimeter (LDV), and the void fraction is measured at the
reactor inlet, upper DC, lower DC, and core inlet using a
wire-mesh sensors (WMS).

2.2. TOPFLOW Test Facility (HZDR). The TOPFLOW test
facility [27] of the HZDR is a multipurpose thermal–hydrau-
lic facility investigating nuclear reactors’ steady- and
transient-state two-phase flow behavior. The TOPFLOW-
PTS test section (Figure 2(b)) was designed to verify the pre-
diction accuracy of the two-phase flow CFD code on the
two-phase flow behavior in the CL and DC during ECC
injection. This experimental program reproduces the entire
scenario of a PTS event under a small rupture LOCA [33].
The equipment can conduct two-phase steam–water experi-
ments at a maximum temperature of 286°C and a maximum
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pressure of 7MPa. It comprises the main reactor compo-
nents in the pressure vessel: the flat DC, pump simulator
(PS), ECC injection line, and CL [17, 34]. The experimental
facility models an Électricité De France (EDF) CPY
900MWe PWR at a scale of 1 : 2.5. The measurements used
196 thermocouples, a heat flux probe, local void probes with
micro-thermocouples, an infrared camera with a frame rate
of 10 f/s, a resolution of 320 × 240 pixels, a measurement
accuracy of approximately 1.5K, a high-speed camera with
a frame rate of 200 f/s and resolution of 1280 × 1024, and
WMS of 32 × 32 (the liquid velocity measurement based
on the cross-correlation technique) [5, 33, 35]. This experi-
mental device is constructed using diving chamber technol-
ogy [33]. It is operated at pressure equilibrium between the
test section and the internal pressure of the tank, and its
design and structure are simpler, manufacturing costs are
less expensive, and the thin-walled structures allow the use
of specific measurement techniques.

2.3. UPTF (BMFT-KWU). The UPTF [36] (Figure 2(c)) was
erected and operated by the Siemens/Kraftwerk Union

(KWU) by order of the Bundesministerium für Forschung
und Technologie (BMFT). The UPTF aims to validate vari-
ous ECCS concepts for nuclear power plants [37], and it is
designed to study multidimensional two-phase flow effects,
specifically in the upper plenum, upper core region, and
DC [38]. The experimental setup is a 1 : 1 model of the
four-loop 1300MWe Siemens/KWU PWR in Grafenrhein-
feld, Germany, with a primary system maximum pressure
of 2.2MPa. It fully mimics the PWR design, including the
pressure vessel, upper plenum, DC, and core barrel. There-
fore, there is no fidelity distortion of the two-phase flow sim-
ulation capability due to scaling. The measured parameters
are the upper plenum and DC water level, mass flow rate,
and thermocouple fluid temperature [4].

2.4. LSTF (JAEA). Figure 2(d) is a diagram of the LSTF [25]
of the Japan Atomic Energy Agency (JAEA). LSTF has been
used in the OECD/Nuclear Energy Agency (NEA) Rig of
Safety Assessment (ROSA) project, and the obtained result
has been validated for computer code and simulation
models. Steady-state single- and two-phase flow natural
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Momentum transfer at
the interface
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Figure 1: Fundamental flow phenomenon during a PTS situation with a partially filled CL [7].

Table 1: Large-scale experimental facilities for PTS experimental projects.

ROCOM test facility (HZDR)
TOPFLOW test
facility (HZDR)

UPTF (BMFT-KWU) LSTF (JAEA)

Scaling

1 : 5 (since the loop volume
is scaled to 1 : 125,

the coolant transition
time matches the
actual reactor)

1 : 25 1 : 1
1 : 48 in actual volume,

1 : 1 scale in actual height

Targeted reactor
Four-loop KONVOI-type

reactor
EDF CPY 900MWe

PWR
Four-loop 1300MWe
Siemens/KWU PWR

1100MW class
Westinghouse-type

PWR

Maximum pressure N/A 7MPa 2.2MPa 15.7MPa

Targeted phenomena

Effect of primary loop
inventory and ECC water
density differences on DC

mixing

Two-phase flow behaviors
in CL and DC during ECC
injection and PTS event

under small rupture LOCA

Multidimensional two-
phase flow effects,
specifically in upper
plenum, upper core
region, and DC

Thermal–hydraulic
phenomena during
LOCA of PWR

Objectives SETa SET ITb and SET IT and SET
aSeparate effects test. bIntegral test.
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Figure 2: Continued.
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circulation experiments with the thermal stratification with
subcooled water and the coolant mixing in the presence of
superheated steam were performed, and three-dimensional
temperature distributions of the CL and the DC during
ECC injection were obtained [18]. The experimental equip-
ment is a 1 : 48 scale of the 1,100MW class Westinghouse-
type PWR in actual volume, a 1 : 1 scale in actual height,
10MW in electrical output, and 15.7MPa in maximum
operating pressure. The multidimensional thermal–hydrau-
lic response was simulated using the reactor core comprising
the 16 square 7 × 7 fuel assemblies of approximately the
same size as a PWR 17 × 17 fuel assembly with 1008 (1/48
scale) sheathed electric heater rods and eight semicrescent
fuel assemblies, an annular DC with a width of about
50mm in a pressure vessel, and CLs with an inner diameter
of 207mm. Instrumentation has been set up with thermo-
couples, water level measurements, gamma-ray densitome-
ters, and video probes to observe the flow visually.

3. Application of Single-Phase Flow CFD to PTS

Many PTS analyses for single-phase flows have been per-
formed for experiments in the ROCOM test facility [21].
The single-phase flow CFD simulation conditions for
experiments in the ROCOM test facility are shown in
Table 2, the TOPFLOW test facility in Table 3, the UPTF
in Table 4, and the LSTF in Table 5. The ROCOM test
facility data are used besides PTS, and many CFD simula-
tions on turbulent mixing have been performed [39]. How-
ever, this paper is limited to studies related to PTS.
Moreover, Table 6 shows the characteristics of representa-
tive turbulence models that were used highly frequently in
this paper. For single-phase flow, it has been reported that
accurately reproducing the problem requires a turbulence
model that accounts for low Reynolds effects, laminar-to-
turbulent transition, and buoyancy effects [39].

3.1. Application of Reynolds-Averaged Navier-Stokes (RANS)
to PTS. Except for papers related to benchmarking analyses
conducted under the International Atomic Energy Agency’s
(IAEA’s) Cooperative Research Project (CRP) on applying
CFD to nuclear power plant design, papers on CFD simula-
tions using RANS on PTS for ROCOM data have been
reported by Farkas et al. [40], Puragliesi [41], and Wei
et al. [42] (Table 2). Both have been performed for experi-
mental data conducted within the OECD/NEA Primärkrei-
slauf 2 (PKL2) project [43].

Farkas et al. [40] investigated the effect of the differences
in water density between the primary coolant loop and the
ECCS on mixing in the DC. They targeted the experimental
data in the ROCOM test 1.1 (12% density difference) in the
OECD/NEA PKL2 project [43], applied 3D thermal–
hydraulic CFD code of FLUENT [44] to create and optimize
a numerical model (computational mesh), and verified the
CFD simulation. A transient analysis was performed using
the Reynolds stress model (RSM) [45–47] as a turbulence
model. The calculated results qualitatively and quantitatively
correlated with the experimental results and accurately pre-
dicted the experimental results, especially at the core inlet
central region. However, a difference exists between the
experimental and calculated results regarding the position
of the minimum temperature at the wall side of the core inlet
due to the various flow patterns in the DC and the corre-
sponding temperature fields.

Puragliesi [41] performed numerical analyses for the
ROCOM test 1.1 (12% density difference), test 2.1 (1.28% den-
sity difference) under quasi-steady flow conditions, and test
2.2 under transient conditions experiments in the OECD/
NEA PKL2 project [43]. The density difference for test 2.2
equals test 1.1 but targeted the transient volumetric flow rate
differing from test 1.1 volumetric flow conditions [41, 43,
48]. The applicability of the unsteady RANS (URANS) model
has been validated using 3D thermal–hydraulic CFD code of
STAR-CCM+ v10.04 [49] (the standard low-Reynolds (SLR)
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Figure 2: Large-scale experimental facilities on PTS.
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k – ε model formulated by Lien et al. [50] and the eddy diffu-
sivity model) to evaluate the predictive capabilities of CFD
codes for asymmetric flows in the natural circulation regime
during an MSLB with the loss of off-site power accident sce-
nario. Due to the increased turbulent diffusivity, the maxi-
mum/minimum value prediction of the mixing scalar (MS)
was detrimentally affected, and the eddy diffusivity model
showed problems for flows with high-density ratios and
Froude numbers. They showed that scale-resolving simulation
(SRS) should be used instead of URANS for estimating high-
precision maximum and minimum local values and for spe-
cific scenarios with a decreasing Reynolds number with time.
This is because of possible relaminarization in extensive
regions of the RPV and a drastic change in the flow regime
and structures.

Wei et al. [42] investigated the effects of buoyancy-
influenced turbulent mixing in RPVs during MSLB acci-
dents, targeting the experiments in tests 1.1, 2.1, and 2.2.
They focused on the turbulent heat flux models’ effects

intrinsically related to concentration/temperature, especially
against buoyant turbulent mixing in large geometrical scales.
They combined two turbulent models (the cubic nonlinear
low-Reynolds k – ε model (LienCubicKE) and standard or
buoyancy-modified shear stress transport (SST) k – ω model
[51–54] and three turbulent heat flux models (simple gradi-
ent diffusion hypothesis (SGDH), general gradient diffusion
hypothesis (GGDH), and algebraic flux models (AFMs)).
The SGDH model assumes that the turbulent heat flux is
proportional to the gradient of the Reynolds mean tempera-
ture field. It is suitable for forced convection. The GGDH
model is ideal for shear-dominated flows because it intro-
duces the dependence of the turbulent heat flux on the Reyn-
olds stress tensor and has a certain level of anisotropy in the
turbulent diffusivity. The AFM model includes a tempera-
ture dispersion term in the algebraic expression of the
GGDH model’s turbulent heat flux and is suitable for
strongly stratified natural convection [42, 55]. The 3D ther-
mal–hydraulic CFD code used was OpenFOAM-5 [56].

Table 6: Characteristic of representative turbulence models in this paper.

Turbulence model Characteristic

RANS

Eddy viscosity model

Modeled for turbulence effects (Reynolds stress) by eddy viscosity coefficient (flow situation).
(i) Standard k – ε model [69]: modeled by turbulent energy k and dissipation rate ε. k and ε are inversely

proportional. The disturbance (νt) increases with increasing k. In general, wall functions are used near
walls.

(ii) Renormalization group (RNG) k – ε model [141]: each model constant of k – ε. The model is
theoretically derived using renormalization group theory (less diffusive than the standard k – εmodel).
It predicts better than the standard model the flow separation leaving along the wall due to the effect
of the adverse pressure gradient.

(iii) Standard k – ω model [142]: modeled by k and specific dissipation rate ω (= ε/k). Good accuracy close
to the wall but less sensitivity in free stream conditions. The model excels at predicting separation.

(iv) Shear stress transport (SST) k – ω model [60]: hybrid model of k – ε model with better stability and
k – ω model with better flow separation prediction. The k – ω model is used near the wall, and the
k – ω model converted from the k – ε model is used outside the wall. In addition, the SST k – ω model
accounts for the transport effects of turbulent shear stress.
In two-fluid models, eddy viscosity models have the problem of too much turbulence due to high-
velocity gradients at the free surface; SST k – ω accounts for the transport of turbulent shear stress and
appropriately predicts the appearance and amount of flow separation under adverse pressure
gradients [5].

Reynolds stress model
(RSM)

Reynolds stress is obtained by solving the Reynolds stress transport equation without using the eddy
viscosity model. The turbulent anisotropy (the turbulent appearance (statistics) varies with direction) is
considered.
(i) Baseline- (BSL-) RSM [72, 143]: higher accuracy can be obtained by solving the transport equation for

ω, local scale vorticity near the wall, and solving the transport equation for ε in the mainstream away
from the wall.

(ii) Rij – ε Speziale–Sarkar–Gatski (SSG) model [88]: high Reynolds number type (do not calculate near
walls). The model constants are different from the SSG model. Implemented in NEPTUNE_CFD.

Large eddy simulation (LES)

A methodology that directly simulates resolvable eddy structure and models the effect of the small eddy.
(i) Smagorinsky subgrid-scale (SGS) model [144]: calculate the eddy viscosity coefficient as proportional

to the computational cell size and the magnitude of the velocity gradient (SGS eddy viscosity model).
The model constant is constant and does not change depending on the flow field. Since the asymptotic
behavior near a wall cannot be captured, applying a wall-damping function to the eddy viscosity
coefficient is necessary. There are practical problems in extending the model directly to complex flow
fields.

(ii) Wall-adapting local eddy viscosity (WALE) model [78]: using the specific tensor generally called Sdij, the
WALE model calculates wall asymptotic behavior without a wall-damping function. That is, the
weakness of the Smagorinsky model as above is improved. The validation of the sole model coefficient
in this model is required.
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Consequently, anisotropic turbulent heat flux models (GGDH
and AFMs) showed improved prediction accuracy under
strong buoyancy conditions and significantly improved the
MS/temperature distribution prediction. However, in the case
of weak buoyancy, they showed that the turbulent model plays
a significant role, and the turbulent heat flux model has essen-
tially negligible influence.

Among the CFD simulation for the ROCOM test in the
OECD/NEA PKL2 project [42], we picked up the results of
the quantitative comparisons on test 1.1 (12% density differ-
ence) performed by Puragliesi [41] and Wei et al. [42]. These
results are about the spatially averaged MS at the DC and
core inlet (CI) sensor sections (Figure 3(a)). From each cal-
culation result, we selected the result closest to the experi-
mental value (Puragliesi [41]: SLR model (turbulent
Schmidt number Sct = 0 1) and Wei et al. [42]: (standard)
SST k – ωmodel and SGDH). Figure 3(b) shows the compar-
ison of the results. The DC’s experimental result agreed with
the SST k – ω model. The SLR model initially had a much

better agreement in the CL, but the SST k – ωmodel was also
within the error range. The mesh resolution of the calcula-
tion using the SST k – ω model is smaller, while enough
accuracy is confirmed in the SST k – ω model.

CFD simulation on UPTF data for single-phase flow was
only analyzed using RANS. As shown in Table 4, Martin
et al. [57], Beukelmann et al. [58], Höhne and Deendarlianto
[59], and Li et al. [4] performed the analyses. Among them,
Martin et al. [57] and Beukelmann et al. [58] have obtained
boundary conditions using a thermal–hydraulic system
analysis code, performed CFD simulation, and then fracture
mechanic analysis.

Martin et al. [57] performed prediction accuracy verifica-
tion and benchmarking among 3D thermal–hydraulic CFD
codes of STAR-CD, Code_Saturne, and NEPTUNE_CFD
(the latter two are coupled with the solid code SYRTHES)
for single-phase flow PTS experiments based on UPTF. The
turbulence model used a standard k – ε model. The pressure
was 17bar with an initial water and solid temperature of

DC outer radius sensors
CI sensors

(a) Sensor locations [41]
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Figure 3: Comparison with the experimental result on test 1.1 in ROCOM conducted in the OECD PKL2 project.
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190°C. ECC water was injected at a mass flow rate of 40kg/s.
The thermal–hydraulic system analysis code, the Code for
Analysis of Thermalhydraulics during an Accident of Reactor
and Safety Evaluation (CATHARE), was used to define the
boundary conditions. Consequently, the calculation results of
the three codes in the lower part of the CL agreed, and the
DC fluid temperature correlated with all codes and experi-
mental results. Therefore, they showed satisfactory calculation
results in the three codes. Furthermore, a fluid–solid coupling
was performed, showing that slight deviations between
numerical computational and experimental results for the
fluid did not affect the predicted solid temperature.

Beukelmann et al. [58] calculated pressure and tempera-
ture distributions using the thermal–hydraulic system analy-
sis code Reactor Excursion and Leak Analysis Program
(RELAP) and the spatial and temporal temperature distribu-
tions of the main circulation pipes and the RPV wall using
the CFD code ANSYS CFX. The turbulence model used
the SST k – ω model [60]. In the targeted UPTF-TRAM C1
series Run2a1, the RPV was filled with water, and the ECC
water had a mass flow rate of 20 kg/s. The model used for
these calculations was validated using the UPTF experimen-
tal results, and the model validity was confirmed by compar-
ing the temperature distribution. Furthermore, a fracture
mechanic analysis was performed using the obtained ther-
modynamic boundary conditions (such as fluid temperature
at the inner RPV wall). Consequently, there is a large safety
margin against brittle crack initiation for all investigated
regions of the RPV and the most severe transients, and the
RPV brittle fracture can be excluded.

Höhne and Deendarlianto [59] analyzed qualitative flow
behavior using ANSYS CFX for UPTF test I for PTS. A stan-
dard k – ω model [61] was used as the turbulence model. In
test I, the pressure was 1.8MPa, and the fluid temperature,
initial temperatures of the CL, RPV, and core barrel were
463K (190°C). The ECC water at 300K (27°C) was injected
with a mass flow rate of 40 kg/s. Consequently, the stratifica-
tion of the CL was predicted with satisfactory accuracy, and
the calculated minimum temperature was within the exper-
imental error. ECC water in the DC fell near vertically to
the bottom of the RPV and had the coldest temperature.
The flow behavior in the DC was well predicted, except for
some nonphysical spurious circumferential oscillations.

Li et al. [4] considered including the strategy of meshing,
time step, and turbulence model (standard k – ε [62], renor-
malization group (RNG) k – ε [63], standard k – ω [61], and
SST k – ω [60] models) selections using Fluent 19.2 [64] to
form best practice guidelines for CFD simulation of mixing
phenomena in RPV. In the target UPTF test 11, the operat-
ing pressure was 1.8MPa, the ECC injection temperature
was 300K, and the flow rates were 20, 40, and 70 kg/s. Con-
sequently, the calculated results using the SST k – ω model
correlated well with the experimental data, and the error
was suppressed within ±5%. A noticeable local reverse flow
occurred in the CLs and lower part of the DC. Furthermore,
the reverse flow at the core entrance section improved the
mixing effect. The reactor core cooling effect was better as
the injection flow rate increased. However, as the flow rate
increases, the fluctuation range of the pressure vessel wall

temperature becomes larger, making it easier to cause ther-
mal fatigue of the pressure vessel wall. Thus, it showed the
need to pay more attention.

CFD simulation on LSTF for a single-phase flow only
uses RANS. As shown in Table 5, Cai and Watanabe [65]
performed numerical calculations on the preparatory test
of test 1-1, and Farkas and Tóth [66] and Scheuerer and
Weis [67] performed numerical calculations on test 1-1
[18]. As mentioned in Section 2, test 1-1 is an individual
effect experiment (ST-NC-34) of LSTF conducted in the
OECD/NEA ROSA project. The thermal stratification of
the CL and DC during ECC injection under single-phase
and two-phase natural circulation conditions is investigated
(the two-phase flow analysis is described in Section 4.1), tar-
geting quasi-steady-state problems at different mass inven-
tories. In the experimental conditions, primary and
secondary system pressures of a single-phase flow natural
circulation were 10.28MPa in the preliminary experiment
and 15.5 and 6.7MPa in test 1-1, respectively. The core
power corresponded to 2% of the scaled nominal value,
and the primary mass inventory was 100%.

Cai and Watanabe [65] used OpenFOAM-1.6 [68] to
investigate the effects of the computational code, the turbu-
lence model (standard k – ε [62, 69], RNG k – ε [70], and
no turbulence models), the curvature of the CL between
the pump exit downstream and the ECC injection nozzle,
and the DC and pump exit on the temperature distribution.
Reasonable results were obtained for the turbulence model
with the standard k – ε model. The CL curvature indicated
that the flow field was asymmetric when there was a curva-
ture, and the high-speed region almost corresponds to the
high-temperature region. In other words, they clarified that
the curvature drives the mixing because the swirling flow is
formed at the elbow. They also showed that the flow field
and the mixing in the CL were more affected by the DC than
at the pump outlet.

Farkas and Tóth [66] used FLUENT 6.3.26 [44] to inves-
tigate the effects, such as various turbulence models (stan-
dard k – ε, realizable k – ε models [71], and RSM) and
spatial discretization schemes. The turbulence model
affected the flow and temperature distribution in the CL,
the standard k – ε model and RSM gave remarkably similar
results, and the calculated results were significantly affected
by buoyancy. In the realizable k – ε model, the cold plume
was more intensively mixed, and the buoyancy effects were
less dominant. However, CL thermal stratification was
reproduced in all models and had little effect on the first/sec-
ond-order discretization scheme. Moreover, the geometry of
the CL and the DC connection part significantly affected the
DC temperature distribution, indicating the importance of
accurate geometrical modeling.

Scheuerer and Weis [67] used ANSYS CFX 12 [72] to
investigate the effects of mesh resolution, discretization
scheme, and turbulence model (SST k – ω model and Base-
line- (BSL-) RSM [72]) on CL mixing. The SST k – ω model
with low computational load was used for the turbulence
model because no significant difference exists between the
two models in the physical models’ investigation. Close to
the ECC injection nozzle, turbulent mixing occurred at the
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shear layer between the CL water temperature and the ECC
water, and the CL water temperature was underestimated.
However, the temperature stratification in the CL and DC
correlated well with the stratification data due to the buoy-
ancy force and showed the superiority of the buoyancy
effect.

Figure 4(b) shows the simulation result at the center of
the cross-section of TE-2B4 and TE-3B4 (Figure 4(a)) on test
1-1 obtained by Farkas and Tóth [66] and Scheuerer and
Weis [67]. Farkas and Tóth [66] used RSM, and Scheuerer
and Weis [67] used the SST k – ω model. At the TE-2B4,
the simulation result shows a similar tendency with no large
difference between the models. Still, it does not agree with the
experimental result, making predicting the turbulent mixing
of ECC water injection a task. At the TE-3B4, the result of
RSM is closer to the experimental result. We consider this
because the turbulence mixing is promoted downstream,
and the anisotropic turbulence becomes strong.

3.2. Application of Large Eddy Simulation (LES) to PTS.
Among studies on CFD simulation on PTS data acquired
by ROCOM equipment, excluding papers related to IAEA

CRP benchmark analysis, Loginov et al. [14, 31] and Feng
et al. [73] published papers targeting LES (Table 2).

Loginov et al. [14, 31], under the FLOMIX-R project [19,
74], validated the turbulence model (LES subgrid model
developed by Vreman [75]) for buoyancy-driven, transition,
and momentum-driven experiments on the transient PTS
performed in the ROCOM facility. The analysis target was
the d05m00 test (5% density difference between a loop and
ECC water and 0% flow rate in loop 1: buoyancy-driven)
[31], one of 21 buoyancy-driven mixing experiments, and
d05m05, 10, and 15 tests (5% density difference between a
loop and ECC water and flow rates of 5%, 10%, and 15%
in loop 1: buoyancy, transition, and momentum-driven)
[14]. Buoyancy-driven mixing experiments investigated the
effect of high-density ECC water mixing with low-density
primary loop inventory water on the mixing and flow distri-
bution in the DC. They varied the loop mass flow rate
between 0% and 15% of the nominal flow rate, covering
the range expected during the natural circulation mode,
and they varied the density between 0% and 10% [16, 19,
74]. Under the same analysis conditions of 0% loop flow
rate, the two simulations performed with slightly different
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(a) Measurement plane locations [66]
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Figure 4: Comparison with the experimental result on test 1-1 in LSTF conducted in the ROSA-V project.
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turbulent fluctuations (turbulent disturbances) at the ECC
inlet, and they were substantially different in DC mixing
and quite sensitive to small turbulent disturbances in the
ECC injection piping [14]. Similar phenomena were
observed in the experiments, and the conventional compar-
ison of a single experiment with the corresponding simula-
tion could not directly quantify the LES accuracy for this
flow. In the experiments with loop flow rates of 5% or more,
they validated (1) the qualitative comparison of the single
experimental and numerical realizations, (2) the application
of ensemble averaging of experimental data, (3) spectral
analysis, and (4) engineering approach to compare local
temperature drops. The mixing phenomenon analysis corre-
lated well with the experiment and correctly reproduced the
flow regime in all regions considered. Regarding turbulent
fluctuations, the power spectrum slightly overestimated
10% flow fluctuations but gave a conservative estimate of
the temperature drop near the wall, showing a realistic and
high reliability of the general CFD simulation.

Feng et al. [73] analyzed d10m05 (10% density difference
between a loop and ECC water and 5% flow rate in loop 1:
buoyancy-driven) of the previous buoyancy-driven mixing
experiment using TrioCFD [76]. They compared it with
the analysis conducted in 2005 using Trio_U for the same
experimental conditions [77]. The turbulence model used
the wall-adapting local eddy viscosity (WALE) model [78].
The dominant mixing phenomenon was well predicted, but
overestimation of the experimental values was observed in
the DC and perforated drum, and it was necessary to
improve the computational mesh and address the high com-
putational cost.

3.3. Application of RANS and LES to PTS. Under the CRP on
applying the CFD cord to nuclear power plant design con-
ducted in IAEA from 2012 to 2018, a CFD benchmark
[16] for the d10m10 test was performed at the ROCOM
facility (10% density difference between a loop and ECC
water and 10% flow rate in loop 1: buoyancy-driven), one
of the previously mentioned buoyancy-driven mixing exper-
iments. This benchmark participated in eight institutions
and used six main codes and six turbulence models. The
final report [16] provided an overview of the projects and
comparative results. Papers related to this benchmark
include Höhne et al. [30], Höhne and Kliem [79], Čarija
et al. [80], Chouhan et al. [32], and Ayad et al. [81], validat-
ing RANS or RANS and LES (Table 2).

Höhne et al. [16, 30] and Höhne and Kliem [79] per-
formed simulations using ANSYS CFX and TrioCFD 1.7.3.
The turbulence model used was RSM (BSL-RSM) for ANSYS
CFX and the LES (WALE model) for TrioCFD (the computa-
tional mesh conditions used in RANS and LES differ). Fur-
thermore, the code was compared under d00m15, which had
not been examined until then (0% density difference between
a loop and ECC water and 15% flow rate in loop 1: momen-
tum-driven). Both codes and the turbulence model correlated
qualitatively with the experimental data. The satisfactory
reproduction of the transient dimensionless linear scalar
quantity (MS) normalized according to the conductivity value
obtained by the WMS (DC sensor) installed at the upper DC

shows the capacity of CFD to analyze single-phase PTS events,
even for the intermedia range between the momentum-driven
and density-driven flows. The dominant mixing phenomena
were predicted correctly. However, it was shown that the
buoyancy forces in the mixed convection regime need to be
calculated more accurately.

Čarija et al. [80] performed simulations using ANSYS
Fluent [82] to investigate the effects of standard k – ε, stan-
dard k – ω, SST k – ω models, and RSM and the influence
of various initial and boundary conditions on the solution.
The SST k – ω model underestimated the concentration
(temperature), while the standard k – ε model overestimated
the concentration. The standard k – ε model was highly
dependable (conservative) from a safety viewpoint. Other
models overestimated the concentrations at some measure-
ment locations but were invaluable for wall-bounded flows.

Chouhan et al. [16, 32] performed simulations using
OpenFOAM-4.1 [83, 84] and the standard k – ε, SST k – ω
models, and LES (one-equation eddy viscosity [85] and
WALE turbulence models [78]). The computational mesh
conditions used in RANS and LES differ. The LES predicted
local and spatial mixing phenomena more accurately than
the RANS-based model. The mean and maximum MS at
all planes were better predicted using the WALE model than
the one-equation eddy viscosity model. Compared with
experimental data, the prediction accuracy of local mixing
phenomena at all planes was satisfactory using a computa-
tional mesh with 12M cells, the WALE model, the explicit
second-order Euler method in time, and the central
differencing in space.

Ayad et al. [81] performed simulations using ANSYS
CFX 2022 R1 [86] and SST k – ω model. Furthermore, the
Boussinesq approximation was used to consider density
effects on the momentum equation. The mixing scalar distri-
butions in the CL, DC, and core inlet were qualitatively and
accurately predicted by SST k – ω compared to experimental
data. However, the CFD results related to the turbulence
phenomenon in the upper and lower DCs below the CL into
which the ECC is injected are strongly underestimated. The
physical phenomena that caused the quantitative deficit and
the disturbance of the results were strongly related to the
balance of frictional pressure that reduces the inertial effects
of the direct contact between the inner wall and the mixture
in the DC.

Among the IAEA CFD benchmark for the d10m10 test,
Figure 5(b) shows the comparison of results for local MS at
the CL center (at the position of 22.5° circumferential angle)
(Figure 5(a)) of the upper DC sensor. If some turbulence
models are tested in the paper, we selected the model with
calculation results closest to the experimental result (Höhne
et al. [16, 30] and Höhne and Kliem [79]: RSM with ANSYS
CFX and LES (WALE model) with TrioCFD, Čarija et al.
[80]: standard k – ε model with ANSYS Fluent, Chouhan
et al. [16, 32]: LES (WALE model) with OpenFOAM, and
Ayad et al. [81]: SST k – ω model with ANSYS CFX). RSM
and LES, which consider anisotropy of the turbulence, yield
a maximum value much closer to the experimental results
than those obtained using the eddy viscosity model, demon-
strating their superiority.
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Rodio and Bieder [87] and Bieder and Rodio [34] per-
formed CFD simulation on TOPFLOW-PTS for a single-
phase flow (Table 3). They performed the simulations on
the temperature mixing of cold water injected from the
ECC and saturated water in the CL of a 100% saturated water
level of the CL diameter under high-pressure conditions of
5MPa. In other words, in ROCOM, the flow is buoyancy-
driven by the density difference of the isothermal-unheated
liquid phase. However, in TOPFLOW-PTS, the flow is
buoyancy-driven by the density difference depending on
the temperature difference. The temperature difference was
approximately 200K, and the density difference was 200 kg/
m3 (the density ratio was 0.2). Rodio and Bieder [87] used
NEPTUNE_CFD 3.2.0 and TrioCFD. In the NEPTUNE_
CFD simulation, the CL was always filled with the liquid
phase by holding the water/vapor interface in the upper part
of the DC approximately 5mm above the CL. Therefore,
since the condensation rate did not affect the thermal strati-
fication progress in the CL, the flow is considered a single
phase and analyzed using the two-fluid model code NEP-
TUNE_CFD. RSM (second-order Speziale–Sarkar–Gatski
RSM (Rij – ε SSG) [88]) was used for the transient analysis
by NEPTUNE_CFD, and LES (WALE model) was used for
the transient analysis by TrioCFD (the details of LES are
described in [34]). This study compared the modeling
methods for a compressible fluid being suitable for reproduc-
ing temperature and backflow, a dilatable fluid (low Mach
number compressible fluid) that assumed that density is a
function of temperature but not pressure, and an incom-

pressible fluid by the Boussinesq approximation. The results
indicated the effect of these models on buoyancy modeling in
the CL. NEPTUNE_CFD used a compressible fluid model,
and TrioCFD used incompressible (Boussinesq approxima-
tion) and dilatable fluid models. A comparison of the tem-
perature distributions by the compressible and dilatable
fluid models reproduced the experimental results well at all
vertical positions. However, the incompressible fluid model
showed more significant errors than the others. Moreover,
although it was an analysis-only comparison, the axial veloc-
ity distributions correlated at all vertical positions, regardless
of the modeling method. LES and URANS showed good
overall agreement.

4. Application of the Two-Phase Flow
CFD to PTS

Many PTS analyses for the two-phase flow have been per-
formed targeting TOPFLOW-PTS experiments. So far, anal-
yses have been performed addressing air–water, steam–
water, and both conditions. Tables 7 and 8 show them clas-
sified into air–water and steam–water conditions. In two-
phase flow, three types of turbulence have been identified
near the interface for two-phase flows: turbulence diffusing
from the wall boundary, turbulence generated by interfacial
friction, and turbulence caused by interfacial waves. Thus,
near the interface, it is necessary to consider the anisotropy
of the turbulence [5]. The research on two-phase turbulent
flow is still in progress, and one or more standard k – ε,
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Figure 5: Comparison with the experimental result on d10m10 in ROCOM conducted in the IAEA CRP.
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k – ω, and SST k – ω models, RSM, and LES are used in the
reviewed papers. It is assumed that RSM and LES were applied
to consider the anisotropy of the turbulence near the interface,
but eddy viscosity models are also often used. Most experi-
ments were conducted under the European Union Nuclear
Reactor Integrated Simulation Project (NURISP) framework
[89, 90]. Here, the reference conditions for steady-state air–
water and steam–water experiments [15, 91] performed on
the TOPFLOW test facility were defined to improve the
CFD modeling of two-phase flow PTS scenarios. However,
the steam–water experiment could not be performed under
this condition; therefore, no comparison was made with the
experiment and only a pretest [15]. In the air–water experi-
ment under this reference condition, the working pressure
was 2.25MPa, the CL water level was 50% of the CL diameter,
and the ratio of the PS injection inlet mass flow rateMPS to the
ECC injection mass flow rate MECC was 1 : 1.7. The tempera-
ture of the ECC injection was below the saturation pressure
of the working pressure. The DC outlet mass flow rate MDC
is MPS +MECC. The steady conditions were obtained with a
constant water level in the CL. The initial water and air tem-
perature in the CL was defined as a mixed temperature. In
the steam–water experiment, the working pressure was
5MPa, the CL water level was 50%, and the ratio of the mass
flow rate of the PS injection MPS in to MECC was 1 : 1.7. The
PS outlet flow rateMPS out wasMPS out =MPS in to avoid con-
densation in the PS. However, the injection temperature of the
PS fell below the saturation temperature, causing more steam
to condense in the PS. Moreover, the water level in the CL
must be constant to maintain a steady state, and the outlet
mass flow rate of DCMDC isMECC +MCond (MCond: total con-
densation amount). The steam temperature was taken as the
saturation temperature, and the water and steam initial tem-
perature in the CL was the saturation temperature. Detailed
values, such as temperature, are given below [91]. The papers
covering this reference condition on the TOPFLOW-PTS
analyses are all performed in air–water (Table 7), and only
the paper published by Apanasevich et al. [15, 91, 92] and

Martin et al. [93] are performed in steam–water (Table 8) con-
ditions. Furthermore, Table 9 shows UPTF-TRAM C2 Run6b
in UPTF, and Table 10 shows the two-phase flow CFD simu-
lation conditions for the preparatory test for the OECD/NEA
ROSA project test 1-1 (also shown in Section 3.1) in LSTF.

4.1. Application of RANS to PTS. Deendarlianto et al. [94],
Deshpande et al. [95], and Kim et al. [96] performed the
simulations targeting air–water conditions of the RANS-
only analyses (Table 7). These referenced the experiment
on the NURISP framework described above.

Deendarlianto et al. [94] demonstrated the feasibility of
the Euler–Euler approach using the algebraic interfacial area
density (AIAD) model [97–99], where the momentum
exchange coefficient depends on the local morphology
because the frictional resistance models of the air–liquid
interface were required for the continuous phase with the
dispersed and separated continuous phases, respectively.
They also used the ANSYS CFX, implementing a new drag
coefficient model. The two-phase flow approach used the
two-fluid model with the AIAD model and the two-fluid
model without interfacial momentum transfer (the standard
two-fluid model). The fluid properties were based on the
steam table of the International Association for the Proper-
ties of Water and Steam (IAPWS), and the turbulence model
used the SST k – ω model. The temperature distributions in
the CL and the DC obtained by the calculation correlated
with the experimental values within the measurement error
range. No temperature stratification was observed in the
CL and DC, except for immediate upstream from the ECC
injection, confirming that it is equal to the perfect mixing
temperature.

Deshpande et al. [95] and Kim et al. [96] used Fluent
14.5 [100], the volume of fluid (VOF) method [100] as the
two-phase flow approach, and the SST k – ω model as the
turbulence model.

Deshpande et al. [95] employed three interface sharpening
functions (compressive scheme, level set (LS) method, and

Table 9: CFD simulations of a two-phase (steam–water) flow on the UPTF experiments.

CFD simulation Test Code
Mesh

resolution
Two-phase

Standard
k – ε

Interfacial
momentum
transfer

Heat and mass transfer
Fluid

properties
Simulation

Cremer et al. [108]
TRAM
C2

Run6b

ANSYS
CFX
14.5.0

N/A
Two-fluid
model

● N/A
DCC model based on the

surface renewal theory proposed
by Hughes and Duffey [102]

N/A
Transient
and steady-

state

Black circles mean applicable.

Table 10: CFD simulations of a two-phase (steam–water) flow on the LSTF experiments.

CFD simulation Test Code
Mesh

resolution
Two-
phase

Standard
k – ε Heat and mass transfer

Fluid
properties

Simulation

Cai and
Watanabe [65]

ROSA-V program,
preparatory test
for test 1-1

OpenFOAM-1.6
1.5M

elements
VOF

method
● Simplified model composed by

Watanabe and Nakamura [118]
N/A Transient

Black circles mean applicable.
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Figure 6: Comparison with the experimental result on the SSSW 3-17 case in TOPFLOW-PTS conducted in the NURESAFE project.
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free-surface model) [101] for the VOF method to improve the
prediction performance for a third-order discretization
scheme quadratic upstream interpolation for convective kinet-
ics (QUICK). They compared the effect of the turbulence
model using a standard k – ε model and the experimental
result. Adding the interface sharpening functions improved
the prediction accuracy of the fluid temperature distribution,
and the free-surface model showed the best prediction accu-
racy. In the turbulence model comparison, both models accu-
rately predicted the temperature distribution. The SST k – ω
model showed better prediction performance than the stan-
dard k – ε model close to the injection.

Kim et al. [96] performed calculations using the VOF
method to investigate the effect of the computational mesh
resolution, evaluate the effect of computational mesh refine-
ment in the PS and ECC injection region, and perform a
sensitivity analysis of the turbulence model. The turbulence
model used was the SST k – ω, and the standard k – ε model
was used for comparison. The SST k – ω model significantly
improved the temperature prediction near the wall. How-
ever, fine-tuning the bridging parameters (generally known
as a blending function) is required at the gas–liquid inter-
face. Therefore, the standard k – ε model remains dominant
in the interfacial region.

Among the RANS-only analyses, Apanasevich et al. [91]
and Martin et al. [93] performed pretest simulations in air–
water (Table 7) and steam–water conditions (Table 8). The
target experiments are the reference conditions shown
above.

Apanasevich et al. [91] investigated the effects of the
thermal mixing process using the homogeneous and two-
fluid models for the two-phase flow approach in ANSYS
CFX 12.0 [72]. Since this is a pretest simulation, it did not
include a comparison with experimental data. Moreover,
the heat transfer effect between structures and fluid was
not considered. The turbulent flow model adopted the SST
k – ωmodel. Regarding heat transfer, in the air–water condi-
tion, the homogeneous heat transfer model was used without
considering the heat transfer in the air–liquid interface. The
steam was assumed to be isothermal in the steam–water
condition, and only one energy equation was applied to the
water. The DCC model based on the surface renewal theory
(model) proposed by Hughes and Duffey [102] was adopted
for the latter condensation heat transfer between gas and liq-
uid. Furthermore, to define the heat and mass transfer
between the two phases, they used the two-resistance model
built into CFX, which solves the heat transfer between each
phase and the interface separately. Water, air, and steam
properties were assumed to be constant. Consequently,
under the air–water condition, the temperature distribution
significantly differed in the region close to the ECC injection
because the homogeneous and two-fluid models had differ-
ent predictions of the jet split in the CL after the ECC injec-
tion. Under steam–water conditions, both models showed
thermal stratification in the CL and the DC. The calculated
total condensation rate using the two-fluid model was larger
than the homogeneous model, and the difference was due to
the cold-water plume formation and propagation prediction
in the DC.

Martin et al. [93] performed pretest simulations using
NEPTUNE_CFD to improve knowledge and understanding
of crucial physical phenomena at the mock-up scale. They
performed the simulations with a thermal coupling between
fluid and solid domains. A two-fluid model was applied for
the two-phase flow approach, and a standard k – ε model
[69] was used for the turbulence model. The free-surface
modeling (interfacial momentum transfer) used the large
interface model (LIM) [103]. For heat and mass transport,
there was a description that interphase heat transfer is mod-
eled under steam–water conditions, but no specific model
was specified. The air–water characteristics were constant,
and the steam–water characteristics used the CATHARE
steam table. Consequently, gas–liquid flow separation
occurred in the ECC injection line when the flow rate fell
below a specific threshold, significantly influencing the mix-
ing phenomena in the impinging jet and downstream strat-
ified CL area. Increasing the ECC flow rate confirmed the
presence of a much higher hysteresis phenomenon for flow
separation in the CL in the air–water condition than in the
steam–water condition. Thermal stratification is formed
upstream of the CL in the air–water condition. However,
the air–water condition could not maintain the steady-state
downstream and mixed perfectly, unlike the steam–water
condition that can maintain steady-state stratification due
to the DCC of the steam.

Apanasevich et al. [35, 92], Coste and Lecomte [104],
Coste and Mérigoux [105] (overlap content with Mérigoux
et al. [106]), Mérigoux et al. [17, 107] (Table 8), Cremer et al.
[108] (Table 9), and Cai and Watanabe [65] (Table 10) per-
formed analyses targeting steam–water conditions.

Apanasevich et al. [92] used ANSYS CFX 12.0 [72] to
analyze the reference conditions of the NURISP project.
They used the two-fluid model for the two-phase flow
approach with and without (the standard two-fluid model)
the AIAD model for interfacial momentum transport, the
DCC model based on the surface renewal theory proposed
by Hughes and Duffey [102] and the two-resistance model
for thermal mass transport, and the IAPWS for fluid proper-
ties. The turbulence model was the SST k – ω model. The
total condensation rate calculated using the AIAD model
was higher than that using the standard two-fluid model.
Furthermore, temperature stratification was observed at the
entrance to the DC in the CL and the DC itself, indicating
a large buoyancy effect. However, the cold-water plume for-
mation significantly differed between the AIAD and stan-
dard two-fluid models. Accurate prediction of cold-water
plume formation and the lack of formation was essential
for structural analysis and general safety assessment and
required further validation.

Coste and Lecomte [104] used TOPFLOW-PTS steady-
state steam–water test (SSSW) 3-2 experimental data, vali-
dated in NEPTUNE_CFD 1.3 using the model (version
1.0.8) where LIM (excluding turbulence) is implemented as
free-surface modeling with satisfactory results in previous
validations [109]. They compared the results using an alter-
native condensation model (version 2.0-beta) in the steam–
water interface. Details of the SSSW 3-2 test were not dis-
closed, but the water level was 50% of the CL diameter,
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saturated steam was supplied through a top pipe of the
DC, and steam surplus was discharged to the condenser
through an opening at the top of the DC. The two-phase
flow approach used the two-fluid model, the free-surface
modeling used the LIM, and the thermal mass transport
modeling used the DCC model based on the surface renewal
theory proposed by Coste [110], Lakehal et al. [111], and
Magnaudet and Calmet [112]. The turbulence model used
the standard k – ε model. The result with version 1.0.8 over-
estimated the heat and mass transfers and did not correlate
with the experimental result, but the result with version
2.0-beta correlated well with the experimental data.

Subsequently, validation studies on the TOPFLOW-PTS
database for steam–water data conducted in the NURISP
project framework were taken over by the European Union
Nuclear Reactor Safety Simulation Platform (NURESAFE)
project framework [113, 114]. Under this project, Apanase-
vich et al. [35], Coste and Mérigoux [105], and Mérigoux
et al. [17] used TOPFLOW-PTS steady-state steam–water
experimental results to verify the reliability of the two-
phase turbulent stratified-flow simulation with DCC using
the two-fluid model. Although the paper by Apanasevich
et al. [35] does not show the details of the experiment, it is
presumed to be the targeting SSSW 3-17 because it corre-
sponds to the CFX analysis result by Mérigoux et al. [17].
SSSW 3-17 has no water injection and discharge on the PS
side, unlike the NURISP reference conditions. Therefore,
the liquid phase flow rate at the DC outlet was controlled
to maintain the CL water level at 50% of the CL diameter
(steady-state). The constant reference pressure in the vapor
phase was 5MPa, and the pressure field was initialized with
hydrostatic pressure. The ECC injection mass flow rate was
MECC, and the ECC water temperature was TECC. The outlet
mass flow rate on the DC is defined as Mout,w =MECC + Γ (Γ
is the integral condensation rate). The integral heat loss was
also measured in the experiments but was not considered in
the calculations because the effect on the condensation rate
and temperature distribution due to heat loss was small
[104]. The steam mass flow rate is MSteam, and the steam
temperature equaled the saturation temperature (537.15K),
defined as the steam inlet and initial temperatures [17].

Apanasevich et al. [35] used ANSYS CFX 14.5 [115] for
the two-fluid model with the two-phase flow approach, the
AIAD model and the constant drag coefficient for interfacial
momentum transport modeling, and two DCC models by
Hughes and Duffey (HD model) [102] and Magnaudet
and Calmet (MC model) [112] based on Higbie’s surface
renewal theory [116] for interfacial heat and mass transport
modeling. The turbulence model is the standard k – ω
model. The simulation evaluated the modeling of interfacial
momentum and heat transfer (the modeling water heat
transfer coefficients determining interfacial heat and mass
transfer due to DCC and the modeling drag coefficients
representing interfacial momentum exchange between
phases). The simulations using constant and variable drag
coefficients show significant differences in results, confirm-
ing that the drag coefficient is a variable quantity that
depends on the local fluid parameters. Moreover, the HD
model overestimated the total condensation rate by a factor

of two. The MC model also overestimated the CL and DC
temperatures, but the total condensation rate could be pre-
dicted with experimental accuracy. The temperature distri-
bution correlated well with the experiment. Therefore, it
was concluded that the AIAD and MC models could be
applied to predict temperature distribution and condensa-
tion amount during two-phase flow PTS scenarios.

Coste and Mérigoux [105] used NEPTUNE_CFD to
compare with SSSW 3-16, 3-18, and 3-19 in addition to
the SSSW 3-17 experiment shown above (the liquid flow
ratios differed: SSSW 3-16, 3-17, 3-18, and 3-19 were
mL,ECC/mL,ECC,3−17 = 1 468, 1, 0.7057, and 0.4085, respec-
tively). They investigated the ECCmass flow effect, compared
the standard k – ε model and the new version with the Rij – ε
SSG model suited for highly anisotropic turbulence, and men-
tioned the improved effect. The two-phase flow approach was
the two-fluid model, and the free-surface modeling was LIM.
The turbulence and DCC models were distinguished by the
version used: version 2.0.0 was the standard k – ε model and
the MC model [112], and version 2.2.0 was the RSM (Rij – ε
SSG) and the DCC model by Lakehal et al. [111]. The results
were satisfactory, except for SSSW 3-18, where the ECC jet
structure turned into stratified liquid vapor in the experiment
[101] because in the analysis of SSSW 3-18, a stratified flow,
such as a churn or slug flow, occurs, and the condensation rate
fluctuates; therefore, it was challenging to predict the ECC
flow progress. Also, version 2.0.0 overestimated the condensa-
tion rate and temperature, but version 2.2.0 significantly
reduced the overestimation.

Mérigoux et al. [17] summarized the CFD benchmarks
of the NURESAFE project framework, comparing calcula-
tions with ANSYS CFX 16.0 [117], NEPTUNE_CFD 3.0,
and TransAT 5.1.2_RC2. Figure 6(b) compares the temper-
ature distributions obtained by each code to the experimen-
tal results at the locations shown in Figure 6(a). CFX and
NEPTUNE_CFD targeted the same experiments as previous
papers [35, 105], which validated the turbulence model and
computational conditions. However, CFX used a DCC
model by Lakehal et al. [111], and NEPTUNE_CFD used a
different version. Considering the Rij – ε SSG model in NEP-
TUNE_CFD 3.0 was performed by Mérigoux et al. [106]
described later, it seems that the results [17] obtained here
were reflected; however, the relationship with the NURE-
SAFE project is not described. TransAT used the LS method
of the one-fluid model for the two-phase flow approach and
the model proposed by Coste [110] for the phase change
model. Here, the mass evaporation rate based on the surface
renewal theory is shown in terms of turbulent Reynolds and
the molecular Prandtl numbers. The standard k – ε model
was used as the turbulence model, which had better numer-
ical stability than the very LES (VLES) (hybrid model of
RANS and LES). In the CL, the NEPTUNE_CFD and CFX
results similarly predicted the water temperature near the
wall, and the NEPTUNE_CFD result correlated well with
the experimental near the interface. However, CFX overpre-
dicted the turbulent kinetic energy and eddy dissipation,
underpredicting the water temperatures in the interface
region and requiring improvements in the turbulence model.
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Figure 7: Continued.
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TransAT significantly underestimated the upstream and
downstream water temperatures, but the DC inlet correlated
the best with the experimental results. CFX and NEPTUNE_
CFD correctly predicted the DC temperatures. TransAT
failed to model the transport of cold ECC water correctly
and, thus, significantly overestimated the water temperature.
Reasons for this result could be a wrong prediction of the
ECC jet behavior and the influence of buoyancy effects that
are not considered using constant fluid properties (for
numerical stability reasons).

Mérigoux et al. [106] focused on the integral validations
of the NEPTUNE_CFD using the RSM (Rij – ε SSG model)
for turbulence prediction and LIM to present the validation
and application of NEPTUNE_CFD 3.0 under PTS phenom-
ena. First, they confirmed the lattice dependence under
SSSW 3-17 conditions. It was confirmed that it is within
the uncertainty range of the experimental condensation rate,
having been estimated with a precision of ±25%, regardless
of the mesh refinement. Next, the conjugate heat transfer
between liquid and solid was considered by coupling with
the thermal–solid code SYRTHES developed by EDF, and
the code was verified in the transient scenario transient
steam–water (TSW) 3-5, including conjugate heat transfer.
The water level in TSW 3-5 decreased until the CL was
empty; the ECC flow temperature slowly reduced. Later,
the water level rose again and stabilized when the CL was
filled with water. Moreover, throughout the scenario, a rect-
angular steel plate instrumented with thermocouples con-
tacted the water flowing in the DC. Due to the simulation,
there was uncertainty about the boundary conditions to be
applied to the solid part that was not in contact with the

water to model heat conduction in the solid. From the exper-
imental temperature profiles near the boundaries, they could
deduce that some heat exchange occurred between the steel
plate and its surroundings, but they could not quantify it.
If they did not take into account these thermocouples closer
to the boundaries, the maximum error of the steel tempera-
ture prediction decreased by up to 4%.

Cremer et al. [108] performed analysis for the UPTF-
TRAM C2 Run6b experiments for the development and val-
idation of applying the free-surface condensation model
[102] based on surface update theory to ANSYS CFX
(Table 9). The turbulence model used the standard k – ε
model. In this experiment, the ECC water mass flow rate
was 50 kg/s, and the DC water level was 2.7m (measured
from the bottom of the RPV test vessel), which allowed the
formation of water streaks below the CL nozzle during ECC
injection, where condensation occurred on the subcooled
water surface. This result validated the free-surface conden-
sation model and the drag coefficient for obtaining the max-
imum mass flow rate for cold-water attachment on the RPV
wall. The drag coefficient obtained here was applied to the
PTS transient analysis of the Gösgen–Däniken nuclear power
plant (Kernkraftwerk Gösgen (KKG)) and compared with
the existing KWU-MIX (analytical fluid-mixing codes vali-
dated with experiments) results.

Table 10 shows that Cai and Watanabe [65] used
OpenFOAM-1.6 [68] to analyze the experimental conditions
under the preparatory test for two-phase flow conditions of
test 1-1 conducted at LSTF during ROSA-V program and
verified the effects of the condensation model. The primary
and secondary system pressure in this experiment was
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Figure 7: Comparison with the experimental result on posttest for the steady-state air–water case in TOPFLOW-PTS conducted in the
NURISP project.
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approximately 6.7MPa. The injection mass flow rate from
the ECCS was 0.3 and 1.0 kg/s for CLs A and B, respectively,
and an additional water injection at a mass flow rate of
1.8 kg/s was performed for CL B under two-phase flow
conditions. The two-phase flow model was the VOF method,
the turbulence model is the standard k – ε model, and the
condensation model implemented the simplified model
comprising an interfacial area and heat transfer coefficient
proposed by Watanabe and Nakamura [118]. The tempera-
ture distribution correlates well with the experimental
results, confirming the effect of the condensation model.

4.2. Application of RANS and LES to PTS. Among the RANS
and LES analyses, Ničeno et al. [119] and Apanasevich et al.
[15] performed the analysis targeting the air–water reference
conditions of the NURISP project (Table 7), and Apanase-
vich et al. [15] also performed the analyses targeting the
steam–water reference conditions (Table 8).

Ničeno et al. [119] performed a transient analysis for air–
water reference conditions using ANSYS FLUENT 12.0 [120]
to investigate the effects of different turbulence models. The
two-phase flow approach used was the VOF method, and
the turbulence models were the standard k – ε, SST k – ω
model, and LES (Smagorinsky and dynamic subgrid-scale
(SGS) models [120]). Compared with the experimental
results, the turbulence model has a considerable effect, and
the temperature distribution using the standard k – ε model
showed the best result. The simulation (steady-state analysis)
using RANS by Deshpande et al. [95] shown in Section 4.1
also uses Fluent, the VOF method, the standard k – ε, and
SST k – ω models in the same mesh resolution. However,
the steady-state analysis showed better results than the tran-
sient analysis, and the SST k – ωmodel showed results closer
to the experimental results than the standard k – ε model
(Figure 7(c)). The physical time of transient analysis is
300 s, and sufficient convergence of the solution has been
obtained [95]. The cause of this paradoxical result is
unknown because no detailed information and consideration
are presented.

Apanasevich et al. [15] performed benchmark analysis
using ANSYS CFX 12.0 [72], NEPTUNE_CFD 1.0.8, and
ANSYS FLUENT 12.0 [120] to validate the CFD model for
the two-phase flow PTS scenario. The papers listed above
[92–94, 119] are highly relevant to this paper. Figure 7(b)
compares the temperature distributions obtained by each
code to the experimental results at the locations shown in
Figure 7(a). Two-phase flow approaches and turbulence
models used the two-fluid models and SST k – ω model in
CFX, the two-fluid model and standard k – ε model in NEP-
TUNE_CFD, and the VOF method and LES (Smagorinsky
SGS model) in FLUENT. CFX used AIAD and the constant
drag coefficient as the interfacial mass transport, and NEP-
TUNE_CFD used LIM. The heat and mass transport in
CFX used the HD model [102] and considered the heat
transfer between the two phases. NEPTUNE_CFD used the
DCC model [103] proposed by Lakehal et al. [121] based
on the surface divergence model proposed by Banerjee
et al. [122] and the DCC model [103] proposed by Coste
and Lecomte [104] based on the surface renewal theory

using the wall law to model heat and mass transfer by con-
densation. FLUENT used the HD model [102]. For the fluid
properties, the air was regarded as a perfect ideal gas under
the air–water condition of CFX, and IAPWS was applied
to the liquid phase and the steam–water condition. They
assumed that the air properties for the NEPTUNE_CFD
air–water condition were constant (pressure 2.25MPa, iso-
thermal) and did not model heat transfer between phases.
They applied the CATHARE steam table to define the liquid
phase properties and the CATHARE steam table for the
steam–water condition. The FLUENT air–water conditions
were constant in each phase, the steam–water conditions
did not use an equation of state assuming noncondensable
gas, and the steam conditions used a user-defined function.
For air–water conditions, comparisons were made with the
experimental results, but for steam–water conditions, no
comparisons were made because an experiment on reference
conditions could not be performed. Therefore, under air–
water conditions, FLUENT has the lowest temperature near
the interface and the wall, and the temperature distribution
near the interface correlates well with the experimental
results. Figure 7(c) shows the verification result using Fluent
[95, 96, 119], not included in Figure 7(b), among the analysis
results from the same project shown in Section 4.1. Here, we
organized the results using the VOF method, standard k – ε,
and SST k – ω models. The results for the SST k – ω model
with 5.7M cells are the closest compared to those shown
in Figure 7(b). The standard k – εmodel with the same mesh
resolution also agrees better than the SST k – ω model near
the interface and is closer than the results for other condi-
tions shown in Figure 7(b). It is seen that the influence of
the mesh resolution is significant from this result.

Under steam–water conditions, RANS was more suitable
to model two-phase flows with smooth and large free sur-
faces, indicating that the computational mesh size was
unsuitable (too coarse) for LES. Furthermore, NEPTUNE_
CFD had the highest condensation rate, whereas CFX and
FLUENT had vastly different condensation rates despite
using the same condensation model. They showed this result
due to the impact of turbulent models on DCC modeling
because condensation depends on the turbulence in the liq-
uid phase: turbulent eddies transport the heat from the
interface. Furthermore, only NEPTUNE_CFD and CFX pre-
dicted temperature stratification at the DC entrance, NEP-
TUNE_CFD predicted a uniform temperature very close to
the saturation temperature at the DC, and CFX predicted a
much lower nonuniform temperature than the other codes.

5. Conclusions

CFD simulations of PTS performed since 2010 were reviewed
from the viewpoint of turbulence models, especially CFD
simulations for the experiments performed in large-scale
experiment facilities ROCOM, TOPFLOW-PTS, UPTF, and
LSTF. The primary computing platforms were ANSYS
CFX, ANSYS FLUENT (Fluent: from version 14.0) (formerly
FLUENT), STAR-CCM+, NEPTUNE_CFD (focusing on the
single-phase flow part under two-phase flow conditions),
TrioCFD, TransAT, OpenFOAM, and Code_Saturne for
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single-phase flows and ANSYS CFX, ANSYS FLUENT (Flu-
ent), NEPTUNE_CFD, and OpenFOAM for two-phase
flows. Table 11 classifies papers’ target phenomena discussed
in Sections 3 and 4 into single phenomena in the two-phase
flow PTS situation listed by Lucas et al. [5] (including even
research on single-phase flow). Phenomena not targeted in
the paper but debatable based on the results were included
in the phenomenon category at our discretion. The simula-
tion’s main objects were turbulent mixing for single-phase
flows and thermal stratification, interfacial momentum

transport, and heat and mass transport for two-phase flows.
In addition, it was also highly focused on heat transfer to tur-
bulence production below the jet and at the wall in CL and
heat transfer to the wall in DC, as shown in Table 11.

In single-phase flow CFD simulation, where knowledge
and experience are sufficient and reliable codes have been
developed, turbulence models on LES, which are available
to consider anisotropic turbulence, are increasingly being
studied in addition to RANS. In the RANS, although the
appropriate turbulence model depends on the flow pattern

Table 11: Reference classification based on single phenomena in the two-phase PTS situation [5].

Part of the
nuclear
reactor

Flow pattern Area-specific phenomena References

ECC Free liquid jet

(a) Momentum transfer at the jet interface, including
instabilities

N/A

(b) Splitting of the jet N/A

(c) Condensation on the jet surface [17, 35, 105, 106]

ECC-CL Zone of the impinging jet

(a) Surface deformation by the jet, including the
generation of waves

N/A

(b) Steam bubble entrainment N/A

(c) Bubble migration and de-entrainment N/A

(d) Turbulence production below the jet
[4, 31, 34, 35, 65, 87, 94–96,

105, 119]

CL Zone of horizontal flow

(a) Momentum exchange at the gas–liquid interface,
including the generation of waves and the growth or
damping of these waves

[35]

(b) Heat and mass transfer (condensation) at the gas–
liquid interface, including its influence on the
momentum transfer

[15, 17, 35, 65, 91–93,
104–107]

(c) Heat transfer to the walls
[17, 34, 57–59, 87, 91, 92,

106]

(d) Turbulence production at the interface [35, 94–96, 105, 119]

(e) Turbulence production at the walls
[31, 34, 66, 67, 73, 87,

94–96, 105, 119]

(f) Influence of the phase change on turbulence and
wave pattern

N/A

(g) Mixing/stratification of hot and cold-water streams
[4, 15, 30–32, 34, 41, 57–59,
65–67, 73, 79–81, 87, 91–96,

105, 119]

DC

Flow in the downcomer in the case
of a partially filled cold leg

(a) Turbulence production at the walls [30, 31, 40–42, 79, 81]

(b) Mixing/stratification of hot and cold water
[4, 14, 15, 30–32, 35,

40–42, 57–59, 65–67, 73,
79–81, 91, 92, 94, 119]

(c) Heat transfer to the walls
[17, 40, 57–59, 65,

91–93, 106]

Flow in the downcomer in the case
of the water level being below the

cold leg nozzle

(a) Separation of the incoming water jet from the
downcomer wall or not

[108]

(b) Momentum transfer at the jet interface, including
instabilities

N/A

(c) Splitting of the jet N/A

(d) Phase change at the jet surface N/A

(e) Heat transfer to the walls [108]
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at the measurement position, the SST k – ω model and RSM
were clarified to show better results than the other models
overall from comparing the results. In the LES, many studies
using the WALE model were especially reported, as the
WALE model showed the best results among LES (e.g.,
[32]). Moreover, even with RANS, many analyses use com-
putational meshes with a scale exceeding 1M cells (elements
or nodes). Table 12 shows the calculation time in the simu-
lations targeted in this paper as a reference. It is expected
that large-scale simulations will increase in the future as
computer performance improves. At the same time, it is nec-
essary to consider its use in industry, and it is essential to
make an effort to reduce calculation costs while improving
calculation accuracy.

In the two-phase flow analysis of air–water conditions,
although it is necessary to consider the anisotropy of the tur-
bulence near the interface, RANS based on the eddy viscosity
model is still often used. In the two-phase flow analysis
method, the interface capturing/tracking method (VOF
and LS methods) analyses have been reported in addition
to the two-fluid model. A comparison of the results shows
that the result using the SST k – ω model and VOF method
showed overall good agreement results in enough mesh
resolution. When using the interface capturing/tracking
method, the influence of the computational mesh resolution
appeared significantly [96]. Analysis using the VOF method
and LES did not show results superior to RANS’s because
the computational mesh resolution is insufficient [15]. There
is room for further investigation. In addition, in this study,
we focused only on the fluid analysis by CFD, but in the sim-
ulation for UPTF, the thermal–hydraulic system analysis
codes such as RELAP and CATHARE to determine bound-
ary conditions and the coupling analysis with the structural
mechanics (stress and fracture) analysis code were also per-
formed [57, 58, 108]. Improving the prediction accuracy of
thermal fluid behavior by CFD simulation is also essential.
However, to evaluate the soundness of RPV in PTS, it is nec-
essary to investigate until fracture analysis, and many such
studies are being conducted (e.g., [10, 11, 123–132]).

Many analyses adopting the two-fluid model have been
reported in the two-phase flow analysis of steam–water
conditions. Therefore, the mesh resolution is 1M cells (or
elements) or less, the computational cost is kept low, and
the turbulence model mostly uses RANS. Most studies used
the interfacial momentum transport model AIAD for CFX
and LIM for NEPTUNE_CFD. For LIM, the Rij – ε SSG
model, suitable for highly anisotropic turbulence, was supe-
rior to the standard k – ε model [107], and many analyses
using the Rij – ε SSG model have been reported. The DCC
models of Hughes and Duffey [102], Coste [110], Banerjee
et al. [122], Lakehal et al. [111, 121], and Magnaudet and
Calmet [112] were considered as heat and mass transport
models. Although it depends on the scope of the application
[103], such as the turbulence intensity, the analyses validat-
ing the DCC model of Lakehal et al. [111] have been studied
the most, and it has been shown that good accuracy can be
obtained using it in combination with the Rij – ε SSG model
[105]. The next most studied model is the DCC model based

on the surface renewal theory proposed by Hughes and
Duffey (HD model) [102], which is used in various codes.
NEPTUNE_CFD showed excellent computational accuracy
due to the accumulation of numerous validations. The anal-
yses using the interface capturing/tracking method and the
LES are challenging themes. Fundamental research focusing
on single and combined phenomena should continue accu-
mulating. Codes that can be applied not only to PTS phe-
nomena but also to a wide range of reactor thermodynamic
phenomena are required, and further research is expected.

Furthermore, we did not mention a small apparatus for
benchmarking CFD codes for PTS here. However, in recent
years, more detailed three-dimensional data obtained in the
experimental apparatus for the CL mixing CFD-UQ bench-
mark [28] organized in the framework of the Working Group
on Accident Management and Analysis (WGAMA) of the
OECD/NEA and validating CFD simulation has been per-
formed [133–140]. This experiment was performed under
normal temperatures and pressures. However, the detailed
data acquisition from high-temperature and high-pressure
experiments for CFD simulation is still only halfway, and
improvements in experimental measurement technology
should expand the possibilities for CFD simulation validation.
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AIAD: Algebraic interfacial area density
AFM: Algebraic flux model
BMFT: Bundesministerium für Forschung und

Technologie
BSL: Baseline
CATHARE: Code for Analysis of Thermalhydraulics dur-

ing an Accident of Reactor and Safety
Evaluation

CFD: Computational fluid dynamics
CI: Core inlet
CL: Cold leg
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