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As electricity systems become increasingly dominated by variable inverter-based generation (such as wind and solar photovoltaics
(PV)), additional sources of variability appear, while the share of dispatchable thermal power plants decreases. Maintaining a
stable grid frequency requires new sources of inertia to slow the frequency changes, as well as new sources of reserve power to
counter the imbalances. This work uses a linear optimization modeling approach to analyze the reserve market of the
electricity system during the transition to a carbon-free system with high shares of variable electricity generation. The
modeling is performed for three regional contexts and with varying degrees of available flexibility technologies. As for the
reserve supply, batteries, electrolyzers, electric boilers and heat pumps for district heating, curtailed wind and solar power, and
hydropower and thermal power plants are all included. The results indicate that of these suppliers of reserves, the introduction
of grid-scale batteries into the system drastically reduces the reserve market size. Only early in the transition is revenue from
the reserve market greater than 5% of the total revenue for any technology. While the demand for reserves increases as the
share of solar PV and wind power increases, the modeling reveals that access to flexible loads, storage units, and emulated
inertia from wind power also increases. Depending on the choice of flexibility measures available, demand-side participation
could play a major role in minimizing the cost of grid stability in the future.

1. Introduction

The ongoing transition of electricity generation from sys-
tems dominated by traditional thermal power plants to
systems with higher shares of variable renewable energy
(VRE), such as wind and solar power, is creating chal-
lenges for the physical electricity system, the immaterial
markets, and the grid codes that facilitate the efficient
operation of the electricity system. Inertia, which is often
available at no additional cost in traditional systems, may
require market incentivization or forced support from
inverter-based generators and storage through the grid
code. Reserve power may be in higher demand as more

variations are introduced to the system, and the categori-
zation of reserve supply may have to change so as to
accommodate more effectively the technical properties of
potential new reserve suppliers, such as batteries, wind
power, and solar PV. Both the current and future actors
in the electricity systems have a vested interest in the
structure of the future markets and grid codes, and they
will benefit from information regarding how their revenue
streams may change during the energy transition.

Potential revenue and reserve power market develop-
ments are fields of interest for research. Previous studies
on these topics have included comparisons of methodologies
to predict electricity markets [1] and evaluate bidding

Hindawi
International Journal of Energy Research
Volume 2024, Article ID 8470441, 16 pages
https://doi.org/10.1155/2024/8470441

https://orcid.org/0000-0002-4165-783X
https://orcid.org/0000-0001-6659-2342
https://orcid.org/0000-0003-3106-5379
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2024/8470441


strategies ([2–4]), and studies that have examined the roles
and revenues of various potential reserve suppliers ([2,
5–16]). Merten et al. [1] have compared both statistical
and machine learning models for the purpose of predict-
ing the market price for automatic frequency restoration
reserves (aFRRs) in continental Europe, finding no clear
winner among the models. Nitsch et al. [2] have simulated
day-ahead and aFRR markets to delineate the potential
revenues for batteries, finding that the total revenue
increases in the year 2030 scenario (with 60% of electricity
from renewable sources), as compared to the year 2019,
and that the day-ahead revenue share increases relative
to the reserve revenue. Merten et al. [3] have also found
that the total simulated revenue increases in Germany in
the near future (year 2025), while the reserve share
decreases. Badeda et al. [4] have used agent-based market
simulations to investigate how the frequency containment
reserve (FCR) market could develop as the electricity sys-
tem transitions towards higher shares of renewable energy
and increasing battery capacities. However, to the best of
our knowledge, no studies have included frequency control
support from a wider range of technologies, including
demand-side technologies (power-to-heat and power-to-
H2), generation-side technologies (thermal, hydro, wind,
and solar power), and storage technologies (batteries and
hydrogen storage units).

To understand the roles and values of specific technolo-
gies in the electricity grid, one can optimize the electricity
system to identify the technology mix that can supply the
demand for electricity (and for other possible products
within the energy system) at the least cost. Generation
expansion planning (GEP) models do this for electricity
generation systems [17–23], covering the range from
regional or national analysis to international or even conti-
nental scopes. These electricity system optimization models
often include all or some of the following: limited transmis-
sion between multiple copper-plate regions; new invest-
ments in generation, storage, and transmission capacity;
flexibility limitations in relation to thermal power plants;
and exogenous generation profiles for wind and solar power.
The outputs from these models include cost-optimal invest-
ments and operation of each technology, as well as the
resulting electricity prices, CO2 emissions levels, and elec-
tricity exchanges between regions. A representation of the
inertia and reserve power demand in each region can also
be included (as in, for example, [24–30]), either to improve
the feasibility of the resulting system or to investigate the
impacts of the inertia and reserve power demand on the sys-
tem composition, cost, and operation. By analyzing sup-
pliers of inertia and power reserves in an optimized
electricity system, interactions between technologies and
between different markets can be captured. van Stiphout
et al. [30] have studied the impact of including a reserve
demand in investment planning of an electricity system that
consists of base-, mid-, and peak-generation, as well as vary-
ing shares of PV and wind power. However, their model
does not include any storage technologies or flexible
demand. They have shown that including a reserve demand
can significantly influence the total system cost and system

composition, although this impact is weakened if wind and
solar PV are allowed to provide downward reserves.
González-Inostroza et al. [26] have investigated the roles of
energy storage in providing fast frequency reserves in Chile
for the year 2050 and have found that the reserve supply
from inverter-based technologies, such as batteries, is critical
for achieving secure operation of a fully renewable electricity
system. However, their model includes only one decarbo-
nized future year and thus gives no insights into the tran-
sition to this decarbonized future. A previous study
conducted by the authors of the present work [31] exam-
ined the interactions between generation and storage tech-
nologies for the electricity supply, as well as technologies
to supply inertia and reserves, focusing on the impacts
on the system cost and composition. They have shown
that flexibility from storage units, including flexibly charg-
ing EVs, plays an important role in limiting the impacts of
grid frequency control on the system cost and composi-
tion. However, none of these studies has specifically inves-
tigated how the reserve markets might develop during the
energy transition or the potential revenue for individual
technologies participating in the reserve market. There is
thus a gap in the research field regarding which markets
may drive investments in technologies providing frequency
control, as well as at which point of the energy transition
these investments are desired. Therefore, this work investi-
gates how the revenue from markets for frequency reserves
can change over time for different technologies participat-
ing in electricity generation and the provision of reserves.

2. Methodology

This work is based on linear optimization modeling, using a
model described in the thesis of Ullmark [32]. The model
optimizes investments and usage of transmission lines, gen-
eration, and storage to minimize the total system cost. At the
same time, sufficient inertia and reserves must be available
for every hour. Each modeled hour is split into six intra-
hourly intervals, with the first one starting at 1 second fol-
lowing an imbalance (activation time, 1 second) and the
last one ending at 60 minutes, at which point a new time-
step is active with new interhourly intervals and reserves,
which must be available. The division of intrahourly inter-
vals is shown in the header of Table 1, where the length
and activation speed of each interval are included. Figure 1
illustrates, in simplified form, the technologies that contrib-
ute to the frequency reserve supply in this work. A more
detailed mathematical description of the model can be found
in Section 2.1.

The mathematical model is applied to the three regional
cases illustrated in Figure 2, each with interconnected subre-
gions and different wind and solar profiles and resources.
The hydro reservoir inflow, as well as the load, run-of-river,
wind, and solar profiles, are based on historical data from
the year 2012, which was a typical year for these aspects.
The scenarios and parameters used are described in more
detail in Section 2.2.

In Figure 3, an overview of the model setup is shown,
illustrating how the optimization model interacts with a
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Python script to forward investments made during one
modeled year to the next. This setup enables the modeling
of stages along a transition from the existing real-world sys-
tem towards a future carbon-neutral system, with separate
investment decisions made at each stage.

2.1. Mathematical Model. The linear optimization model
used in this work was originally developed by Göransson
et al. [33], and thereafter extended by Johansson and Gör-
ansson [34] to include additional flexibility measures, and
then by Ullmark et al. [31] to include multiple years and
the demand for inertia and reserves. The model features
both long- and short-term storage units, preexisting (real-
life) generating and transmission capacities, and new invest-
ments in storage, transmission, and generating capacity.
Table 2 lists the sets, variables, and parameters used in the
equations describing the model.

The objective function to be minimized is the total sys-
tem cost shown in Eq. (1). The variables in Eq. (1) are stor-
age and generating investments (ir,p) in subregion r and
technology p, transmission capacity investments (itran

r,r ′ ,b) in

transmission technology b from subregion r to subregion r′,
and generation (gr,t,p) of technology p in subregion r for
time-step t. For thermal power plants, thermal cycling is
implemented linearly through a distinction between online
thermal capacity (gactiver,t,p ) and active power output (gr,t,p).
This implementation allows for start-up and part-load
costs, as well as part-load emissions, and is described in
detail by Göransson et al. [33] and based on a book by
Weber [35]. Real existing power capacity is combined with
investments made in previous model years (if any) to create
a homogeneous level of preexisting capacity for each technol-
ogy type (except for storage). This is expressed as gexistingr,t,p and

Figure 2: Map of part of Europe illustrating the three regional cases
applied in this work with respect to existing generation and
transmission capacities, VRE potentials and generation profiles,
and electricity loads and load profiles. Brit: England + Wales,
Scotland, Northern Ireland, and Ireland; Iberia: northeastern
Spain, southwestern Spain, and Portugal; Nordic: Finland,
northern Sweden + northern Norway, southern Norway, southern
Sweden + eastern Denmark, and Netherlands + western Denmark +
northeastern Germany.
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Figure 1: Schematic of the various FR supply sources. The storage units considered in this work are batteries and hydrogen caverns. Source: [31].

Table 1: Shares of each reserve demand source active in each intrahourly interval.

1–5 s 5–30 s 30 s–5min 5–15min 15–30min 30–60min

N − 1 1 1 1 1 1 1

VRE ramping 0 0 0 1 1 1

Stochastic load variations 0 0.08 0.39 0.99 1 1
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differs from new capacity due to efficiency improvements
made over time.

min 〠
r∈R

〠
p∈P

ir,p ∗ Cinv
p + 〠

r ′ ,b∈R,B
itran
r,r ′ ,b ∗ Ctrans

r,r ′ ,b

+ 〠
t,p∈T ,Pgen

gr,t,p ∗ COPEX
p + gexistingr,t,p ∗ Cexisting,OPEX

p

+ 〠
p∈P

ir,p ∗ CfixOM
p + 〠

t,p∈T ,Pgen
gactive
r,t,p − gr,t,p ∗ Cpart

p

+ gexisting,activer,t,p − gexistingr,t,p ∗ Cexisting,part
p

+ 〠
t,p∈T ,Pgen

gstart
r,t,p ∗ Cstart

p + gexisting,startr,t,p ∗ Cexisting,start
p

1

Storage units are balanced on a regional basis, as shown
in Eqs. (2) and (3). Equation (2) describes the hour-to-hour
balance of storage systems, and Eq. (3) describes the charge
and discharge limitations from the installed (dis)charge
capacity and the (dis)charge rate limits specific to the storage

type. In these equations, s dis charge
r,t,p indicates the amount of

energy coming in or out of the storage, gr,t,p indicates the
storage level, and Er,q is the preexisting capacity of the (dis)-
charge technology q and subregion r.

gr,t+1,p = gr,t,p + scharger,t,p ∗ ηESSp −
sdischarger,t,p
ηESSp

,∀r, t, p ∈ R, T , PESS,

2

− ir,p + Er,p ∗ Sratep ≤ −ir,qin − Er,qin ≤ sdischarger,t,p − scharger,t,p

≤ ir,qout + Er,qout ≤ ir,p + Er,p

∗ Sratep ,∀r, t, p, qin, qout ∈ R, T ,Q
3

Between these subregions, existing and new transmission
capacities allow for the trading of electricity according to Eqs.
(4)–(6). Equations (4) and (5) ensure symmetry between
import and export between any pair of subregions, and Eq.
(6) limits transmission to the total transmission capacity.

itran
r,r ′ ,p = −itran

r ′ ,r,p,∀r, r′, p ∈ R, R, P
trans, 4
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Figure 3: Illustration of the model setup enabling multiple modeled years along a transition from the current system to a future carbon-
neutral electricity generation system.
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Table 2: Sets, variables, and parameters used in the mathematical description of the model.

Sets

B Electricity transmission technologies (OHAC and HVDC)

R Subregions

T Time-step, {1,..,8784}

P Technology

PVRE Variable renewable technologies (wind, solar, and run-of-river)

Pinertia Technologies able to provide inertia (wind power and synchronous generators)

PFR Technologies able to provide frequency reserves

PESS Energy storage technologies (Li-ion batteries and hydrogen storage)

Pcharge Energy storage charging technologies

Pdischarge Energy storage discharging technologies

Pi Electricity-generating technologies

O Frequency reserve interval {1,..,6}

Q PESS × Pcharge × Pdischarge matrix connecting energy storage units with their respective charging capacity technologies (e.g.,
electrolyzer and inverter) and discharge capacities

Variables

enetexport
r,r ′ ,t Electricity net export from region r to region r′ during time-step t GWh/h

ir,p Investment in technology p in region r GW

gr,t,p Generation, or storage level, for technology p at time-step t in region r GWh/h

scharger,t,p Charging of storage p in region r at time-step t GWh/h

sdischarger,t,p Discharging of storage p in region r at time-step t GWh/h

asinertiar,t,p Available inertial power GW

asFRr,t,p,o Available frequency reserves GW

Parameters

ηESSp Charging and discharging efficiency of technology p -

Ao Equals 1 for frequency reserve intervals o 3–6, for which VRE variations cause a reserve demand -

Cinv
p Investment cost for technology p k€/GW

COPEX
p Running cost (including fuel, CO2, and variable O&M costs) for technology p k€/GWh

CfixOM
p Fixed yearly O&M cost for technology p

Cstart
p Start-up cost for technology p k€/GW

Cpart
p Part-load cost for technology p k€/GW

Er,p Already existing capacity of technology p in region r GW(h)

Etrans
r,r ′ ,p Already existing transmission capacity of technology p between regions r and r′ GW

Iloadr,t Frequency reserve demand due to intrahourly load variations GW

IN−1
r Frequency reserve demand to cover for worst single fault (N − 1) GW

Idur Duration of inertia power response (10 s) s

Ipowerp Inertial power response from connected generators (see Table 4) -

Oon
p,o Ability of technology p to increase output until reserve interval o -

Ooff
p,o Ability of technology p to start up until reserve interval o -
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enetexport
r,r ′ ,t = −enetexport

r ′ ,r,t ,∀r, r′, t ∈ R, R, T , 5

− itran
r,r ′ ,p + Etrans

r,r ′ ,p ≤ enetexport
r,r ′ ,t ≤ itran

r,r ′ ,p

+ Etrans
r,r ′,p,∀r, r′, t, p ∈ R, R, T , P

trans

6

Equations (7) and (8) make up part of the frequency
reserve and inertia implementation. Equation (7) describes
the inertia demand balance, which involves the total synchro-
nous inertia from thermal and hydropower plants, and the
synthetic inertia from flexible power-to-heat and battery
storage systems. Similarly, Eq. (8) describes the reserve
demand balance, encompassing the total available reserves
to meet the demand in each subregion and for each time-
step and intrahourly interval. The potential sources of
reserves are thermal and hydropower plants and battery
and hydrogen storage systems, as well as flexible power-to-
heat and hydrogen electrolysis. In this work, the marginal
cost of the reserve balance equation is taken as the reserve
market price. For a full mathematical description of this
implementation, see [31].

IN−1
r ≤ 〠

p∈Pinertia
gactiver,t,p + gexisting,activer,t,p ∗ Ipowerp

+ 〠
p∈PESS

asinertia,ESSr,t,p + 〠
p∈PPtH

gr,t,p + gexisting
r,t,p ,∀r, t ∈ R, T ,

7

asFRr,t,o ≥ ISLVr,t,o + IN−1
r + 〠

p∈PVRE
ir,p ∗max Wr,t,p −Wr,t−1,p,Wr,t+1,p

−Wr,t,p ∗OVRE
o ,∀r, t, o ∈ R, T ,O

8

2.2. Scenarios and Parameters. The model is applied to three
regional cases (illustrated in Figure 2) and two scenarios with
different levels of available flexibility (LowFlex andHighFlex).
The differences between the LowFlex andHighFlex scenarios,
and between the three geographic cases, are listed in Table 3.

Both the LowFlex and HighFlex scenarios include the
electricity load from an electrified vehicle fleet, as well as
the electricity load from electrified steel, cement, and ammo-
nia production. The implementation for electrified vehicles
is adopted from Taljegard et al. [20], using aggregated real
driving patterns to build a charging demand and a profile
for a number of connected vehicles. No vehicle-to-grid is
considered, although it is assumed that 30% of electric vehi-
cles charge strategically. The yearly demands from these new

loads, for each regional case and year/period, are detailed in
Table 4. The district heating demand can be supplied using
existing or new combined heat and power (CHP) plants or
through investments in electric boilers and heat pumps. In
addition, the heat load is balanced over 2-week periods,
under the implicit assumption that there are heat storage
units that confer up to 2 weeks of flexibility on the district
heating networks.

The modeled inertia demand is determined by the
dimensioning fault in each synchronous grid, divided for
each subregion according to the yearly electricity loads, as
shown in Table 5. In Table 5, the Nordic+, Brit, and Iberia
regions are in italic, bold, and underlined, respectively.

To supply inertia, both synchronous machines and some
inverter-based power sources are considered. The inertia
constants (H) of synchronous machines are converted into
additional power supplied (P) during a dimensioning fault,
assuming a rate of change of frequency (RoCoF) of 1.5Hz/
s. Both the inertia constants and inertial power responses

Table 3: Differences between the system flexibility scenarios and
geographic cases.

System flexibility scenarios

HighFlex
30% of the vehicle fleet charging strategically.

Transmission capacity and H2 storage investments
available

LowFlex
30% of the vehicle fleet charging strategically. Only
real-world transmission capacity and no H2 storage

units.

Geographic cases

Brit British Isles (Great Britain + Ireland)

Iberia Iberian Peninsula (Spain + Portugal)

Nordic+
Northern Europe (Sweden + Norway + Finland +
Denmark + Netherlands + northern Germany)

Table 4: District heating and nontraditional loads (in TWh) from
transportation and industry.

Brit Iberia Nordic+

Transport (el.) 1.6/8.2/44/63 1.4/6.9/37/53 1.6/8.1/44/62

Transport (H2) 0.1/0.4/2.2/3.2 0.1/0.3/1.9/2.7 0.1/0.4/2.2/3.1

DH (heat) 28/30/32/36 3.5/3.7/4/4.5 120/122/124/128

Steel (el.) 0/0/0.4/2.5 0/0/0.2/1.6 0/0/0.9/5.7

Steel (H2) 0/0/0.7/4.5 0/0/0.5/3 0/0/1.7/11

Cement (el.) 0/0/0.5/3 — 0/0/1.4/9

Ammonia (el.) — — 0/0/1.8/12

The values shown are for the year 2020/near-term/mid-term/long-term
futures.

Table 2: Continued.

Odur
o Duration of reserve window o s

Sratep Storage (dis)charge rate as a fraction of storage per hour [-]

Wt,p Hourly profile for VRE (equal to 1 for dispatchable technologies) [-]

OHAC: over-head, alternating current; HVDC: high-voltage, direct current; O&M: operation and maintenance.
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from the synchronous machines, and wind power, are listed
in Table 6. The power response from batteries is limited by
the unused net discharging capacity, and the limit for
power-to-heat is the currently used capacity.

The dimensioning fault is also combined with the esti-
mated levels of stochastic load variations and intrahourly
variations from wind and solar power used to set the
reserve demand. Since these different imbalance sources
occur with varying degrees of suddenness, they contribute
different amounts to the total reserve demand of each inter-
hourly reserve interval. The contribution of each source to
each interval is listed in Table 1. Reserves to counter the
dimensioning fault are required in each interval, starting 1
second after the imbalance and lasting until the next hour.
Since the interhourly variations from ramping VRE are
known beforehand and ramp up over time, the required
reserves have a shorter activation time of 5 minutes. Lastly,
the stochastic load variations are not known beforehand
but are also not typically appearing suddenly. Their
demand for reserves has been assumed to follow the step
response from a first-order control system with a time con-
stant of 60 seconds.

A combination of reserve technologies, including both
electricity consumers (power-to-heat and electrolyzers for
hydrogen consumers) and producers, as well as their activa-
tion times, are listed in Table 7. To provide reserves, all stor-
age units are limited by the unused net discharge capacity
(as shown in Eq. (3)) and the storage level. In addition,
hydropower is limited by the ramping rate listed in
Table 7, as are all the online thermal power plants. Offline
gas turbine capacity can also contribute, given some time
for start-up. In addition to the activation times in Table 7,
power-to-heat plants are limited by their current electricity
power draw.

2.3. Reserve Revenue and Market Size. To accomplish the
aim of this work, to investigate how the revenue from pro-
viding reserves changes along the transition and for each
technology, the terms revenue and market size must be
defined. Herein, the reserve revenue for each technology
and hour is assumed to be the reserve price, approximated
by the marginal cost of supply (see the reserve demand bal-
ance equation, Eq. (8)), and multiplied by the available
reserves from the technology. While the numbers found
using this method of modeling are not predictors of real
market sizes or revenues, they enable comparisons and rela-
tive trends in the context of the model. Any margin that is
added on top of a technology’s cost-to-participate and their
market bid is neglected, as if there was perfect competition
and no withheld information. The implied market structure
to give this reserve price is discussed further in Section 4.
The market size is calculated by multiplying the reserve price

by the demand for reserves, summed over each hour, subre-
gion, and reserve interval. As such, the sum of all reserve
revenues equals the market size. The system cost of supply-
ing reserves is not presented in this work but is investigated
elsewhere by the authors [31].

3. Results

3.1. System Composition. Figure 4 illustrates the transition of
the electricity generation from the year 2020 reference sys-
tem (dispatch-only of the preexisting generation capacity)
to a long-term future system, over near-term and mid-
term systems. The three regional cases (Nordic+, Brit, and
Iberia) are shown, as well as both the LowFlex and HighFlex
scenarios. It is evident that the electricity production levels
differ between the regional cases, not only in terms of preex-
isting generating capacity but also with regard to the final
shares of wind, solar, and thermal power. The differences
between the LowFlex and HighFlex scenarios affect the tran-
sition mostly in terms of system cost and investments in
storage and transmission capacities. As such, the difference
between the LowFlex and HighFlex scenarios shown in
Figure 4 is minimal.

The differences between the three regional systems and
two flexibility scenarios can also be seen in the generation
and storage investments made in each year. Figure 5 shows
the investments taken each year in the LowFlex scenario
(left-hand side) and differences in investments in genera-
tion and storage when increasing access to flexibility (High-
Flex scenario) (right-hand side). For the Nordic+ case in
the HighFlex scenario, which allows for investments in
hydrogen storage and transmission capacity (not included
in the figure), it is clear that the solar PV, electric boiler,
and battery storage capacities are reduced. As the hydrogen
storage investments and additional transmission to hydro-
power regions increase, the ability to manage long-term
variations increases. This causes some of the solar PV
and battery capacities to be displaced, also reducing the
solar PV peaks previously used for opportunistic power-
to-heat. In the Brit region, the battery storage capacity

Table 5: N − 1 values used for each modeled copper-plate subregion.

Subregion SE + NO N SE S NO S FI DE N UK 1 UK 2 UK 3 IE ES N ES S PT

N − 1 (GW) 0.08 0.40 0.48 0.37 0.14 0.83 0.08 0.02 0.08 0.16 0.06 0.06

The italic, bold, and underlined data represent the Nordic+, Brit, and Iberia regions, respectively. For an illustration of these regions, see Figure 2.

Table 6: Inertia constants and inertial power responses for the
different synchronous generator types included in this work. The
inertial power response from wind power is based on Imgart and
Chen [36].

Nuclear
power

Other
thermal

Hydropower
Synchronous
condensers

Wind
power

H (s) 6 4 3 6 —

ΔP
(%)

48 32 24 48 13
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Figure 4: Yearly electricity supply development from the year 2020 to the long-term future for each generation technology type in each
geographic region and system flexibility scenario, in the absence of any frequency control constraints.

Table 7: For thermal power plants and hydropower plants, the table shows the factor of the rated capacity to which the production can be
increased, from part-load or offline mode, for each technology and FR interval. For other reserve sources, the table shows the fraction of the
available reserve power that can be used in each interval.

Odur
1 Odur

2 Odur
3 Odur

4 Odur
5 Odur

6
1–5 s 5–30 s 30 s–5min 5–15min 15–30min 30–60min

Power-to-heat 1 1 1 1 1 1

Curtailed VRE 1 1 1 1 1 1

Energy storage

Li-ion battery 1 1 1 1 1 1

Hydrogen 1 1 1 1 1 1

Flywheels 1 1 1 1 1 1

Hydropower 0 0.15 0.3 1 1 1

Online thermal plants

CCGT 0 0.0125 0.075 0.75 1 1

OCGT 0 0.1 0.3 1 1 1

ST 0 0.025 0.05 0.2 0.6 1

Nuclear 0 0 0 0.375 1 1

Offline thermal plants

CC GT 0 0 0 0 0 0

OC GT 0 0 0 0 1 1

ST 0 0 0 0 0 0

Nuclear 0 0 0 0 0 0

CCGT: combined-cycle gas turbine; OCGT: open cycle gas turbine; ST: steam turbine.
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remains unchanged in the two flexibility scenarios despite
investments in hydrogen storage due to a lack of reservoir
hydropower or other technologies that can manage shorter
variations. In solar-dominated Iberia, the relatively low
wind share and available reservoir hydropower result in
no hydrogen storage investments being made in the High-
Flex scenario. In addition, new transmission capacity has a
limited impact on the system composition, as seen in
Figure 4.

3.2. Reserve Demand. The reserve demand considered in this
work consists of stochastic load variations, a dimensioning
fault, and interhourly variations from wind and solar power
generation. The box plot in Figure 6 illustrates the total
reserve demand for each region and the time-point of the
transition for the slow, 30–60-minute reserve category, dur-
ing which the reserve demand is the highest. This shows that
while the number of high-demand hours increases along
with the reserve demand during these hours, the median
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reserve is increased only slightly. For reference, the dimen-
sioning fault and average stochastic load variations amount
to 1.8, 0.4, and 0.4GW in the Nordic+, Brit, and Iberia
regions, respectively. This means that most of the reserve
demand originates from the ramping of the VRE output.

3.3. Reserve Supply. In Table 8, the total reserve market size
is approximated by the sum of the marginal costs for each
reserve interval and each hour, multiplied by the reserve
demand. A clearly evident trend in Table 8 is the decrease
in reserve market size over time, especially between the
Ref. 2020 and the near-term time-points. This trend is con-
trary to the demand for reserves which, as illustrated in
Figure 6, slightly increases over time. The decrease in market
size is largely due to less reserves being supplied by thermal
power, which must run at part-load and, as a consequence,
incurs a direct cost to make reserves available (regardless
of whether the reserves are needed). In the Ref. 2020 time-
point, before storage investments are possible, there are less
alternative sources of reserves. Table 8 also highlights signif-
icant differences in market size between the regions, with
Iberia having significantly lower total revenue than Nordic
+ and Brit. As shown in Figure 4, Nordic+ and Iberia have
more hydropower than the Brit region. Both access to
hydropower and reserve demand sources explain the differ-
ences in reserve market size between the regions. The reserve
demand has a different profile in Iberia due to the higher
share of solar power. The rapid changes in solar power dur-
ing the morning and evening concentrate much of the
reserve demand to these hours. If low-cost reserve suppliers,
such as storage units or hydropower, are available during

these high-reserve hours, the reserve market price and, thus,
the revenue from providing reserves decrease.

The technologies used to supply the reserves are illus-
trated in Figure 7 for the LowFlex and HighFlex scenarios
in the upper and lower rows of panels, respectively. In this
figure, the share of the total reserve supply is shown as bars
on the left y-axis, while the reserve market size is shown as
rhombs on the right y-axis. The reserve shares show some
of the differences between the regions in terms of access to
hydropower, usage of thermal power plants for reserves,
and the possibility of using power-to-heat in district heating
networks. For example, even though the Nordic+ region has
a higher share of electricity supplied from hydropower than
the Iberia region, Iberia has about twice the share of the
reserves from hydropower compared to Nordic+. As previ-
ously mentioned in Table 8, this implies that hydropower
is often available to provide reserves during the hours when
the solar PV output varies the most (late mornings and
afternoons) in the Iberia region.
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Figure 6: Box plot of the total reserve demand for each region and time-point of the transition, for the 30–60-minute reserve interval. The
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the crosses indicating data points outside the 1st to 99th percentiles.

Table 8: Total reserve market size (M€/yr) for each region,
transition time-point, and flexibility scenario.

M€/yr
Ref.
2020

Near-term Mid-term Long-term

LowFlex

Nordic+ 126 20 14 7

Brit 118 11 8 5

Iberia 41 0.4 0.2 1

HighFlex

Nordic+ 171 21 17 8

Brit 133 14 9 2

Iberia 42 0.4 0.0 2
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In Figure 8, the potential revenues from supplying the
reserve demand are shown, per installed capacity, as lines
for each region and flexibility scenario. The dotted lines
marked with H represent the potential revenues in the High-
Flex scenarios, and the solid lines marked with L represent
the potential revenues in the LowFlex scenarios. This shows
that while batteries account for only a fraction of the reserve
supply once investments are allowed (as seen in Figure 7),
the addition of new low-cost reserves and the corresponding
reduction in the reserve market size also reduce the potential
revenue from supplying reserves from thermal and hydro-
power. Further along the transition, in the mid-term and
long-term scenarios, the revenue per installed capacity falls
as more and more batteries are invested in for hour-to-

hour variation management. The shift towards batteries for
hour-to-hour variation management also decreases the
reserve prices, since the availability of reserves from batteries
does not directly incur increased costs.

In terms of the share of each technology’s total revenue,
the reserve supply revenue is ≤1% for almost every region,
time-point of the transition, and flexibility scenario (for
more details, see Table 9 in the Appendix). The exceptions
to this are power-to-heat in the Ref. 2020 time-point and
batteries in the near-term period. For batteries in the near
term, the revenue shares from supplying reserves could be
6%–10% in the Nordic+ case and anywhere in the range of
4%–100% (4% in LowFlex and 100% in HighFlex) in the Brit
case. For power-to-heat in the Ref. 2020 time-point, the
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revenue share could be 8%–11% in the Nordic+ case and 91%
in the Brit case. The high shares are seen only when the respec-
tive installed capacities (and thus, the revenues) from electric-
ity supply are small, but also in the early stages of the
transition when fewer batteries and flexible loads are available.

4. Discussion

The model applied in this work uses load and weather pro-
files from the year 2012, in combination with current and
future projections of electricity loads. The frequency control
implementation estimates the reserve demand and ensures
that sufficient reserves are available to meet the demand, if
needed. This modeling gives insights into cost-effective
means to provide reserves and inertia in different contexts,
as well as the relative importance levels of various technolo-
gies. However, without accurate knowledge as to how much
of the reserves will have to be activated each hour, the reve-

nues from supplying such reserves can only be estimated
using the available reserves from each technology and the
marginal cost of providing reserves. The real revenues will
depend on the reserve market structure, which could com-
pensate suppliers for activated reserves, available reserves,
or both. The compensation structure might similarly differ
from the one assumed in this work, compensating suppliers
of reserves according to their own bid (pay-as-bid) instead of
using the marginal cost of supply. For reference, the current
reserve market structure in Sweden compensates all sup-
pliers of fast reserves (FFR) and frequency restoration
reserves (FRR) according to the highest accepted bid, regard-
less of activation calls. The other type of reserves, frequency
containment reserves (FCR), is currently pay-as-bid but is
transitioning to the highest accepted bid in the year 2024
[37]. In reality, the revenues will depend on the actual devel-
opment of the electricity system, subject to policy decisions
and local actors.
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Factors that may underestimate the reserve price as
obtained in this work and, in turn, the market size include
the assumptions on perfect foresight, no battery degradation,
a perfect market (perfect information and no bid markup
above the marginal cost of supply), and no activation of
the reserves. The latter means that there is no impact on heat
or storage balance and no increased fuel use when activating
the thermal power reserves. At the same time, the following
factors act in the opposite direction, i.e., overestimating the
reserve price and market size: the assumed reserve demand
is on the high end (e.g., 7GW for Nordic+, Ref. 2020), some
potential demand-side reserve suppliers are omitted, and all
compensation is assumed to follow the highest accepted bid
instead of pay-as-bid. Combined, the net impact is likely an
underestimation of the reserve prices and market size for all
stages of the modeled energy transition. Similarly, the reduc-
tion in reserve prices and market size over time (100-fold
reduction in Iberia between Ref. 2020 and the near-term
time-point) found in this work may be exaggerated. It is,
however, not unrealistic that a transition to investment-
based reserve sources with a low marginal cost of supply
decreases the reserve prices significantly, especially when
another market drives the investments. Still, too low com-
pensation to reserve suppliers may cause potentially avail-
able reserves to be withheld, especially from small-scale
consumers and households. This could, in turn, increase
the cost of reserves to some level where a sufficient number
of potential reserve providers are motivated to participate.
This effect is not captured in this work. In summary, while
the reserve prices and market sizes found in this work may
be underestimated, the trends and general figures found
should not be unreasonable.

As electricity systems transition towards high shares of
variable electricity generation and society transitions

towards greater electrification and smarter devices, it may
be of interest to employ new technologies to provide reserves
and/or inertia to the grid. This might include the use of bat-
tery electric vehicles, residential or centralized heat pumps
and electric boilers (Herre et al. [38] have found that, in Swe-
den, residential electric heating alone can deliver reserves
averaging 2GW/0.1Hz over the year.), electrolyzers, and
thermostatically controlled loads such as air-conditioned
server halls or refrigerated spaces. While all of these exam-
ples have a different primary purpose, they could assist in
maintaining grid stability at low to no cost (without signifi-
cantly impeding their main purpose), assuming that they
are required or sufficiently incentivized to do so. All the listed
new reserve technologies have rapid reaction times (with
electrolyzers being the slowest technology, requiring more
than 1 second to adjust the output), albeit of limited dura-
tion. The model applied in this work includes power-to-
heat and electrolyzers, under the assumption that they
contribute fully to the reserve supply when possible. The
model does, however, only consider hydrogen-to-electricity
through fuel cells, of which no investments were part of the
cost-optimal solution. Hydrogen gas turbines may be a more
cost-competitive technology [23], though it is unlikely that
hydrogen gas turbines would affect the results in this work
since biogas turbines are included in the model. Not includ-
ing also other demand-side technologies is done to limit the
scope of the work, and since the value (and thus, the incen-
tive to participate in flexibility markets) declines as more
technologies make contributions. For example, including
reserves from battery electric vehicles in the model elimi-
nates the cost impact from the reserve and inertia demand
owing to the availability of large battery capacity. Even if
allowed by the grid code, the use of these technologies for
reserves would, in reality, be limited by the reserve demand
and the level of compensation granted for available and/or
activated reserves. The inclusion of additional demand-side
frequency control technologies may thus not result in a bet-
ter representation unless the compensation required to
achieve participation is known. Still, a technology-neutral
grid code that enables contributions from these technologies
could be important for minimizing the cost of supplying the
reserve demand. It should also be noted that there is addi-
tional value, although hard to quantify, in having a larger
supply of frequency control than is strictly necessary. In the
case of an emergency (such as a natural disaster or war),
additional frequency control supply may be necessary to
compensate for lost supply. Due to the modularity as well
as the large power and storage capacity found for grid-scale
batteries, a grid that integrates batteries (and other
inverter-based sources) into the reserve and inertia supply
may be more resilient to future developments which will
have increased requirements on the demand for reserves
and/or inertia. In addition, the grid code and technology
implementation used to aggregate and incorporate decentra-
lized converter-based reserve sources (such as batteries, wind
power, and solar PV) opens the door to a larger group of
potential frequency control devices on the demand side.

The reserve market sizes listed in Table 8, which are
based on the cost for reserve availability, indicate the

Table 9: Shares of total revenue coming from reserve supplies for
batteries, power-to-heat, thermal power, hydropower, and
hydrogen storage systems (electrolyzers and fuel cells).

% Battery PtH Thermal Hydro H2 storage

Nordic+

Ref. year 2020 0/0 8/11 1/1 0/1 0/0

Near-term 6/10 0/0 0/0 0/0 0/0

Mid-term 1/2 0/0 0/0 0/0 0/0

Long-term 1/1 0/0 0/0 0/0 0/0

Brit

Ref. year 2020 0/0 91/91 1/1 3/7 0/0

Near-term 4/100 1/1 0/0 0/0 0/0

Mid-term 1/0 0/3 0/0 0/0 0/0

Long-term 0/0 0/0 0/0 0/0 0/0

Iberia

Ref. year 2020 0/0 1/2 0/0 0/0 0/0

Near-term 0/0 0/0 0/0 0/0 0/0

Mid-term 0/0 0/0 0/0 0/0 0/0

Long-term 0/1 0/0 0/0 0/0 0/0

PtH: power-to-heat.
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differences in market size between the regions and as the
electricity systems transition. For example, the reserve mar-
ket size for the Nordic region is 126–170M€ for the
dispatch-only year 2020. The real cost of FCR-N, FCR-D,
and aFRR in Sweden in 2021 was roughly 323M€. Despite
Sweden only making up around 22% of the Nordic+ elec-
tricity demand in the modeled year 2020, the real reserve
market size for Sweden is about twice that of the whole
Nordic+ region. The discrepancy between the modeled
market and the real market in terms of costs is attributed
to reserve activation. While the model only requires that
reserves be available, imbalances in the real system result
in the activation of reserves, incurring additional fuel costs.
In the real system, there are also regulatory limitations on
the supply as well as limited participation from power-to-
heat, wind power, and solar PV installations. As such, con-
clusions drawn regarding the market sizes are limited to
the differences in market size between regions and between
the transition stages. The drastic decline in reserve prices in
the short term is due to the addition of flexibility technol-
ogies, such as batteries and power-to-heat or power-to-
hydrogen units with storage. This reduces the cost of
reserve availability because these flexible technologies,
unlike thermal power plants, do not need to incur part-
load costs. The cost of activating reserves from these tech-
nologies can also be very low if spare capacity is available,
and the storage level can be restored by providing symmet-
rical down-reserves before the battery is scheduled to be
fully discharged.

To the degree that the results in this study can be
compared to those found by van Stiphout et al. [30] and
González-Inostroza et al. [26], they seem to find similar
results as in this work and their conclusions complement
the ones drawn in previous studies. van Stiphout et al. find
that allowing wind and solar power to supply reserves
decreases the system cost and the amount of reserves orig-
inating from thermal power. Similarly, the results in this
work show that the amount of reserves from thermal
power decreases as the VRE share increases. González-
Inostroza et al. conclude that battery participation appears
to be a cost-efficient solution to the increased demand for
fast frequency reserves in renewable future electricity sys-
tems. The findings in this work also indicate that batteries
could play a large role in the future of grid frequency
control.

5. Conclusions

To fill the gap in research about reserve market sizes and
drivers for investments in technologies providing grid fre-
quency control, this study combines electricity capacity
expansion modeling with a representation of grid frequency
control supply and demand. In doing so, this study investi-
gates how the frequency control reserve market may change
as electricity systems move towards increasing shares of
inverter-based wind and solar PV power. Results are pre-
sented that show the electricity supply and technology mix
for each region and time-point in the transition, how the
demand for reserves evolves, as well as how the reserve is

supplied. Also presented is the total reserve market size, as
well as which technologies will benefit the most from
reserves. However, due to limitations in scope and represen-
tation of real-world circumstances (such as energy policies
and market structures), the reserve market sizes and reve-
nues obtained in this work may be underestimated, as dis-
cussed in Section 4. The following conclusions are drawn:

(i) Deployment of grid-scale batteries in the near-term
can drastically reduce the reserve market size by
reducing the cost of reserve availability

(ii) For most technologies, stages of the transition, and
regions, revenue from reserve markets is insufficient
to drive significant additional investments. Some
exceptions can be seen for the use of batteries in
the near-term, depending on system flexibility, and
the use of power-to-heat if battery investments are
delayed

As these findings indicate that there may be large
changes in the market sizes and revenues afforded to fre-
quency reserve suppliers in the near-term, there is a need
for future work that further investigates this topic. Specifi-
cally, factors that affect the market development and indica-
tors that can be used to predict the market changes may be
of great value. Knowledge of the minimum compensation
for participation from household consumers may also
become increasingly valuable.

Appendix

Supplementary Results

The share of total revenue coming from supplying reserves,
for each technology type, time-point of the transition,
regional case, and flexibility scenario, is shown in Table 9.
With only a few exceptions, the revenue share from provid-
ing reserves generally is negligible. The exceptions to this are
Ref. year 2020 and batteries in the near-term.
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