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In order to overcome the problems that the feature representation and classifcation efect of the existing methods need to be
improved in complex contexts, this paper presents a novel few-shot relation extraction approach via the entity feature en-
hancement and attention-based prototypical network. Te proposed model uses the pretrained RoBERTa model as the encoder
while using the BiLSTMmodule for directional feature extraction.We further incorporate the entity feature enhancement module
to improve the feature representation ability of the model. At last, the attention-based prototypical network is used to predict
relations.Te experimental results show that the proposed method not only outperforms the baseline models on the datasets from
the bridge inspection and health domains but also achieves competitive results on the FewRel dataset in the general domain.

1. Introduction

Relation extraction (RE) is a fundamental task in NLP that
has garnered signifcant attention from both academia and
industry [1]. Recently, the development of pretrained lan-
guage models (PLMs), such as BERT [2] and RoBERTa [3],
has dramatically improved the performance of RE models.
For instance, Su and Vijay-Shanker [4] proposed a BERT-
based fne-tuning mechanism for biomedical RE, while Xue
et al. [5] fne-tuned BERT for joint entity and relation ex-
traction in Chinese medical text. Nonetheless, fne-tuning
on pretrained models still relies on large-scale labeled data.
In practice, annotating a large amount of training data is
time-consuming and labor-intensive, particularly in specifc
domains where annotating RE datasets from scratch requires
identifying named entities and annotating relations among
them based on domain-specifc knowledge. Terefore,
achieving efcient RE in low-resource or few-shot scenarios
is still a challenging task.

Currently, many NLP eforts based on few-shot learning
have been proposed. Te few-shot RE task aims to predict
new entity relations by learning contextual features from
a small number of labeled examples. Han et al. [6] in-
troduced the FewRel dataset, which provides training data

and evaluation criteria for few-shot RE in general domains.
In addition, Geng et al. [7] proposed the few-shot RE dataset,
named TinyRel-CM, for the health domain. Based on these
benchmark datasets, several few-shot RE approaches have
been proposed, with metric learning-based methods being
the mainstream in this feld. Typical metric learning
methods, such as the prototypical networks, aim to learn
a low-dimensional embedding space and classify query in-
stances directly by comparing the similarities between query
instances and support instances, which achieves better
performance and low time complexity [8]. Despite some
progress made in few-shot RE research, the existing models
are still insufcient to fully adapt to specifc domains. Te
ability to learn complex contextual features and classify
domain-specifc entity relations accurately needs to be
improved.

To address these issues, we propose a novel few-shot RE
approach by introducing the entity-level feature enhance-
ment and the attention-based prototypical network. Spe-
cifcally, our model uses the pretrained RoBERTa model as
the encoder and the bidirectional long short-term memory
(BiLSTM) module for directional feature extraction. To help
the model better extract the relations between entities, we
further incorporate the entity feature enhancement module
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to improve the feature representation ability. Finally, we
employ an attention-based prototypical network as the re-
lation prediction module. Our proposed model is better
adapted to complex contexts, such as the context contains
multiple relations, and one relation contains multiple in-
stances of the same context. Te contributions of this paper
can be summarized as follows:

(1) We propose a new few-shot RE neural model that
fuses directional features and entity features based
on pretrained encoding in the context feature
learning stage, thus improving the model’s ability to
represent domain-specifc and RE task-aware fea-
tures in complex contexts.

(2) Our proposedmodel introduces a relation prediction
module via a novel attention-based prototypical
network, which can improve the representation
capability of diferent relation instances, and en-
hances the performance of relation prediction in the
few-shot settings.

(3) Our experimental results demonstrate that our
proposed approach outperforms baseline models on
the domain-specifc TinyRel-CM and Bridge-FewRel
datasets. Furthermore, on the general domain-
oriented FewRel dataset, our proposed model ach-
ieves better classifcation results in most few-shot
settings.

Te remainder of this paper is organized as follows:
Section 2 provides an overview of related work, Section 3
presents the architecture of the proposed model and in-
troduces each key component in detail, Section 4 describes
the experimental setup and evaluation of our proposed
approach, Section 5 conducts ablation experiments to an-
alyse the impact of each component on the performance, and
fnally, Section 6 concludes the paper and presents
future work.

2. Related Work

In recent years, many neural models for relation extraction
(RE) have been proposed. Traditional methods mainly rely
on the supervised learning or distant supervision strategies
to train models [9]. Te emergence of pretrained language
models (PLMs) has signifcantly improved the performance
of various NLP tasks. For instance, Guo et al. [10] developed
a medical question answering system using PLMs and
knowledge graphs, while Li et al. [11] proposed a semantic-
enhanced multimodal fusion network for fake news de-
tection, utilizing the pretrained BERT model as the text
encoder. In this section, we briefy review the research eforts
related to general RE and few-shot RE tasks, and then, we
summarize their limitations.

2.1. General RE Approaches. Te RE task is typically con-
sidered a multilabel classifcation problem where text se-
quences and entity pairs are input into the model, and the
model predicts the classifcation results corresponding to
predefned relation types. Te current mainstream methods

can be classifed into pipeline-based RE and joint learning-
based RE [12].

Pipeline-based approaches treat RE as a downstream
task of named entity recognition (NER). In recent years,
various studies on neural RE have emerged. For example,
Zeng et al. [13] used a CNN model to extract lexical and
sentence-level features before classifying the predefned
relations, while Zhang et al. [14] proposed a globally opti-
mized LSTM neural model for RE. However, traditional
pipelined models sufer from the problem of error propa-
gation. Joint learning-based methods treat NER and RE as
simultaneous optimization tasks. For instance, Bekoulis et al.
[15] applied the adversarial training method in the joint
extraction task, using Word2vec embeddings as the input.
Tey employed BiLSTM and CRF to encode the words of
sentences and decode the entity boundaries and tags, re-
spectively. Eberts and Ulges [16] presented a span-based
joint entity and relation extraction approach built on top of
the pretrained BERT model. Our previous work [17] pro-
posed a joint extraction approach via an entity-correlated
attention neural model. Nevertheless, these methods require
a large amount of labeled data during model training or fne-
tuning, and the annotation of large-scale labeled instances is
time-consuming and labor-intensive.

2.2. Few-Shot RE Approaches. To address the shortage of
large-scale labeled data required for general RE research,
several few-shot RE models have been proposed. Currently,
metric learning is an efective approach for few-shot relation
extraction. Among these metric learning algorithms, the
prototypical network can integrate prior knowledge into the
embedding space, and its model structure can meet the
conditions of optimization in low-resource scenarios.

Gao et al. [18] proposed a hybrid attention-based pro-
totypical network called HATT for noisy few-shot RE sce-
narios. Te HATT model highlights key instances and
features that are more relevant to the query instances to
obtain a closer category prototype to each query instance,
improving the model’s robustness. Fan et al. [19] adopted
a large-margin prototypical network with fne-grained
features that can better identify long-tail relations. Ren
et al. [20] proposed an area prototypical network with
granularity-aware measurement, considering the diferent
granularities of relations. However, these prototypical net-
works and their related variants did not consider the critical
role of entity words, and not all sentences in the support set
equally contributed to classifying relations.

To address these issues in few-shot RE, Li et al. [21]
enhanced the prototype network with hybrid attention and
confusing loss. Moreover, Lv et al. [22] proposed a domain-
aware prototypical network (DPNet) to address in-
terdisciplinary few-shot relation classifcation. Chen et al.
[23] presented an open generalized prototypical network
with task-adaptive feature fusion for open generalized few-
shot relation classifcation. Tese approaches optimized the
prototypical networks, but the capability of feature repre-
sentation still needs improvement when dealing with
complex contexts in a specifc domain.
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In recent years, several works have applied prototypical
networks with pretrained language models (PLMs) to few-
shot RE tasks. For example, Soares et al. [24] built on ex-
tensions of Harris’ distributional hypothesis to relations and
recent advances in learning text representations to build
task-agnostic relation representations solely from entity-
linked text. Yang et al. [25] enhanced the prototypical
network with relation and entity descriptions, designing
a collaborative attention module to extract benefcial and
instructional information of sentences and entities, re-
spectively. Han et al. [26] presented a contrastive learning-
based approach that learns better representations by
exploiting relation label information and allows the model to
adaptively focus on hard few-shot RE tasks. Liu et al. [27]
proposed a direct addition approach to introduce relation
information, generating the relation representation by
concatenating two views of relations and then directly
adding it to the original prototype for both training and
prediction. Peng et al. [28] proposed an entity-masked
contrastive pretraining framework for RE to gain a deeper
understanding of both textual context and type information
while avoiding rote memorization of entities or using su-
perfcial cues in mentions.

To summarize, prototypical networks are the main-
stream models for the few-shot relation extraction task.
However, for relation extraction in the specifc domains, e.g.,
bridge inspection and health, the context is more complex,
which puts higher requirements on the feature represen-
tation ability. For example, these domain-specifc sequences
are longer, while the head entity and tail entity have a larger
interval between each other. In addition, the positions of
head entity and tail entity may be reversed, which are in-
consistent with the predefned relations. So, it is necessary to
capture entity features from both directions of the sequence.
More challenging is that there are also multiple relations in
these domain-specifc contexts. Te relation prediction
performance of the existing few-shot methods needs to be
improved. Our approach is motivated by dealing with the
bottlenecks in the few-shot relation extraction task described
above, that is, we fuse directional features and entity features
based on the pretrained encoder. In addition, we introduce
a relation prediction module via a novel attention-based
prototypical network, improving the performance of few-
shot relation classifcation in complex contexts.

3. Methodology

In this section, we will formally describe the few-shot RE
task, and then present the overall architecture and key
components of our proposed model.

3.1. Task Overview. RE aims to extract predefned relations
between named entities from unstructured text, which is
typically viewed as a classifcation problem based on pre-
defned relations. Few-shot RE aims to train the model using
a small amount of labeled data and address the long-tail
relation problem by recognizing relations from few in-
stances, which is also known as N-way-K-shot relation
extraction. In the N-way-K-shot setting, “N-way” refers to
the number of distinct relations that the model needs to
extract, while “K-shot” refers to the number of annotated
examples available for each relation, and the relations in the
training set are not included in the test set. We formally
defne few-shot RE as follows.

In the few-shot RE task, a relation instance is represented
as s � (x, eh, et, r), where x is the text sequence, and eh and et

denote the head and tail entities in the text sequence, re-
spectively. r is the relation between two entities. Support sets
S and query sets Q are used in each task of model training

and testing. S � Si � [Sij � (xij, eh
ij, et

ij, ri)]
K

j�1 
N

i�1
, where sij

is the j-th relation instance in the relation type Si, N is the
total number of predefned relation types, and K is the
number of instances related to each relation type.
Q � qj � (xj, eh

j , et
j, rjt)

N

t�1 
M

j�1
, where qj denotes the j-th

query instance, rjt is the t-th relation type to be predicted
corresponding to the j-th instance, and M is the number of
query instances in Q.

3.2. Model Architecture. Rather than pretraining a language
model from scratch, we use the pretrained RoBERTa model
as the encoder. In addition, we design a BiLSTM-based
feature extraction module and an entity feature extraction
model to enhance the context feature representation based
on the characteristics of the domain-specifc context and RE
task. Figure 1 illustrates the overall architecture of our
proposed model.

As shown in Figure 1, we use RoBERTa as the encoder
for input sequences. Based on the defnition of few-shot RE,
the model input is a relation instance Ins with the form in
equation (1), where ti is the i-th token in the input sequence,
[E1s] and [E1e] are the start tag and end tag of the head
entity, [E2s] and [E2e] are the start tag and the end tag of tail
entity, and eh

x and et
x denote the x-th token of head entity and

tail entity, respectively. Vins ∈ Rl×d is the output matrix
encoded by RoBERTa, where l is the sequence length of Ins

and d is the embedding dimension of the RoBERTa model.

Ins � [CLS], t1, . . . , E1s , e
h
1, . . . , e

h
x, E1e , tm, . . . , E2s , e

t
1, . . . , e

t
x, E2e , tn . . . , [SEP], (1)

Vins � RoBERTa(Ins). (2)
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While using PLMs as encoders can efectively represent
context features in most scenarios, certain domains such as
healthcare and transportation have distinct context char-
acteristics. For instance, in the TinyRel-CM [7] dataset for
the health domain, more than half of the text sequences have
over 50 tokens, whereas the sequence length in the FewRel
dataset is always less than 40 tokens. In long text sequences,
the span between head and tail entities signifcantly in-
creases. In addition, in some domains, relation-type pre-
diction relies on reverse context information. For example,
in the bridge inspection report, extracting the location re-
lation between a bridge member and structural defect may
require reversing the order of the two entity types. More-
over, specifc domains may involve multiple overlapping
relations to be predicted, where an instance of context can
contain multiple relations, or a relation can contain multiple
instances of the same context. To improve the performance
of few-shot RE, we further employ two feature enhancement
modules with domain adaptability.

3.3. BiLSTM-Based Feature Extraction and Entity-Aware
Feature Enhancement. We use a BiLSTM neural model to
extract the forward and backward features of the sequences,
which is formally calculated as shown in equation (3), where

Vf and Vb are the forward and backward encodings gen-
erated by the BiLSTM.

Vf � LSTMforward Vins(  ∈ R
1×d

,

Vb � LSTMbackward Vins(  ∈ R
1×d

.
(3)

After that, we concatenate Vf and Vb and use the output
of the fully connected layer and the tanh function as the fnal
feature representation. Te detailed calculation process is
listed in equation (4), where W1 and b1 are trainable matrix
and bias parameters.

Vc � Vf; Vb  ∈ R
1×2d

,

Vc � tanh VcW1 + b1(  ∈ R
1×d

.
(4)

In addition, to better represent entity features and im-
prove the efect of relation classifcation in few-shot settings,
we further design an entity-aware feature enhancement
module. It extracts the vector representation of the head and
tail entities from the context embeddings Vins via the cor-
responding labels. We use equation (5) to calculate the span
vectors of head entity Veh and tail entity Vet, where Veh

i is the
i-th token vector in the span of head entity, Vet

j corresponds

RoBERTa-based Encoder

... ... ... ...[CLS] t1 [E1s] e1 [E1e] tm [E2s] e2 [E2e] tn [SEP]

VetVeh

BiLSTM-based Feature Extraction Module Entity Feature Enhancement Module

Relation Prediction via Attention-based Prototypical Network Module 

Vins

+
Vr

Cosine Similarity
Calculation

Weight
Calculation Relation Prototype

Fully Connected Layer

Euclidean Distance-based Relation Prediction

Figure 1: Te overall architecture of the proposed model. It consists of a RoBERTa-based encoder, a BiLSTM-based directional feature
extraction module, an entity feature enhancement module, and a relation prediction model via attention-based prototypical networks.
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to the j-th token vector in the span of tail entity, and m and n

are the span length of labeled head entity and tail entity,
respectively.

Veh �
1
m



m

i�1
V

eh
i ,

Vet �
1
n



n

j�1
V

et
j .

(5)

And then, we use a fully connected layer and a tanh
function in equation (6) to calculate the encoding vectors of
head and tail entities, denoted as Veh and Vet, respectively.

Veh � W2 tanh Veh( (  + b2,

Vet � W3 tanh Vet( (  + b3.
(6)

Finally, the fnal representations of a relation instance are
concatenated as shown in the following equation:

Vr � Vc;
Veh; Vet . (7)

3.4. Relation Prediction via Attention-Based Prototypical
Networks. For relation prediction, we utilize an attention-
based prototypical network. Formally, the encoded relation
instances VS in the support set and query instances VQ in the
query set are represented in equation (8), where N is the
number of relation types in the support set, K is the number
of instances related to each relation type, and M is
the number of query instances in the query set. In addition,
V

Sk
i

r denotes the vector of k-th instance corresponding to the
i-th relation type. V

qj

r is the vector of the j-th query instance.

VS � VSi
� V

Sk
i

r  | i � 1, . . . , N; k � 1, . . . , K ,

VQ � V
qj

r | j � 1, . . . , M .

(8)

First, V
Sk

i
r and V

qj

r are further encoded via a fully con-
nected layer and a tanh function as listed in equation (9).Te
cosine similarity among V

qj

r and the vectors of all relation
instances related to relation type Si are calculated in equation
(10).

V
Sk

i

r � tanh W4V
Sk

i
r + b4 ,

V
qj

r � tanh W5V
qj

r + b5 ,

(9)

simkj � V
Sk

i

r , V
qj

r  | i � 1, . . . , N, k � 1, . . . , K , j � 1, . . . , M. (10)

To obtain the weight of relation instance in diferent
relation types, the softmax function is used. For each relation
type Si, the weight among the relation instance and the j-th
query instance is calculated in the following equation:

αz � softmax simzj  �
exp simzj 


K
k�1exp simkj 

. (11)

Te weight coefcient αz represents the relevance be-
tween the z-th support instance and the query instance. All
the instances of the relation type Si are weighted and
summed by the weight, which is used as the feature rep-
resentation of the relation prototype protoi as listed in the
following equation:

protoi � 
K

k�1
αz

V
Sk

i

r . (12)

And then, we perform relation prediction by computing
the Euclidean distance Di,j between the relation prototype
and the query instance in the feature space. Te max

function is further used to predict the relation type, as listed
in the following equation:

Di,j �

�����������������


N

i�1 protoi − V
qj

r 
2



,

rjt � max −1 × Di,j ,

(13)

where rjt is the predicted relation type and t is the index of
relations. Finally, the cross-entropy loss and interclass loss
are used to optimize the model. Te cross-entropy loss
Losscross measures the discrepancy between the predicted
and true relation types. Meanwhile, the interclass loss
Lossclass quantifes the dissimilarity between representa-
tions of distinct relation types. By minimizing the cross-
entropy loss, the model can achieve improved classifcation
accuracy of relations. Similarly, by optimizing the interclass
loss, the model can efectively diferentiate and classify
diverse input relations into distinct relation types. Equa-
tions (14)–(16) show the computational process of overall
loss.
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Losscross(r, label) � − 
M

j�1
log

exp rj[label] 


N
i exp rj[i] 

⎛⎝ ⎞⎠, (14)

Lossclass � max 0, 1 −
1

2 × N
2 

N

i



N

j

VSi
− VSj

 
2

⎛⎝ ⎞⎠, (15)

Loss � Lossclass + Losscross. (16)

4. Experiments

In line with recent few-shot RE research eforts, such asMTB
[24], HCPR [26], and HATT [18], we frst evaluate our
approach on the FewRel [6] and TinyRel-CM [7] datasets.
Furthermore, we constructed a Chinese few-shot RE dataset
for bridge inspection to further evaluate our approach’s
performance. In the following sections, we describe the
datasets and experimental settings in detail and then present
the experimental results compared to the baseline models.
Te source codes and data are available at https://github.
com/Institute-of-BDKE-CQJTU/FRE.

4.1.Datasets. TeFewRel dataset is a large-scale few-shot RE
dataset constructed through distant supervision and manual
labeling. It consists of 100 types of relations, each with 700
labeled instances. Te dataset is split into subsets containing
64, 16, and 20 types of relations for training, validation, and
testing, respectively. Te TinyRel-CM dataset for the health
domain contains four types of entities and 27 types of re-
lations, with each relation corresponding to 50 instances.
Tese two datasets are widely used benchmarks for evalu-
ating few-shot RE models.

To further evaluate the proposed approach’s perfor-
mance in domain-specifc scenarios, based on the previous
works [17, 29], we constructed a Chinese few-shot RE dataset
called Bridge-FewRel for the bridge inspection domain. Te
raw data for this dataset comes from over 1,300 Chinese
bridge inspection reports. To meet practical engineering
requirements, we defne four types of named entities, namely
(BRI) bridge name, ENT (bridge entity), DIS (structural
defect), and ENTE (structural element), as well as 16 types of
relations (as shown in Table 1) in Bridge-FewRel. Each
relation type contains at least 100 relation instances.

In addition, to compare the diferences between general
datasets and domain-specifc relation extraction datasets, we
also added text length comparison information for the three
datasets in Table 2. Compared to FewRel 1.0, the Bridge-
FewRel and TinyRel-CM datasets have more long-text in-
stances and a high proportion of long-text instances in
TinyRel-CM, whichmakes the input text for domain-specifc
relation classifcation task more complex and more prone to
interference.

Following the mainstream evaluation manners in re-
search eforts [7, 18, 24, 26], the experiments are performed
in the few-shot settings of 5-way-1-shot, 5-way-5-shot,
10-way-1-shot, and 10-way-5-shot on FewRel. For

TinyRelA-CM, the few-shot settings of 15-way-K-shot are
employed in the training stage, while N-way-5-shot, N-way-
10-shot, and N-way-15-shot are employed in the testing
stage. For the Bridge-FewRel dataset, we use 5-way-1-shot
and 5-way-5-shot for evaluation.

4.2. Experimental Settings. We conduct experiments on
a server with Intel i9-10900x CPU, 128GB RAM, NVIDIA
RTX 3090 GPU, Ubuntu 20.04, and CUDA 11.2. We im-
plement the proposed neural network model based on
PyTorch framework, with the open-source RoB-
ERTa_chinese_ base serving as the encoder. Considering the
sequence length and hardware limitations, we set max_-
length to 128 tokens for FewRel and Bridge-FewRel datasets
and 256 tokens for the TinyRel-CM dataset. In addition, the
encoding dimension is set to 768, learning rate to 1e− 5, and
weigh decay to 1e− 5. Te batch size is set to 4 for FewRel
and Bridge-FewRel datasets, and the batch size for TinyRel-
CM dataset is set to 2. To prevent overftting, dropout with
0.2 is used after encoder.

For the FewRel dataset, we compare the proposed model
with the emerging prototypical network-based few-shot RE
approaches that have the comparable number of model
parameters, such as LM-RrotoNet [19], TD-Proto [25],
Direct-Addition [27], HATT [18], and HCPR [26]. For the
TinyRel-CM dataset, the baseline models are prototypical
(Proto) networks [30], such as BERT-PAIR(BP) [31], SNAIL
[32], HATT [18], GNN [33], and MLMAN [34]. For the
Bridge-FewRel dataset, we choose the open-source models
as the baselines, which are MTB [24], HCPR [26], BERT-
PAIR(BP) [31], and SNAIL [32].

4.3. Experimental Results. First, we followed the experi-
mental method outlined in the research efort [7] to perform
comparative experiments on the TinyRel-CM dataset. We
evaluated the performance based on the six types of entity
pairs, namely, D-D, D-S, D-F, D-U, F-U, and S-F. Table 3
shows the experimental results.

Te model was trained with the 5-way-15-shot setting of
the TinyRel-CM dataset. Te settings of N-way-5-shot,
N-way-10-shot, and N-way-15-shot were used for testing,
where N represents the number of relation types for each
entity pair. As shown in Table 3, our approach outperforms
all baseline models in 15 out of 18 few-shot RE tasks on the
TinyRel-CM dataset, while the HATTmodel only performs
better in the other 3 settings.
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To further analyse the proposed model’s advantages in
domain-specifc contexts, we conducted a statistical analysis
of the TinyRel-CM dataset. Table 4 shows that for the six
types of entity pairs in this dataset over 60% of the se-
quences have more than 50 tokens and nearly 40% of the
sequences are more than 80 tokens long. Moreover, for D-
D, D-U, and F-U entity pairs, the number of overlapping
relations is 70, 48, and 29, respectively. Tese results
highlight the complex context of the TinyRel-CM dataset
and demonstrate that our proposed method is better
suited for domain-specifc complex contexts than the
baseline models. Te proposed model enhances the fea-
ture representation of relation instances and considers the
contribution of more relevant support instances to the
prototype representation of relations through an attention
prototype network. Tis results in a more accurate re-
lation prototype and achieves signifcant performance
improvements.

Te second experiment on the Bridge-FewRel dataset
further validates the efectiveness of the proposed method
in domain-specifc contexts. Table 5 presents the classi-
fcation accuracy results of the comparative experiments,
which demonstrate that our method outperforms the
mainstream open-source baseline models. For example,
in the setting of 5-way-1-shot, the proposed model
achieves accuracy of 84.11%, outperforming MTB by
3.36%.

We also conducted experiments on the FewRel dataset in
the general domain. Table 6 presents the experimental re-
sults, where the comparison data of baseline models are
sourced from research eforts [26, 28]. It is worth noting that
the results of LM-ProtoNet and TD-Proto are from the test
set, while others are from the validation set.

Te experimental results presented in Table 6 demon-
strate that the proposed method also achieves competitive
results on few-shot RE tasks in general domain contexts. For
example, compared with HATT, BERT+ProtoNET, LM-
ProtoNet, and TD-Protocol, our approach achieves better
accuracy in all few-shot settings. While HCPR and Direct-
Addition outperform our model in the 5-way-1-shot and 10-
way-1-shot settings, our model outperforms Direct-
Addition in the 5-way-5-shot and 10-way-5-shot settings,
with an increased accuracy of relation extraction by 0.93%

and 1.04%, respectively. Furthermore, in these two few-shot
settings, our model also outperforms HCPR on the FewRel
dataset.

4.4.CaseAnalysis. To evaluate the actual outputs of diferent
models, we selected several instances from the support sets
and query sets and analysed their representative errors.
Figure 2 shows the relation prediction results of BERTEM-
ProtoNet, MTB, and our model, where the red characters
denote errors in prediction results.

As shown in Figure 2, our model achieved better pre-
diction results than the baseline models. Specifcally, in Case
1, the BERTEM-ProtoNet andMTBmodels failed to identify
the ENT and ENTE entities, which lead to incorrect pre-
diction of relation type. In Case 2, the input instance
contains multiple relations, including “Has_ENTE[ENT-
ENTE],” “Has_DIS[ENTE-DIS],” and “Has_LOC[DIS-
ENT].” Tis makes it difcult for the model to distinguish
the relation type corresponding to the current entity pair,
resulting in wrong relation type prediction in the
BERTEM-ProtoNet and MTB models. In Case 3, when
adding the given support set instance into the support set in
the training stage, there are multiple identical contexts in
the support set of the same relation type. In the testing
stage, when the given query set instance is input into the
few-shot RE model, the baseline models misclassify it as
“Contain [Food-Nutrient]” due to the occurrence of too
many identical contexts.

5. Ablation Study

To further verify the efect of each module in the proposed
method on the few-shot relation extraction performance,
some ablation studies are performed on the domain-
specifc datasets. Table 7 shows the ablation results,
where the term “Ours(RoBERTa)” denotes the proposed
model and “Ours(BERT)” represents the model that re-
places the encoder with BERT. In addition, “w/o.
attention-proto” represents the model after replacing the
proposed attention prototypical network module with the
basic prototypical network. “w/o. BiLSTM” and “w/o.
entity-features” denote the models after removing
the corresponding feature enhancement modules,
respectively.

As shown in Table 7, when using the BERTmodel as the
encoder, the accuracy of the model decreased in all three
few-shot settings. In addition, when we replace the
attention-based prototypical network with the original
prototypical network, the classifcation accuracy decreases
by 0.35% and 0.65% on the Bridge-FewRel dataset, re-
spectively. Te accuracy is also reduced by 1.19% in the 5-
way-5-shot setting of D-F entity pairs on the TinyRel-CM
dataset. When the BiLSTM module and the entity feature
enhancement module are not used, the performance of the
model also decreases. Especially, when the entity feature
enhancement module is removed, the performance de-
creases by 8.73%, 7.56%, and 3.49% in the three settings,

Table 1: Te 16 types of relations defned in the Bridge-FewRel
dataset.

Entity pair Relation type
Bridge name-bridge entity Has_ENT and No_ENT
Bridge name-structural defect Has_DIS and No_DIS
Bridge entity-bridge entity Has_ENT and No_ENT
Bridge entity-structural defect Has_DIS and No_DIS
Bridge entity-structural element Has_ENTE andNo_NETE
Structural defect-structural element Has_LOC
Structural defect-bridge entity Has_LOC
Structural element-structural
element Has_ENTE andNo_NETE

Structural element-structural defect Has_DIS and No_DIS
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respectively. Tese ablation results illustrate the efect of
feature fusion on accuracy improvement in domain-specifc
complex contexts.

At last, we explored the performance changes from two
aspects of the choice of metric function and the number of
instances in the support set. Table 8 shows the comparative
results of diferent metric functions in relation prediction.
Table 9 represents the efect of diferent number of instances
in the support sets on the performance.

As shown in Table 8, when the Euclidean distance is used
as the metric for relation classifcation, the classifcation
accuracy of the model is better than that of the similar-based
metric. Moreover, as shown in Table 9, as the value of K
increases from 1 to 5, the performance of the model im-
proves greatly on both datasets. Te experimental results
show that the number of instances in the support set is also
the main factor afecting the performance of the few-shot
RE model.

Table 2: Number and proportion of text length (in terms of number of characters) intervals in the three datasets.

Datasets Length 0–20 20–30 30–40 40–60 60–80 >80

Bridge-FewRel Num. 7926 3850 2195 4280 142 57
Prop. 43% 21% 12% 23% 0.8% 0.2%

TinyRel-CM Num. 28 93 174 348 290 424
Prop. 2% 7% 12.8% 25.6% 21% 31.6%

FewRel 1.0 Num. 14905 27857 13238 0 0 0
Prop. 27% 50% 23% 0% 0% 0%

Table 3: Experimental results on the TinyRel-CM dataset.

Models Group D-D D-S D-F D-U F-U S-F
N N� 5 N� 2 N� 6 N� 6 N� 2 N� 6

GNN
K� 5 26.02 66.22 37.48 44.47 55.02 37.13
K� 10 27.96 58.75 37.88 45.15 55.53 38.39
K� 15 28.36 70.10 43.25 51.40 56.45 40.37

SNAIL
K� 5 24.64 58.55 28.57 29.05 53.30 27.88
K� 10 27.38 57.12 27.85 33.50 55.60 30.52
K� 15 23.84 57.40 30.63 35.75 56.35 30.43

Proto
K� 5 31.50 69.56 34.36 44.76 57.43 40.36
K� 10 35.45 72.54 37.11 48.28 58.71 43.55
K� 15 38.28 72.79 37.90 50.03 60.09 44.97

HATT
K� 5 38.21 75.  46.67 54.17 73.75 44.17
K� 10 44.45 71.24 49.37 51.67 75.00 49.17
K� 15 49.61 8 .41 44.33 56.67 72.58 49.17

MLMAN
K� 5 38.17 64.98 45.32 51.30 64.24 48.34
K� 10 44.89 70.02 50.83 56.60 70.79 53.69
K� 15 49.23 72.41 54.25 59.67 74.58 56.67

BERT-PAIR
K� 5 26.87 59.52 52.54 43.28 63.33 49.95
K� 10 28.19 62.32 55.86 46.13 66.70 52.92
K� 15 29.25 63.98 57.60 47.81 68.83 54.16

Ours
K� 5 52.47 66.98 69.25 71. 3 71.21 65.2 
K� 10 6 .63 72.17 71.41 75.76 78.36 69.15
K� 15 65.4 73.73 71.76 78.2 8 .38 71.22

Acc. %. Te bold values represent the state-of-the-art results under the current settings.

Table 4: Statistics on the TinyRel-CM dataset.

Tokens D-D D-S D-F D-U F-U S-F

Proportion of long sequences
>50 0.64 0.71 0.63 0.76 0.75 0.63
>60 0.53 0.55 0.49 0.63 0.59 0.49
>80 0.29 0.33 0.28 0.38 0.36 0.34

Number of overlapping relations — 70 0 0 48 29 0

8 International Journal of Intelligent Systems



Table 5: Experimental results on the Bridge-FewRel dataset.

Models 5-way-1-shot 5-way-5-shot
BERT-PAIR 42.19 44.70
SNAIL 61.20 63.35
BERT-ProtoNet 69.45 80.74
HCPR 71.64 84.53
BERTEM-ProtoNet 77.42 85.08
MTB 80.75 90.93
Ours 84.11 92.12
Acc. %.

Table 6: Experimental results on the FewRel dataset.

Model 5-way-1-shot 5-way-5-shot 10-way-1-shot 10-way-5-shot
BERT+ProtoNet 82.92 91.32 73.24 83.68
LM-ProtoNet 76.60 89.31 65.31 82.10
TD-Proto 84.76 92.38 74.32 85.92
HATT 75.01 87.09 62.48 77.50
HCPR 90.90 93.22 84.11 87.79
Direct-Addition 91.29 94.05 86. 9 89.68
Ours 85.31 94.98 76.28 9 .72
Acc. %. Te bold values represent the state-of-the-art results under the current settings.

Figure 2: Case studies on the Bridge-FewRel and TinyRel-CM datasets.
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6. Conclusion

Few-shot relation extraction is an important research task in
NLP, but existing methods have shortcomings in complex
context feature representation and relation prediction per-
formance.Tis paper presents a novel few-shot RE approach
via the entity feature enhancement and attention-based
prototypical network. Our model uses the pretrained
RoBERTa model as the encoder while using the BiLSTM
module for directional feature extraction. We further in-
corporate the entity feature enhancement module to im-
prove the feature representation ability of the model. At last,
the attention-based prototypical network is used to predict
relations. Te experimental results show that the proposed
method not only outperforms the baseline models on the
datasets from the bridge inspection and health domains but
also achieves competitive results on the FewRel dataset in the
general domain.
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