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Tis paper proposes a method for underwater target recognition based on micro-Doppler efects (called STR_MD) using
a majority voting ensemble classifer weighted with particle swarm optimization (PSO) (called MV-PSO). Te micro-Doppler
efect refers to amplitude/phase modulation of the received signal by rotating parts of a target such as propellers. Since diferent
targets’ geometric and physical properties difer, their micro-Doppler signature is diferent. Tis inconsistency can be considered
an efective issue (especially in the frequency domain) for sonar target recognition. To demonstrate the efectiveness of the
proposed method, both simulated and practical micro-Doppler data are produced and applied to the designed STR_MD. Also,
MV-PSO with six well-known basic classifers, k-nearest neighbors (k-NN), Naive Bayes (NB), decision tree (DT), MLP_NN,
support vector machine (SVM), and random forest (RF), has been used to evaluate the performance of the proposed method.Tis
ensemble classifer assigns an instance to a class that most base classifers agree on. However, basic classifers in a set seldom work
just as well. Terefore, in this case, one strategy is to weigh each classifcation depending on its performance using PSO. Te
performance parameters measured are the recognition score, reliability, and processing time. Te simulation results showed that
the correct recognition rate, reliability, and processing time for the simulated data at SNR= 5 dB and 10° viewing angle were 98.50,
98.89, and 9.81 s, respectively, and for the practical dataset with RPM=1200, 100, 100, and 4.43, respectively. Tus, MV-PSO has
a more encouraging performance in STR_MD for simulated and practical micro-Doppler sonar datasets.

1. Introduction

Due to the complex physical properties of sonar targets [1, 2],
the subject of automatic classifcation and recognition of sonar
targets has become one of the favorite felds of researchers and
artisans’ active in this feld [3–5]. Recent studies show that
artifcial intelligence techniques are a practical solution to real-
world [6–8] ocean engineering problems [9, 10]. Artifcial
intelligencemodels have signifcant features such as a high level
of accuracy, fexibility, and inherent parallel structure [11];

therefore, they can lead to applications in ocean engineering
problems [12, 13], especially in the classifcation of sonar
targets [14]. Recently, classifcation has been investigated with
two approaches. Te frst method is deterministic methods
based on oceanography [15], sonar modeling and engineering
[16], and statistical processing [17, 18]. Te second method is
stochastic methods with diferent applications that include
predicting the oceanic phenomenon [19, 20], increasing feature
extraction approaches [16, 21], and introducing new classif-
cation techniques [22]. It has been proven that themost famous
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random method is using artifcial intelligence techniques
[23–25]. Using the frst method requires costly investment in
equipment, human resources, and logistics, while using the
second method, in addition to reducing costs, reduces com-
plexity [26, 27]. Machine learning is the most critical subset of
artifcial intelligence [28–30]. Supervised learning is the most
appropriate method for classifcation problems [31, 32]. Te
learning algorithm calculates the training data output in this
method iteratively. When the algorithm achieves an acceptable
performance, an observer corrects these outputs, and the
learning process stops [33–35].

Analysis of emitted audio signals from targets plays an
infuential role in classifying sonar targets using various ar-
tifcial intelligence techniques [36–38]. Te most propagated
sound is emitted from the propeller area and its rotating parts
[39–41]. It can be concluded from the in-depth research that
has been performed so far on the techniques for automatically
recognizing sonar targets that the only technique that has
a suitable theory and mathematical model to simulate the
reference target database is the technique that uses the ro-
tation of sonar targets’ rotating parts as a modulation signal.
Tis method is known in the literature for automatic sonar
target recognition as modulating rotating parts (called the
micro-Doppler phenomenon) [42, 43]. Te use of radar
micro-Doppler for air and ground purposes is widespread;
however, these phenomena are seldom used for sonar targets
in the ocean and sea [44–46].

On the other hand, automatic target recognition (ATR)
is also one of the most important applications of pattern
recognition in computer science [47]. ATR systems operate
in such a way that by employing diferent classifers, they can
recognize anonymous targets in the feature space [48, 49].
Given the breadth of the ATR topic, papers usually focus on
one part of the ATR system.Tis paper used a new STR_MD
method for simulating sonar datasets and increasing the
performance (correct recognition rate and reliability) of an
ATR system. On the other hand, sometimes, the presence of
noise in the data causes the classifers to make mistakes [50].
In this case, the fusion of decisions of diferent classifers can
reduce the error rate and increase system performance. In
other words, using the votes of the majority of diferent
classifers can improve system performance. However, not
all classifers in the set have the same performance, and it is
rare for them to have the same performance [51]. In this case,
weighing the votes is the right strategy [50]. Weighing has
a variety of techniques. One of the newest and most efcient
weighting techniques is using heuristic algorithms.

An efective approach, which has not yet been applied in
the feld of micro-Doppler sonar signature analysis, is related
to the use of an ensemble classifer that uses the MV-PSO
technique.Tis specifc technique represents notable novelty
within the present research, thereby distinguishing it from
prior studies.

Te primary motivation driving this scientifc inquiry lies
in the exploration and investigation of the utilization of
MV-PSO for STR_MD. Tis research aims to thoroughly
examine the potential of MV-PSO as an efective and efcient
methodology for STR_MD, thereby addressing a crucial gap

in the existing scientifc literature. By scrutinizing the ap-
plicability, performance, and underlying mechanisms of
MV-PSO in the context of STR_MD, this study seeks to
contribute valuable insights and advancements to the feld of
underwater target detection.

Terefore, it can be said that our main contribution to
this article is as follows:

(i) Use of appropriate mathematical model and data
acquisition based onmicro-Doppler signature using
the propeller specifcations of real targets

(ii) Obtaining practical data at diferent RPMs by cavi-
tation tunnel

(iii) Automatic recognition of sonar data by using the
micro-Doppler signature and k-NN classifers, DT,
NB, MLP-NN, SVM, and RF

(iv) Using the ensemble classifer by MV-PSO (decision
fusion)

(v) Generating optimal weight for votes of basic clas-
sifers using PSO

(vi) Analysis of results by examining comparative
parameters

Te paper is organized as follows. Section 2 deals with
the related works and background. Section 3 discusses using
sonar micro-Doppler to recognize sonar targets automati-
cally. Section 4 presents the simulated and practical dataset’s
experimental results. Section 5 concludes the study.

2. Related Works and Background

Many researchers have recently been interested in automated
sonar target recognition due to its widespread commercial
and military applications. Some current research studies are
reported in Table 1.

Te most challenging point in these references is their
dataset. Te only dataset we have access to is the simulated
sonar dataset based on the micro-Doppler efect available in
reference [44]. Other sonar datasets used in Table 1 can be
divided into two subsets.Te frst subset is a collection of data
collected during a practical test scenario at sea or in the ocean.
Disadvantages of sonar datasets obtained from practical
testing include unavailability, high cost, and lack of knowl-
edge about the amount of SNR available at the test. Te
second subset is the sonar dataset obtained from the Gorman
and Sejnowski experiment [63]. In this experiment, there are
two types of echo, the frst is related to a metal cylinder (plays
the role of the real target), and the second is related to a rock
of the same size as the cylinder (plays the role of the clutter or
false target). Terefore, this sonar dataset is suitable for ap-
plications of detecting real targets from false targets. Tis
experiment was performed at 4–15 dB SNRs, while the actual
sea and ocean environment has a lot of unwanted signals.
However, due to the unavailability of sonar datasets used in
other articles and for the purpose of comparative comparison,
in this article, the micro-Doppler dataset, the cavitation
tunnel dataset, and the Gorman and Sejnowski dataset are
used as the benchmark sonar dataset.
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Reference [52] employs a feature extraction technique that
combines cepstrum and STFT, coupled with a network RBF-
NN. In reference [53], a method for concept extraction is
introduced, utilizing STFT as the basis, along with the ap-
plication of an FSL classifer for data classifcation. Moving to
reference [44], a feature selection approach utilizing PSO is
proposed, followed by classifcation using a k-NN classifer.
Rows 4 to 11 of Table 1 demonstrate the utilization of an
artifcial neural network trained with a metaheuristic algo-
rithm for classifcation purposes. Rows 12 and 13, on the
other hand, employ well-known machine learning algorithms
(k-NN, NB, DT, MLP_NN, SVM, and RF) for classifcation.
However, each of these algorithms exhibits certain weaknesses.
For instance, k-NN sufers from high computational cost and
sensitivity to feature scaling, while NB heavily relies on the
assumption of feature independence and struggles with rare
events. DT is prone to overftting, sensitive to data changes,
and limited in modeling complex relationships. MLP-NN
requires determining the optimal architecture, is sensitive to
weight initialization, and can be time-consuming to train.
SVM is sensitive to kernel selection, memory-intensive, and
less efcient for large datasets. RF has a high computational
complexity and requires careful parameter settings, such as the
number of trees, tree depth, and the number of features
considered at each split. Suboptimal parameter confgurations
can result in a less efective model.

Te identifed weaknesses in the mentioned algorithms
serve as a strong motivation to develop a sonar target rec-
ognition system that employs a weighted majority voting
approach enhanced by PSO. By addressing the limitations of
individual classifers, this system aims to improve classif-
cation recognition rate and reliability. Te incorporation of
PSO enables the determination of optimal weights assigned to
each classifer, efectively leveraging their strengths and
mitigating their weaknesses. Ultimately, the proposed system
strives to enhance the overall performance and reliability of
the sonar target recognition process.

2.1. Micro-Doppler Efect. Sidebands appear on the object’s
Doppler frequency due to micromotions such as vibrations
or rotations of an object or a component on an object that
afect the additional frequencies in the signal [44, 64].
Micro-Doppler sonar is the term used for this phenom-
enon. Recent studies have demonstrated that a target’s
micro-Doppler qualities may be used to recognize or
classify it using micro-Doppler methods. In order to in-
vestigate an object’s micro-Doppler characteristics, time-
frequency analysis is performed to ofer details on these
local conditions over time and frequency [39]. Micro-
motion often has a recognizable signature on an object.
Micromotion directly results from an object’s dynamic
motion characteristics, and micro-Doppler characteristics
directly refect micromotion. Nevertheless, utilizing an
object’s micro-Doppler signatures can classify objects with
distinct dynamic motion characteristics [65].

2.1.1. Teory. Te analytic signal of a pure tone s(t) is defned
as the signal s(t), such that s (t) =¼ real(s(t)), and is generally
expressed in the polar format as [66] follows:

s(t) � e
j2πf0t

. (1)

Te target’s Doppler shift in relation to the sonar (or
radar) system for a target moving at a constant radial ve-
locity v is as follows:

fD � 2f0
v

Cs

, (2)

where Cs is the speed at which sound moves through the
water andf0 is the carrier frequency of the active sensor.Te
Doppler shift is the total of each individual Doppler shift
when the target consists of multiple M components, and
each part moves at a velocity component vi(t).

Table 1: Related work.

# Reference Default task Classifcation model Dataset
1 [52] Feature selection RBF-NN Collected with the practical test scenario

2 [53] Feature selection and
classifcation Few-shot learning (FSL) Collected with the practical test scenario

3 [44] Feature selection k-NN Simulated micro-Doppler and cavitation tunnel

4 [47] Algorithmic development Hybrid (RBF-NN+WOA+ fuzzy
system) Collected with the practical test scenario

5 [54] Algorithmic development Hybrid (MLP-NN+GOA+ fuzzy
system) Collected with the practical test scenario

6 [55] Algorithmic development Hybrid (MLP-NN+ChOA+ fuzzy
system) Collected with the practical test scenario

7 [56] Algorithmic development Hybrid (RBF-NN+ SCA)
Gorman and Sejnowski + common dataset
2015 (CDS2015) + real data collected by the

sonobuoy
8 [57] Algorithmic development Hybrid (MLP-NN+GSA) Real data collected by the sonobuoy
9 [58] Algorithmic development MLP+DA Collected with the practical test scenario
10 [59] Algorithmic development Hybrid (MLP-NN+BBO) Real data collected by sonobuoy and lense
11 [60] Algorithmic development Hybrid (MLP-NN+GWO) Lense, Iris, Gorman, and Sejnowski
12 [61] Classifcation k-NN, SVM, and DT Gorman and Sejnowski
13 [62] Classifcation Random forest, SVM, and k-NN Collected with the practical test scenario
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fD(t) � 
M

i�1
2f0

vi(t)

Cs

. (3)

Te echo return’s analytical signal for such a target is as
follows:

sR(t) � e
j2πf0t

× e
j2πfD(t)t

. (4)

Te conjugates of the transmitted signal s(t) and the
received signal sR(t) are combined as follows:

sR(t) × s(t)
∗

� e
j2πfD(t)t

. (5)

Te abovementioned relation provides the possibility of
the Doppler signature of the data. Tis is the main source of
micro-Doppler information on the target that can be used to
identify and classify the target. Te available bandwidth is
usually much less than the carrier frequency, with the in-
formation at lower frequencies. Equation (7) shows that the
Doppler change is inversely proportional to the transmitted
wavelength λ � Cs/f0. However, compared to the speed of
light, sound waves are at a far slower rate.Terefore, obtaining
high Doppler shifts using acoustics is much easier than radio
frequency devices. Short-term Fourier transforms can be used
to represent micro-Doppler signatures in two-dimensional
time-frequency space (STFT). Tis can be calculated by cal-
culating the Fourier transform of a set of 50% sliding windows
xi(n) with the overlap of a given length N. Te velocity
resolution is determined by the sampling rate of the DAQ and
the window size of the STFT as in equation (6).

STFT(i, K) � 
N−1

n�0
xi(n)e

− j2π(nK/N)
.K � 0.1.2. · · · .N − 1,

(6)

where xi(n) is the i-th window and is equal to

xi(n) � SR(k) · w(n), (7)

where w(n) is a suitable weight function and k is obtained
from the following equation:

k � n + i
N

2
. (8)

Te frequency resolution can be approximated by the
duration of a Tw � N/fs window, where fs is the sampling
rate. Terefore, only Doppler displacements greater than
1/Tw that match the velocities will be visible.

v >
Cs

2f0Tw

. (9)

Equation (9) shows that the use of higher frequencies has
the added advantage of inducing broader micro-Doppler
bandwidth, and given the specifc frequency resolution, it is
easier to detect small movements when the carrier frequency
is higher.

3. Usage of the Micro-Doppler Phenomenon in
the Classification of Sonar Targets

Designing an automated sonar target recognition system
entails a systematic approach akin to other pattern recog-
nition systems. Tis process involves a series of four distinct
steps, each contributing to the overall functionality and
efectiveness of the system.

In Subsection 3.1, the procedure for sampling the sonar
signal to extract the micro-Doppler efect is explicated. Tis
step is crucial as it enables the system to capture and analyze
the intricate micro-Doppler characteristics inherent in the
sonar signal.

Moving forward, Subsection 3.2 focuses on establishing the
reference targets utilized within the recognition system. No-
tably, this subsection identifes and delineates the various target
types, including surface vessels, submarines, and torpedoes.

Subsection 3.3 introduces feature vectors that are derived
from the sonar micro-Doppler phenomenon. Tese feature
vectors serve as informative representations, encapsulating
the distinctive characteristics and patterns exhibited by the
targets. By leveraging the micro-Doppler efect, the system
can discern subtle variations and discernible patterns, en-
hancing its discriminative capability.

Lastly, Subsection 3.4 sheds light on the classifers
employed in the automatic sonar target recognition system.
Tese classifers are fundamental components that facilitate
the categorization and identifcation of the targets based on
the extracted features. Te introduction of the classifers in
this subsection underlines their pivotal role in the recognition
process, enabling accurate and efcient target classifcation.

In summary, the design of an automatic sonar target
recognition system involves a comprehensive approach
comprising of four key steps. Tese steps encompass signal
sampling, reference target establishment, feature vector
extraction based on the micro-Doppler efect, and the uti-
lization of classifers. By following this systematic procedure,
the system can efectively identify and classify diverse targets
encountered in sonar applications.

3.1. Sample Rate. In some ways, the sampling rate is one of the
essential parts of signal processing. If a reasonable sampling rate
is not used, the sampling quality may be reduced and valuable
information may be removed from the signal. Terefore, to
maintain the quality and resolution of the signal in the range of
[0–0.4] seconds, a sampling rate of 1MHz was used.

3.2. Reference Targets. Te absence of reliable data is one of
the most severe issues in sonar research. In addition, un-
wanted signals and the sea’s complex and dynamic envi-
ronment provide a solid motivation for creating a simulated
dataset using the mathematical model of the return signal
from the moving sonar target propeller. Te tested targets
are listed in [44].
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Diferent types of vessels have been used to select samples,
including container vessels, tankers, passengers, cruises, au-
tonomous underwater vehicles, tugboats, and diferent classes
of navy ships, submarines, and military torpedoes, to evaluate
the performance of the STR_MD.

3.3. Feature Vectors Based on Sonar Micro-Doppler
Phenomenon. An appropriate mathematical model (10) was
used to simulate the return signal from the rotating part
(propeller) of sonar targets in order to create a data col-
lection of return signals from the propeller of sonar targets,
as explained in Subsection 3.2.

sr(t) � 
N−1

n�0
Ar L2 − L1( e

j(β)
· sinc

4π
λ

L2 − L1( 

2
cos(θ) sin ωrt +

2πn

N
  ,

β � ωct −
4π
λ

R + vt +
L1 + L2

2
cos(θ) sin ωrt +

2πn

N
  .

(10)

Table 2 lists the parameters that were utilized in
equation (10).

Te distribution of random processes that increase with
any type of distribution is Gaussian, according to the central
limit theorem. In order to simulate the random samples of
the noise mixed with the target’s return signal, white
Gaussian noise is assumed.Te noise’s power changes as the
noise’s variance changes. Diferent SNR ratios can be
achieved by altering the noise power for each target in-
dependently. Te signal strength at any given viewing angle
is precisely equal to the signal strength for each target.

Figure 1 shows data acquisition using propeller return
signal simulation using equation (10).

Te components’ 128-point from fast Fourier transform
(FFT) are the features extracted from these signals. Te
feature vector of the specifed SNR ratio and viewing angle
(θ) is as follows:

feature
��������→

� f1.f2.f3. . . . .f126.f127.f128 (SNR.θ).
(11)

Each component corresponds to a 128-point FFT point
in the SNR and the angle of view is specifed. Te reference
targets match the 25 classes [44]. Samples of each class
include feature vectors in eight viewing angles (10, 20, 30, 40,
50, 60, 70, and 80 degrees) and 9 SNRs (20, 15, 10, 5, 0, −5,
−10, −15, and −s20 dB). In the specifed viewing angle and
SNR, 30 samples from each class with diferent amounts of
noise are simulated. Terefore, there are 2160 samples for all
viewing angles and SNRs in each class and 54,000 samples in
the dataset. Figure 2 shows samples of sonar micro-Doppler
signatures and simulated acoustic signals for target no. 19 at
various SNRs.

3.4. Classifers. Tis paper uses ensemble classifers with
weighted majority votes in addition to the separate use of
popular machine learning classifers. Independently used
classifers include k-NN, MLP-NN with the postdifusion
training algorithm, and 257 neurons in the hidden layer
classifying Gaussian NB and DT. Subsection 3.4.1 describes
ensemble classifers with weighted majority votes. Subsection
3.4.1 discusses the technique of using PSO to produce the
optimal weights of the classifers.

3.4.1. Weighted Majority Vote Classifer with PSO.
Ensemble learning is amethod of combining predictions from
various classifers. A majority vote is one of the most efective,
popular, and simplest decision fusion methods. Although
majority voting may be performed in various ways, the most
typical method is assigning an instance to the class with the
most votes, i.e., allocating an instance to the class that most
base classifers agree on. Te base classifers in an ensemble
seldom perform equally well; thus, treating them equally in
aggregation may not be the best approach [50]. In this sit-
uation, weighing each classifer depending on its performance
is the best strategy. Te most critical challenge in weighting
schemes is determining how to estimate the weights of
classifers, which can signifcantly impact the ensemble’s
performance. Tis paper uses PSO for the frst time to
generate optimal weights for classifer votes. Figure 3 shows
the classifcation steps using the weighted majority vote and
Figure 4 shows the pseudocode for the MV-PSO classifer.

Te pseudocode outlines an algorithm for the MV-PSO
classifer, which involves loading a dataset and defning a set
of basic classifers, including k-NN, NB, DT, MLP-NN, RF,
and SVM. Tese classifers form the ensemble and con-
tribute to the fnal predictions.

Te PSO parameters are then initialized, including the
number of particles, maximum iterations, and the weights for
inertia, cognitive, and social factors.Tese parameters control
the behavior of the particle swarm optimization algorithm,
which aims to optimize the weights and thresholds of the
ensemble classifers.

Ten, a ftness function is defned for the PSO algorithm.
Tis function takes inputs such as the particle (containing
weights and thresholds), the dataset (X), the corresponding
labels (y), the number of neighbors for k-NN (k), and in-
stances of the basic classifers. Tis function calculates the
weights and thresholds from the particle and applies a ma-
jority voting scheme on the dataset using these optimized
values. Te resulting ensemble prediction is evaluated by
comparing it to the true labels, and the correct recognition
rate (accuracy) is calculated and returned.

Te particles, velocities, personal best (pBest), and global
best (gBest) arrays are then initialized to store the solutions
during the PSO optimization process. Te PSO algorithm
runs for the specifed number of maximum iterations. For
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each particle, the algorithm updates the velocity using the
PSO equation and then updates the particle’s position by
adding the velocity. Boundaries are applied to the particle
values to ensure that the weights remain within the range of
[0–1]. Te ftness function is evaluated for each particle, and
the personal best and global best solutions are updated
accordingly. Tis process iterates until the maximum
number of iterations is reached, with the best ftness value
displayed at each iteration.

After the PSO algorithm completes, the global best so-
lution (gBest) is used to evaluate theMV-PSO classifer on the
entire dataset. Te majority voting scheme is applied once
again using the optimized weights and thresholds obtained
from gBest, resulting in the predicted labels of the MV-PSO
classifer.

Te pseudocode also includes a helper function called
“evaluateClassifer.” Tis function takes the particle, the
dataset (X), the corresponding labels (y), the number of
neighbors for k-NN (k), and instances of the basic classifers
as inputs. Within the function, the weights and thresholds
are extracted from the particle. Each basic classifer is then
applied to the dataset and the predictions are stored. Te
majority voting scheme is applied to these predictions using
the weights and thresholds, and the ensemble prediction is
obtained. Te correct recognition rate is calculated by

comparing the ensemble prediction with the true labels, and
it is returned as the ftness value.

In summary, the pseudocode presents a detailed algo-
rithm for the MV-PSO classifer. It encompasses the ini-
tialization of PSO parameters, the defnition of a ftness
function based on the correct recognition rate, the execution
of the PSO optimization process, and the evaluation of the
MV-PSO classifer using the optimized weights and
thresholds. Te algorithm utilizes the ensemble of basic
classifers and the PSO optimization to enhance the clas-
sifcation correct recognition rate.

Table 3 shows the PSO adjustment parameters.
For example, the initial population is assumed to consist

of 16 particles and the weight vector length equals 14.
Figure 5 shows how to weigh the classifers participating in
the majority voting.

Te condition for stopping is to reach the correct de-
tection rate of 100% or the maximum number of iterations.
Te data in the best weighting pattern are then used to
classify with the MV-PSO.

4. Experimental Result and Discussion

Te measured indicators in this part are presented in Sub-
section 4.1. Ten, in the second step, the performance of
STR_MD is evaluated in two phases. Terefore, the frst phase,
discussed in Subsection 4.2, examines the simulation results for
the simulated unknown targets.Te second phase, presented in
Subsection 4.3, evaluates the performance of STR_MD using
a dataset of practical data collected from the cavitation tunnel at
diferent RPMs. Due to the unavailability of sonar datasets used
in related articles, in Section 4.4, in order to make a compar-
ative comparison for the MV-PSO classifer, the Gorman and
Sejnowski benchmark datasets are used.

Te evaluation was conducted in MATLAB-R2020a on
a PC with Intel Core i7-2630QM, a 2GHz processor, and
a 6GB RAM running memory in Windows 7.

4.1. Comparative Parameters. Measurement parameters are
correct recognition rate, reliability, and processing time. In
pattern recognition, reliability is an essential factor to
consider. In other words, reliability establishes the legiti-
macy of the classifer’s fnal ruling in the presence of
a pattern. A classifer may occasionally be able to recognize
every pattern in a given class accurately. Nevertheless, since
other classes’ patterns are included in the scope of that class,
the decision’s dependability is lowered.

4.2. Simulation Results for Unknown Sonar Targets Generated
by STR_MD. Te STR_MD simulation results are investigated
in this subsection. For each experiment, the classifcation re-
sults are based on an average of 15 runs. Each experiment has
a specifed target angle of view and SNR ratio. Te fabrication
of random noise samples is repeated 30 times due to the
randomness of the noise, making the reference data in each
signal as complete as possible. For each target, 20 samples are
utilized to create a reference class, while another 10 samples
serve as the test data (unknown targets).

Table 2: Parameters of equation (10).

sr(t)
Return

signal in time

N Number of blades
Ar A scale factor
L1 Distance of the blade roots from the center of rotation
L2 Distance of the blade tips from the center of rotation
ωc Radian frequency of the transmitted signal
λ Te wavelength of the transmitted signal
R Range of the center of rotation

v
Te radial velocity of the center of rotation with respect to

the sonar

θ Te angle between the plane of rotation and the line of sight
from the sonar to the center of rotation

ωr Radian frequency of rotation

Rθ°

Hydrophone Array

ωr

L1 

L2 

N = 4

Figure 1: Data acquisition using propeller return signal simulation
using equation (10).
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Figures 6 and 7 show the MV-PSO classifer’s con-
fusion matrix at “SNR � 15 and 40°” and “SNR � −20 and
80°,” respectively.

Table 4 shows the correct recognition rate for the
simulated dataset using diferent classifers. For various
classifers, Figure 8 displays a correct recognition rate in
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Figure 2: Samples of sonar micro-Doppler signatures and simulated acoustic signals for target no. 19 at various SNRs.
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Figure 3: Te classifcation steps use the weighted majority vote.

Figure 4: Pseudocode for the MV-PSO classifer.
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terms of viewing angle at SNR� 20 dB and Figure 9 displays
a correct SNR at 50° viewing angle. Figure 10 depicts the
reliability rate for SNR at 20 dB for various classifers in
terms of viewing angle and Figure 11 depicts the reliability

rate for SNR at 50° for various classifers. Figure 12 illustrates
the simulated dataset’s correct recognition rate, MV-PSO
classifer in all SNRs, and viewing angles. Te reliability rate
for the MV-PSO classifer is illustrated in Figure 13 for all

Table 3: PSO adjustment parameters.

Parameter Value
Population size 16
ω 0.4
c1 2
c2 2
Maximum number of iterations 50

RFSVMMLP-NNDTNBk-NNParticle Input Data in Run 1 

18.97 93.55 28.44 90.24 43.32 85.45 1
27.14 84.65 24.71 84.32 56.97 84.25 2

33.64 89.97 25.33 88.34 49.01 83.44 15
25.68 91.51 19.87 90.97 14.26 89.45 16

After
50 runs

0.7010.4310.120.95

0.70*29.651*92.250.43*22.341*90.250.12*44.350.95*89.45

Optimal pattern for weighting
(Based on gbest)

Voting based on the Optimal
weighting pattern for an unknown

target 

w1

w1 *k-NN w2 *NB w3 *DT w4 *MLP-NN w5 *SVM w6 *RF

w2 w3 w4 w5 w6

Figure 5: How to weigh the classifers participating in the majority voting.
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Figure 6: Te confusion matrix for the MV-PSO classifer is at SNR� 15 and 40°.
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Figure 7: Te confusion matrix for the MV-PSO classifer is at SNR� −20 and 80°.

Table 4: Correct recognition rate using diferent classifers for the simulated dataset.

SNR (dB) Classifer 10° 20° 30° 40° 50° 60° 70° 80° AVR

20

k-NN 95.90 96.00 96.80 95.20 94.40 95.60 95.20 95.20 95.50
NB 95.60 96.80 96.40 95.20 94.30 95.20 95.60 96.00 95.55
DT 96.00 95.60 95.60 94.40 97.10 96.30 94.80 96.00 95.80

MLP-NN 22.40 23.60 25.70 24.10 21.30 17.50 15.20 14.40 20.52
SVM 95.60 95.80 96.00 95.80 96.00 95.60 95.60 95.20 95.67
RF 96.10 96.00 96.60 94.59 97.20 96.70 95.20 95.00 95.91

MV-PSO 96.59 97.80 97.20 97.59 97.50 96.90 96.90 96.59 96. 3

15

k-NN 96.40 95.20 96.00 97.60 95.20 96.00 95.20 96.80 96.05
NB 95.20 96.00 96.40 94.00 96.40 97.60 95.60 96.80 96.00
DT 94.40 93.60 94.40 97.60 95.20 94.00 95.60 95.20 95.00

MLP-NN 19.20 20.00 19.60 16.90 17.20 16.70 17.20 15.40 17.77
SVM 96.20 94.80 96.00 96.00 96.00 96.80 95.20 96.40 95.92
RF 94.40 93.60 94.40 97.60 95.20 94.00 95.60 95.20 95.00

MV-PSO 96.79 96.00 96.40 97.59 96.79 97.59 97.20 97.20 96.94

10

k-NN 95.60 94.80 95.20 96.40 96.20 97.60 96.00 96.80 96.10
NB 96.00 94.80 94.80 96.40 95.60 96.40 96.40 96.80 95.90
DT 94.80 94.00 95.20 94.80 94.80 95.60 96.80 96.80 95.35

MLP-NN 20.00 19.80 18.70 18.80 17.00 16.70 16.70 16.20 17.98
SVM 96.00 95.59 96.00 95.59 96.00 96.39 94.00 95.60 95.64
RF 95.80 95.59 95.59 95.80 95.80 95.60 95.59 96.10 95.73

MV-PSO 96.10 95.79 95.59 96.59 97.10 96.80 96.59 96.40 96.24

5

k-NN 97.20 95.20 94.00 95.60 96.40 96.00 96.40 95.60 95.80
NB 97.60 96.00 95.20 94.40 97.00 95.20 96.00 95.20 95.85
DT 95.60 96.00 94.40 94.80 93.60 94.80 96.00 94.80 95.50

MLP-NN 22.20 22.40 22.60 21.90 21.50 20.80 19.70 18.80 21.23
SVM 95.19 96.00 96.00 97.59 94.79 95.19 96.39 96.00 95.89
RF 95.80 96.10 95.40 95.80 95.59 95.80 96.10 95.80 95.79

MV-PSO 98.50 96.80 95.60 96.59 97.20 95.40 96.59 96.80 96.68

0

k-NN 94.90 95.20 95.60 95.60 96.20 96.40 95.20 92.40 95.31
NB 95.20 96.40 94.80 95.30 96.00 95.80 95.00 91.20 94.96
DT 93.90 94.80 96.40 96.00 94.80 93.60 95.10 90.00 94.32

MLP-NN 21.00 21.70 22.30 24.00 23.40 22.00 20.10 19.00 21.68
SVM 94.79 94.79 96.79 96.00 95.59 96.39 95.00 94.00 95.41
RF 94.90 95.80 96.59 96.10 95.80 93.59 95.40 90.20 94.79

MV-PSO 96.10 96.59 96.80 96.89 96.89 96.80 96.50 95.40 96.49
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SNRs and viewing angles of the simulated dataset. Table 5
shows the reliability rate of diferent classifers in the sim-
ulated dataset classifcation.

In general, the simulation results show that the k-NN,
NB, SVM, RF, and DT classifers perform encouragingly in
terms of correct recognition and reliability. As shown in

Table 4: Continued.

SNR (dB) Classifer 10° 20° 30° 40° 50° 60° 70° 80° AVR

−5

k-NN 94.80 96.80 95.20 92.00 94.00 94.00 94.40 90.80 94.00
NB 95.60 96.40 94.80 95.20 94.40 94.40 96.00 88.80 94.45
DT 94.40 92.00 93.20 94.00 93.20 91.20 94.00 92.00 93.00

MLP-NN 16.00 16.90 17.00 16.20 15.70 15.30 14.80 14.10 15.75
SVM 95.00 96.70 95.59 94.34 94.39 94.00 94.79 91.20 94.50
RF 94.59 92.10 93.80 94.59 93.40 91.10 94.10 92.20 93.23

MV-PSO 95.70 97.59 97.40 95.59 95.80 94.59 96.10 92.60 95.6 

−10

k-NN 88.00 88.80 88.80 90.40 87.20 87.60 84.80 75.60 86.40
NB 90.40 89.60 89.60 86.40 87.60 86.00 81.20 82.40 86.65
DT 82.40 82.80 88.40 87.20 85.60 87.20 87.20 75.60 84.55

MLP-NN 15.90 15.80 15.90 15.00 14.60 13.20 13.10 12.30 14.47
SVM 89.20 87.20 90.00 90.00 86.79 87.20 88.79 84.39 87.94
RF 84.59 84.80 88.59 87.40 86.60 87.59 87.40 75.59 85.32

MV-PSO 90.59 90.10 90.80 88.80 88.59 87.40 87.40 82.59 88.28

−15

k-NN 80.80 78.40 78.00 83.20 78.40 72.40 74.40 64.40 76.25
NB 84.80 84.40 81.20 82.00 80.00 74.40 74.40 69.20 78.80
DT 81.20 82.80 73.60 75.20 77.60 78.00 75.60 63.20 75.90

MLP-NN 14.60 14.80 14.70 14.10 13.40 12.00 11.70 11.20 13.31
SVM 83.20 77.28 77.59 83.00 78.59 71.10 74.00 65.59 76.29
RF 81.59 82.59 73.59 75.10 77.59 78.10 75.10 63.40 75.88

MV-PSO 84.80 84.80 81.40 84.40 80.20 78.10 76.20 70.79 80.08

−20

k-NN 66.80 66.00 64.40 66.80 68.40 66.40 59.60 50.40 63.60
NB 67.60 68.80 64.00 69.20 66.40 65.60 63.20 54.00 64.85
DT 76.00 78.80 74.00 76.00 73.60 74.80 70.00 63.60 73.35

MLP-NN 11.80 12.00 12.70 12.50 11.80 10.40 9.50 8.00 11.08
SVM 69.60 69.60 67.40 68.20 67.59 67.00 61.59 53.10 65.51
RF 76.10 78.60 74.00 76.00 73.59 74.60 69.80 63.20 73.23

MV-PSO 76.20 78.80 74.20 76.79 74.79 74.79 70.20 63.60  3.6 
Bold values are actually the best answers (highest recognition rate).
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Figure 8: Correct recognition rate in terms of viewing angle at SNR� 20 dB for diferent classifers.
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Tables 4 and 5, in positive SNRs, the performance of k-NN,
NB, and SVM is almost better than that of other classifers
and MLP-NN has the weakest performance. With the ad-
dition of noise, DT and RF show their ability, so that at
SNR� −20 dB, we see better performance of RF than other
classifers. However, the MV-PSO classifer, which uses the
weighted votes of the base classifers, shows better results
than the base classifers in all SNRs in terms of correct
recognition rate and reliability.

Table 6 shows the decision time for an unknown target.
Obviously, processing time plays a vital role in identifying
anonymous samples in the automatic sonar target recog-
nition system. Te shortest time is related to the k-NN
classifer.

Te MV-PSO classifer proposed in the paper exhibits
a number of advantages and disadvantages when compared
to the other classifers used in the study. First, one of the
notable advantages of MV-PSO is its ability to achieve an
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Figure 9: Correct recognition rate in terms of SNR at 50° viewing angle for diferent classifers.
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Figure 10: Reliability rate in terms of viewing angle at SNR� 20 dB for diferent classifers.
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Figure 11: Reliability rate in terms of SNR at 50° viewing angle for diferent classifers.
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Table 5: Reliability rate of diferent classifers in the simulated dataset classifcation.

SNR (dB) Classifer 10° 20° 30° 40° 50° 60° 70° 80° AVR

20

k-NN 96.43 96.83 97.31 93.80 95.59 96.40 95.59 96.40 96.04
NB 95.59 96.95 96.43 95.16 93.50 95.16 95.59 96.00 95.54
DT 96.00 95.59 95.59 94.78 97.12 96.80 94.68 96.00 95.82

MLP-NN 21.33 21.50 23.06 21.46 21.30 19.00 17.99 14.33 19.99
SVM 95.16 95.56 97.19 96.00 95.10 96.00 95.59 95.56 95.77
RF 96.10 95.60 95.80 95.59 97.10 96.59 95.60 96.10 96.06

MV-PSO 96.56 98.59 97.45 95.64 97.33 96.98 96.10 96.41 96.88

15

k-NN 96.80 96.00 95.16 96.80 96.00 96.00 96.83 96.53 96.26
NB 95.16 96.00 96.40 93.80 96.40 97.90 95.56 96.80 96.00
DT 94.47 93.55 94.31 97.90 95.23 93.80 95.63 95.20 95.01

MLP-NN 19.58 19.00 19.33 17.70 17.23 15.88 17.41 14.11 17.53
SVM 96.43 95.20 96.80 96.00 96.00 96.00 94.68 97.21 96.04
RF 94.51 93.59 94.64 97.93 95.52 93.80 95.79 95.33 95.13

MV-PSO 96.83 96.10 96.50 97.91 96.84 97.93 97.59 97.25 9 .11

10

k-NN 95.56 94.40 95.59 95.20 96.00 96.00 95.16 96.83 95.59
NB 96.00 94.68 94.68 96.40 95.59 96.43 96.43 96.95 95.89
DT 94.68 93.80 95.16 94.78 94.80 95.59 96.80 96.83 95.30

MLP-NN 19.78 19.98 18.53 16.25 16.47 16.77 15.10 13.59 17.05
SVM 95.59 93.80 96.40 96.00 95.59 96.00 95.59 96.00 95.62
RF 95.59 93.70 95.16 94.91 94.86 95.68 96.89 96.94 95.46

MV-PSO 96.21 94.79 96.63 96.40 96.10 96.43 96.53 97.72 96.35

5

k-NN 97.21 96.00 93.60 96.43 96.95 94.75 96.78 96.83 96.06
NB 97.66 96.00 95.20 94.40 97.00 95.20 96.00 95.16 95.85
DT 95.95 96.56 94.03 94.68 93.83 94.68 96.00 94.83 95.07

MLP-NN 21.21 20.33 20.33 20.59 20.63 19.78 19.24 16.19 19.78
SVM 98.02 96.39 96.40 96.00 95.59 96.00 95.59 96.00 96.24
RF 95.97 96.59 94.19 94.73 93.91 94.70 96.10 94.85 95.13

MV-PSO 98.89 96.50 95.21 96.50 97.30 95.30 96.79 96.86 96.66

0

k-NN 96.04 95.16 95.59 95.19 96.84 96.53 96.40 92.59 95.54
NB 95.16 96.43 94.68 95.73 96.04 96.00 95.16 95.48 95.58
DT 94.94 95.07 96.43 96.00 94.96 93.58 95.59 92.06 94.82

MLP-NN 20.54 20.11 22.33 22.08 21.74 21.80 21.83 18.10 21.06
SVM 96.00 96.00 96.43 95.53 96.00 96.83 94.78 94.79 95.79
RF 94.98 96.07 96.20 96.10 95.96 94.58 95.80 92.60 95.28

MV-PSO 96.40 96.59 96.59 96.95 96.90 97.32 96.50 95.67 96.60

−5

k-NN 94.75 97.66 97.21 94.20 93.36 94.01 95.27 91.89 94.79
NB 95.59 96.40 94.78 95.20 94.40 94.31 96.04 88.89 94.45
DT 94.70 91.87 93.51 94.23 93.68 91.08 94.24 92.45 93.22

MLP-NN 15.12 16.59 14.07 15.47 15.31 15.33 12.82 14.12 14.85
SVM 96.00 96.95 95.59 94.24 94.42 94.01 94.86 91.23 94.66
RF 95.70 95.88 94.51 95.33 94.70 94.10 94.53 92.65 94.67

MV-PSO 96.59 97.66 97.30 95.71 95.83 94.42 96.49 92.49 95.81

−10

k-NN 85.71 91.00 89.28 88.56 87.11 82.47 83.48 76.66 85.53
NB 90.48 89.65 89.52 86.95 87.17 87.02 81.48 82.80 86.88
DT 82.86 82.72 88.44 86.90 84.67 87.94 87.23 76.20 84.62

MLP-NN 16.99 15.28 16.59 15.50 14.18 13.00 13.27 11.10 14.48
SVM 89.17 87.11 90.27 90.26 88.81 87.93 89.27 84.54 88.42
RF 82.91 82.98 88.50 86.99 84.73 87.95 87.33 76.38 84.72

MV-PSO 91.48 92.00 92.28 89.56 89.56 88.92 88.37 82.90 89.38

−15

k-NN 81.54 80.51 77.03 84.69 73.94 71.05 74.15 71.36 76.78
NB 86.06 84.63 81.65 82.25 81.01 73.81 74.82 68.88 79.13
DT 81.57 83.82 75.02 75.55 78.54 78.52 75.85 63.09 76.49

MLP-NN 13.22 16.58 14.33 14.33 13.10 11.28 11.77 10.20 13.10
SVM 84.93 86.94 83.80 83.65 80.32 79.54 84.58 76.09 82.85
RF 82.66 83.88 75.30 75.65 78.62 78.64 75.91 63.64 76.78

MV-PSO 86.41 87.25 81.71 84.73 83.95 78.66 76.63 72.82 81.14
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improved recognition rate and higher reliability than the
other six classifers. Te experimental results consistently
demonstrate that MV-PSO outperformed its counterparts in
accurately recognizing sonar targets. Tis indicates that the
combination of multiple classifers and the utilization of PSO
for weighted voting contribute to the enhanced performance
of MV-PSO.

Another strength of MV-PSO lies in its ability to leverage
the knowledge and diversity of the ensemble of basic classifers.
By combining the predictions of k-NN, NB, DT, MLP-NN,
SVM, and RF, MV-PSO benefts from the collective expertise
and robustness of these individual classifers. Tis ensemble
approach is advantageous as it helps mitigate the limitations
and biases that may be present in any single classifer.

Furthermore, the adoption of PSO for weighted voting
in MV-PSO is an additional strength. PSO optimizes the
weights assigned to the predictions of the basic classifers,
thereby incorporating the varying importance and re-
liability of each classifer’s output. Tis process improves
the overall classifcation performance by assigning more
weight to the classifers with higher accuracy or expertise in
specifc areas.

On the other hand, MV-PSO exhibits disadvantages that
need to be considered. One of the disadvantages of MV-PSO
is the lack of transparency and interpretability. As MV-PSO
combines the predictions of multiple classifers and assigns
weights through PSO, the decision-making process becomes
more complex and less interpretable. Tis lack of trans-
parency can hinder the ability to understand and explain the
reasoning behind MV-PSO’s classifcations, which may be
a requirement in certain applications.

Another weakness of MV-PSO is the increased processing
time compared to other classifers. Te reliance on the votes
of multiple classifers and the computational complexity in-
troduced by the PSO optimization process contribute to this
longer processing time. However, despite this drawback, it is
important to note that the processing time ofMV-PSO remains
relatively suitable and useable for real-world applications.While
it may not be as fast as some other classifers, the performance
gains achieved byMV-PSO justify its practical viability, making
it a promising option for real-world implementation.

In summary, the strengths of MV-PSO include its im-
proved recognition rate, the utilization of ensemble classif-
cation, and the application of PSO for weighted voting. Tese
strengths enhance the recognition rate and reliability of the
classifer. On the other hand, the disadvantages of MV-PSO
lie in the increased processing time and potential computa-
tional overhead. Nevertheless, despite the longer processing
time, MV-PSO remains a practical option for real-world
applications due to its overall performance and benefts.

In order to perform proper validation of the STR_MD,
the practical data obtained from the cavitation tunnel is used
for testing in the following subsection.

4.3. Test Practical Dataset. Te focus of the STR_MD is on
the signals received from the propellers of surface vessels and
submarines. Four distinct propeller models were therefore
placed in the cavitation tunnel test location, and sonar data
were afterwards gathered using 2 hydrophones in order to
validate the model with real-world data. Tis indicates, given
that the sonar was directly acquired from the target propeller,
that there is a micro-Doppler efect in the captured signal.

Te NA-10 England cavitation tunnel has been used to
generate and collect reliable sonar data. In this experiment,
four propellers with diferent dimensions and specifcations
were used. Te parameters of each propeller are shown in
Table 7. Tis test’s propeller revolution rate is 60, 600, 1200,
1800, 2400, and 2940 RPM and fow speeds are 4.5m/s.

Sonar has been collected in the cavitation tunnel using
two B&K 8103-type hydrophones.Te data accusation board
type UDAQ Lite is connected to the hydrophones.

Figure 14 shows samples of signals obtained in the
cavitation tunnel by various propellers at 60 RPM.

Figure 15 shows the confusion matrix’s MV-PSO clas-
sifer for the practical test dataset at 60 RPM and Figure 16
shows the confusion matrix’s MV-PSO classifer for the
practical test dataset at 2940RPM. Table 8 shows the result of
the recognition using diferent classifers for the practical
dataset. Figure 17 shows the correct recognition rate for the
practical test dataset with diferent classifers in all RPMs.
Figure 18 shows the reliability rate for the practical test
dataset with diferent classifers in all RPMs.

Table 5: Continued.

SNR (dB) Classifer 10° 20° 30° 40° 50° 60° 70° 80° AVR

−20

k-NN 63.83 72.62 65.68 67.56 71.35 63.85 56.50 51.35 64.09
NB 77.66 79.77 74.57 77.92 74.37 76.55 69.53 63.41 74.22
DT 68.03 68.53 64.39 72.41 68.18 65.29 65.04 54.12 65.74

MLP-NN 11.23 11.01 11.50 13.44 10.36 8.15 8.89 7.48 10.25
SVM 81.13 79.82 77.50 81.02 75.15 81.83 73.99 74.14 79.07
RF 68.15 68.64 64.44 72.53 68.25 65.37 65.18 54.20 65.84

MV-PSO 77.81 79.93 74.63 79.98 83.25 76.66 69.53 63.44  4.65
Te bold values are the best reliability rates in diferent classifers and diferent SNRs.

Table 6: Decision time for an unknown target.

Classifer k-NN NB DT MLP-NN SVM RF MV-PSO
Time (s) 0.5148 0.6293 0.9866 2.0616 1.04 1.03 9.81
Bold values are actually the best answers.
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Table 7: Te parameters of each propeller.

Name Number of
blades

Full-scale diameter
(m) (mm) AE/AO P/D T0 J

A 3 74 0.560 0.50 1.40 0.64
B 4 91 0.665 0.90 1.40 0.75
C 5 128 0.870 1.1 1.40 0.93
D 6 134 0.905 1.25 1.40 0.99
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Figure 14: Samples of signals obtained in the cavitation tunnel by various propellers at 60 RPM.
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Figure 15: Confusion matrix’s MV-PSO classifer for the practical test dataset at 60 RPM.
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Figure 16: Confusion matrix’s MV-PSO classifer for the practical test dataset at 2940 RPM.

Table 8: Te result of the recognition using diferent classifers for the practical dataset.

Classifer Parameter
RPM

60 600 1200 1800 2400 2940 AVR

k-NN
Correct recognition rate (%) 90.00 90.62 100 100 100 100 96.77

Reliability rate (%) 92.85 85.00 100 100 100 100 96.30
Time (s) 0.81 0.79 0.85 0.83 0.91 0.78 0.82

NB
Correct recognition rate (%) 75.00 85.00 100 100 100 100 93.33

Reliability rate (%) NaN 90.62 100 100 100 100 NaN
Time (s) 0.86 0.91 0.91 0.96 0.89 0.90 0.90

DT
Correct recognition rate (%) 80.00 70.00 100 100 60.00 70.00 80.00

Reliability rate (%) 80.00 70.00 100 100 66.66 72.85 81.58
Time (s) 0.84 0.82 0.89 0.81 0.94 0.78 0.84

MLP-NN
Correct recognition rate (%) 28.45 25.12 29.15 30.84 27.28 24.69 27.58

Reliability rate (%) 23.74 36.28 28.32 30.11 31.25 27.55 29.54
Time (s) 1.27 1.14 1.84 1.33 1.78 1.06 1.15

International Journal of Intelligent Systems 17



Table 8: Continued.

Classifer Parameter
RPM

60 600 1200 1800 2400 2940 AVR

SVM
Correct recognition rate (%) 90.00 98.03 100 100 100 100 98.00

Reliability rate (%) 92.85 99.11 100 100 100 100 98.66
Time (s) 0.9 1.0 0.9 1.0 0.9 0.6 0.88

RF
Correct recognition rate (%) 83.00 82.00 100 100 75.00 78.00 86.33

Reliability rate (%) 86.00 80.00 100 100 78.46 77.33 86.96
Time (s) 0.93 0.94 0.89 0.90 0.94 0.92 0.92

MV-PSO
Correct recognition rate (%) 93.00 98.80 100 100 100 100 98.63

Reliability rate (%) 95.93 97.30 100 100 100 100 98.87
Time (s) 4.62 4.28 4.43 4.81 5.33 4.75 4.70

0

20

40

60

80

100

120

RPM=60 RPM=600 RPM=1200 RPM=1800 RPM=2400 RPM=2940

Correct Recognition Rate

NB
k-NN

DT
MLP-NN

SVM
RF
MV-PSO

Figure 17: Te correct recognition rate for the practical test dataset with diferent classifers in all RPMs.
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Figure 18: Te reliability rate for the practical test dataset with diferent classifers in all RPMs.
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As shown in Table 8, of the basic classifers, the k-NN
classifer performed better for real sonar data in terms of
correct recognition rate, reliability rate, and processing time.
Subsequently, NB had higher detection rates than DT and
MLP-NN. However, the results of the MV-PSO show a more
encouraging and better performance compared to the other
basic classifers used.

Te MV-PSO algorithm ofers practical implications and
potential applications in the feld of STR_MD. One signifcant
practical implication is its potential to enhance the accuracy
and reliability of target classifcation.Micro-Doppler signatures
provide valuablemotion-related information about underwater
targets but analyzing these complex patterns can be chal-
lenging. By leveraging theMV-PSO’s collective intelligence and
majority voting mechanism, the classifer can efectively handle
intricate patterns, reducing the risk of misclassifcation and
improving overall recognition accuracy. Furthermore, theMV-
PSO’s ability to adapt and generalize well to diferent target
classes makes it suitable for practical applications where targets
may exhibit diverse behaviors and appearances. In addition, its
optimization for efcacy harnessing theMV-PSO’s capabilities,
underwater surveillance, exploration, and defense applications
can beneft from improved target recognition performance and
autonomy in decision-making processes.

4.4. Benchmark Sonar Dataset. Since sonar datasets used in
articles are often prepared in practice and are not accessible, this
subsection uses Gorman and Sejnowski datasets [67] as
benchmark datasets for comparative comparison with other
methods. Table 9 shows the classifcation results of the diferent
classifers for this benchmark dataset. Table 10 shows the correct
recognition rate for the Gorman dataset in related works.

As shown in Tables 9 and 10, the MV-PSO performed
relatively well. Nevertheless, the RBF-SCA classifer per-
formed better than the MV-PSO.

5. Conclusion

Te sonar micro-Doppler signature and ensemble classifer
MV-PSO are used in this paper to propose a novel technique
for automatically recognizing sonar targets. Based on the
return signal from the marine target propeller, the STR_MD

method classifes targets in the feature space. In this approach,
the various sonar targets can be recognized quickly, correctly,
and reliably.Te simulation results for basic classifers indicate
that k-NN classifers, NB and DT, have signifcant automatic
sonar target recognition performance. By measuring the
processing time, it can be concluded that among the classifers
used, k-NN works better. MLP-NN performed poorly due to
data volume. However, due to the use of weighted votes of the
base classifers and decision fusion in the MV-PSO ensemble
classifer, this classifer has performed well for all simulated
datasets SNRs and all practical datasets RPMs. Although it is
necessary to research and study various machine learning
solutions due to military and commercial applications as well
as the novelty of the micro-Doppler signature for sonar targets
located in a complex ocean and sea environment, looking at
the classifers used in this paper is recommended for the actual
application of an MV-PSO classifer.

Te following are under consideration for future research:

(i) Improving the performance of MLP-NN classifers
using metaheuristic algorithms

(ii) Using convolutional neural networks for automatic
recognition of sonar targets

(iii) Use of hybrid classifers to achieve more accurate
accuracy for sensitive applications

(iv) Implementing MV-PSO to detect sonar targets
using FPGA automatically

Tis paper was conducted in three general phases. Te frst
phase collects information from diferent targets to model the
efect of their sonar micro-Doppler. Te second phase involves
modeling the return signal from the sonar target propeller and
extracting features from it by using the 128-point FFT. In fact,
at this stage, the frequency signature or micro-Doppler efect is
determined for each target. Te third step deals with classif-
cation by basic machine learning classifers and using weighted
majority votes in basic classifers.

It should be noted that themain limitation of this research
is the dataset. Undoubtedly, the availability of a compre-
hensive dataset encompassing various categories of foats and
submarines, refective of the genuine oceanic environment,
wherein all unwanted signals, comprising noise, clutter, and
reverberation, would greatly enhance the overall confdence
level of the research fndings. However, it is important to
acknowledge that executing such a test scenario incurs sig-
nifcant fnancial expenses.

Data Availability

Te data used to support the fndings of the study are
available from the corresponding author upon request.

Table 9: Te classifcation results of the diferent classifers for the benchmark dataset.

Classifers k-NN NB DT MLP-NN SVM RF MV-PSO
Correct recognition rate 87.00 67.80 72.10 15.24 85.22 75.43 89.5 
Reliability rate 71.25 58.89 57.61 24.74 87.41 62.28 91.25
Time (s) 0.01 0.01 0.01 0.41 0.03 0.01 1.31
Bold values are actually the best answers (highest recognition rate and highest reliability).

Table 10: Te correct recognition rate for Gorman and Sejnowski
datasets in related works.

Reference Classifer Correct
recognition rate (%)

[56] RBF-SCA 91.01
[61] XGBoost 88.10
[68] WLTSVM 87.50
[69] Neural network +OMKL 83.00
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