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Spiking neural networks (SNNs) are highly computationally efcient artifcial intelligence methods due to their advantages in
having a biologically plausible computational framework. Recent research has shown that SNN trained using backpropagation
(SNN-BP) exhibits excellent performance and has shown great potential in tasks such as image classifcation and security
detection. However, the backpropagation method limits the dynamics and biological plausibility of the neural models in SNN,
which will limit the recognition and simulation performance of SNN. In order to make neural models more similar to biological
neurons, this study proposes a leaky integrate-and-fre (LIF) neuron model with dense intralayer connections, as well as efcient
forward and backward processes in BP training. Te new model will make the interaction between neurons within the layer more
frequent, enhancing the intrinsic information exchange capability of SNN. An efective probabilistic spike-timing dependent
plasticity (STDP) method is also proposed to reduce the overweighted connections between neurons, as well as a hybrid training
method using BP and probabilistic STDP. Te training method combines the advantages of BP and STDP to improve the
performance of SNNmodels. An intralayer-connected SNNwith hybrid training (ISNN-HY) is proposed with the combination of
these improvements. Te proposed model was evaluated on three static image datasets and one neuromorphic dataset. Te results
showed that the performance of ISNN-HY is superior to that of other SNN-BP models. Te proposed method also makes it
possible to accurately simulate biological neural systems.

1. Introduction

Spiking neural networks (SNNs) are a framework inspired
by the brain, designed for artifcial intelligence and neural
system simulation. Tey have gained signifcant interest [1].
Compared to the artifcial neural network (ANN) frame-
work [2], SNNs can more efciently process complex signals
using biologically plausible spatiotemporal neuron models
and learning methods.

Te signifcant advancement of the SNN algorithm lies
in its training methods. Currently, there are three main
training methods used for SNNs: spike-timing dependent
plasticity (STDP) [3], the conversion method [4], and the

direct training method using error backpropagation (SNN-
BP) [5–7]. Te STDP learning rule is an unsupervised
method discovered in neurophysiological experiments to
regulate the connection strength of biological neurons. It can
dynamically adjust the local neuronal connection pattern
based on the temporal relationship of neuronal fring [8, 9].
However, the STDP rule, being an unsupervised learning
method, is difcult to propagate errors to deeper layers. Te
performance of SNNs based on STDP often fails to meet
expectations in practical applications [10].

Te conversion method converted a pretrained ANN
model to an SNN model. Te converted SNN model has the
same structure as the ANN model with transformed
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parameters. Terefore, the converted SNN lacks biological
rationality compared to directly trained SNNs [7]. SNN-BP
uses the backpropagation (BP) method to train the con-
nection weights between neurons to reduce the diference
between predictions and true labels. However, due to the
nondiference of spike events, the BP algorithm could not be
transferred to SNNs directly.

Some SNN-BP methods have been proposed and suc-
cessfully used in various tasks [5–7] and achieved good
performance on some application or cognitive tasks, such as
STBP [11], ST-RSBP [12], TSSL-BP [6], and ASF-BP [7].
Although SNN-BP has been developed by leaps and bounds
in recent years, these improvements seem to focus too much
on the derivation of gradients and ignore the simulation of
biological neurons by spiking neurons [10, 13]. Nowadays,
more research focuses on how to make spiking neural
networks trained with the BP algorithm have recurrent
connections like biological neurons. Some methods have
been proposed to achieve spiking neural network models
with recurrent connections, such as improved spiking neural
networks with lateral interactions (LISNN) [14], laterally
inhibited self-recurrent unit (LISR) [15], skip-connected
self-recurrent SNN (ScSr-SNN) [16], and sparsely con-
nected recurrent motif layer (SC-ML) [17]. Tese methods
achieve recurrent connections within a layer or within
a single neuron through fxed-weight intralayer connections,
single-neuron self-recurrent connections, and sparsely
connected intralayer neural connections. However, there is
still a lack of efcient spiking neural networkmodels that can
achieve dense intralayer neural connections, which may
enhance efective information interaction within a layer and
improve model training efcacy.

Now, some research is focusing on innovative model
training methods. Some studies have proposed probability
STDP rule methods for training SNNs, such as the fusion of
Bayesian probability inference and STDP [18] or the con-
version of STDP rule synaptic prepotential diferences into
probability distributions [19]. Although these methods at-
tempt to improve the STDP method and have better per-
formance than models trained with the original STDP
method, they still have a large gap compared to SNNmodels
trained with supervised learning methods. In addition, some
studies have proposed training algorithms based on the
combination of STDP and BP, for example, BP-STDP,
SSTDP, and an STDP-based supervised learning rule
[20–23]. Tese methods approximate the backpropagation
method into STDP style or convert the weight increase and
decrease in backpropagation into corresponding STDP rules
to achieve the training algorithm combining the advantages
of both. However, these methods mainly realize the fusion of
the two by converting BP rules into STDP rules or vice versa,
resulting in a lower degree of utilization of the supervised BP
algorithm, which leads to poor training efects and per-
formance of SNN models.

Terefore, two key issues remain to be addressed in the
development of SNN-BP: (1) SNN-BP models trained using
BP can only simulate simple interlayer recurrent connec-
tions between neurons, which is far less fexible than bi-
ological neurons. Tis limits the application range of SNN.
(2) Te error BP algorithm would adjust all the connection
weights in each training, easily leading to overftting.
Moreover, whether error propagation was the way of bi-
ological brain learning is still controversial and lacks bi-
ological rationality [24, 25].

In this paper, we proposed a leaky integrate-and-fre
(LIF) neuron model [26] with optimized intralayer con-
nections, which could be trained by the BP method. A
probabilistic STDP method based on fring probability was
also proposed to efciently modulate local connection
weights in between neurons complying with the STDP rules,
which could reduce the overftting of the model. Combining
the novel neuron model and learning rule, we proposed an
intralayer-connected spiking neural network with hybrid
training using BP and probabilistic STDP (ISNN-HY). We
trained the SNN model using the TSSL-BP algorithm [6].
We evaluated the SNN model with other SNN-BPs with the
same structures in three static image datasets and one
neuromorphic dataset. Experiment results demonstrate that
the ISNN-HY achieved excellent performances on these
datasets. Trough time and neural activity analysis, we also
proved that the proposed method has high efciency and
more fexible simulation ability and has the potential to
apply accurate SNN-BP in the simulation, modeling, and
analysis of biological neural activity.

Te important contributions in this paper are summa-
rized as follows:

(i) We proposed an LIF neuron model with optimized
intralayer connections, which enable the neurons in
one layer to connect with each other in SNN-BP.
Te proposed neuron model could form a multi-
layer reservoir computing model, which could be
trained using BP.

(ii) We proposed a probabilistic STDP method that can
efectively adjust and reduce the local connection
weights between neurons and reduce overftting.

(iii) Based on these methods, we proposed an ISNN-HY
model. Tis model outperformed other SNN-BP
models on both nonneuromorphic and neuro-
morphic datasets and has the potential to simulate
biological neural activity.

2. Related Works

2.1. STDP and BP Training for SNNs. STDP is guided by the
temporal correlation of presynaptic and postsynaptic neu-
ronal spikes. Like other forms of synaptic plasticity, it is
widely believed to underlie learning and information storage
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in the brain and the development and refnement of neural
circuits during brain development [27].

Te classical unsupervised STDP rule is shown in Fig-
ure 1, calculated as

Δw � 
tpre


tpost

fw tpost − tpre ,

fw(Δt) �
Apree

− Δt/τpre Δt> 0,

Aposte
Δt/τpost Δt< 0.

⎧⎪⎨

⎪⎩

(1)

Δw is the change of connection weight over all pre-
synaptic spike times tpre and postsynaptic spike times tpost.
fw(Δt) is the function calculating the change of weights.
Apre, Apost, τpre, and τpost are the parameters that regulate the
strength of the weight change, as shown in Figure 1(b).

Several studies have attempted to improve traditional
STDP methods, with a focus on methods that combine
STDP algorithms with probability. For instance, Tavanaei
and Maida introduced probability to adjust the STDP rule.
Tis means that each synapse has a probability value to
determine whether the STDP rule should be used to adjust
the weight [18]. If the probability value is less than a certain
threshold, the STDP rule will not be applied to adjust the
weight. In addition, Tavanaei and Maida utilized an STDP
rule based on the diference in presynaptic potential and
introduced a probability factor to control the update of
synapse weight [19]. Tis probability factor is achieved by
converting the diference in presynaptic potential into
a probability distribution. Although this probabilistic STDP
unsupervised learning methods performed better than the
model trained by the original STDP algorithm, there is still
a signifcant gap compared to the model trained by the
supervised algorithm.

Some recent research has explored combining super-
vised BP and STDP algorithms. For example, Zhang et al.
proposed the BP-STDP algorithm, which trains a multilayer
fully connected SNN using an integrate-and-fre (IF) neuron
model. Tis algorithm combines efcient backpropagation
with biologically plausible timing-dependent plasticity
training rules, providing hardware-friendly local training
rules [20].Tis method has also been applied to various SNN
models with diferent structures [22]. Tavanaei et al. also
proposed a BP and STDP combined training method, which
uses STDP and anti-STDP rules to transform back-
propagation weight change rules and fnally applies STDP to
train neuron connection weights at each time point [21].
Tis achieved a classifcation accuracy of 97.2% on the
MNIST dataset. Liu et al. proposed the supervised spike-
timing dependent plasticity (SSTDP) algorithm, which uses
time-based encoding and IF neurons as neuron models and
combines BP and STDP training methods to provide both
global optimization and efcient weight updates [23].

However, these methods mostly rely on the conversion
between STDP and BP algorithms, with limited use of su-
pervised algorithms. Tey are still difcult to achieve the
performance of SNNmodels trained based on BP algorithms

in experiments.Terefore, this work proposes a probabilistic
STDP method, which converts fring time diferences into
probabilities of weight adjustment and combines it with the
supervised BP algorithm to achieve rough weight learning
through the BP algorithm. Te weights are then fne-tuned
based on the probabilistic STDP algorithm, resulting in an
SNN model with better performance.

2.2. SNN with Recurrent Connections. SNN models with
recurrent connections were demonstrated to have good
performance and larger application scope than SNNs only
with forward connections, such as RSNN [28], ST-RSBP
[12], RDS-BP [13], LISNN [14], LISR [15], ScSr-SNN [16],
SC-ML [17], and SCRNN [29]. For example, in the LISNN
model [14], lateral interaction is achieved through a train-
able interaction kernel function, which is used to calculate
the interaction weights between neighboring neurons.
Specifcally, in the calculation of neuron membrane po-
tential, lateral interaction is achieved by multiplying the
axonal current of each neuron’s adjacent neurons by the
interaction kernel function. Zhang and Peng [15] proposed
a new neuron structure called laterally inhibited self-
recurrent units. Tis structure consists of an excitatory
neuron and an inhibitory neuron, where the excitatory
neuron has a self-feedback connection with fxed weights,
and the inhibitory neuron provides lateral inhibition to the
corresponding excitatory neuron through excitatory and
inhibitory synapses. Tis structure can maintain long-term
memory of neurons and reduce information loss caused by
excitation and reset mechanisms. Te inhibitory neuron
regulates the fring activity of the excitatory neuron and
serves as a forget gate for memory clearance. Zhang and Li
also proposed the ScSr-SNN model [16], which introduces
cyclicality by adding recurrent connections to spiking
neurons themselves, and the recurrent connections also
realize local storage and skip connections, which can achieve
cyclic behavior similar to more complex RSNNs; the error
gradient can be more directly calculated since most of the
network is feedforward. A proposed SCRNN achieves re-
currence by integrating convolutional operations and re-
current connections to maintain spatiotemporal
relationships [29]. However, these methods are limited by
the proposed recurrent connections, which are only
implemented as fxed-weight intralayer neuron recurrent
connections, single-neuron self-recurrent connections, and
sparse interconnectivity between neurons.

In this study, an LIF neuron model with intralayer re-
cursive connections is proposed, which can be efectively
trained using the BP algorithm. In addition, a method is
proposed to decompose the complex higher order intralayer
connection weight matrix into two simple lower-order
weight matrices, enabling neurons in the same layer to
achieve fully adaptive dense connections at a low cost and
increasing the frequency of interaction between neurons in
the same layer. Information interaction is enhanced, and the
performance of the model is improved. A detailed
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description of the proposed method is provided in the
following sections.

3. Method

Te proposed intralayer-connected spiking neural network
with hybrid training using backpropagation and probabi-
listic spike-timing dependent plasticity (ISNN-HY) im-
proved the SNNs trained with BP with two eforts. First, as
we all know, since the backpropagation algorithm needs to
calculate the gradients of connection weights, ANNs arrange
neurons into layer-by-layer connections to avoid mutual
connections or loops, which are common in biological
neural systems.We proposed a novel LIF neuronmodel with
intralayer connections and designed the forward and
backward processes for BP training. Second, the STDP
method was found to be engaged in the connection ad-
justment between neurons in biological neural systems,
which are unsupervised, biologically plausible, and able to
learn weights fexibly. However, it is difcult for SNNs to get
good pattern recognition performance after training with
the STDP algorithm.We proposed a hybrid training method
for SNNs using backpropagation and a novel probabilistic
STDP method for efective training.

3.1. LIF Neuron Model with Intralayer Connections

3.1.1. Te Forward Process. Te LIF neuron model simulates
the biological neurons, which receive neurotransmitters
through the dendrites and then increase the membrane po-
tential until reaching a threshold, fnally emitting neuro-
transmitters to the postsynaptic neurons through the axons and
synaptic terminals [26]. Te biological neural system allows
intralayer (intrabrain area) connections. Terefore, to enhance
the biological plausibility and computational ability of SNNs,
we added intralayer connections to the dynamics of the LIF
neuron model (red dashed line in Figure 2).

Te framework of the LIF neuron model with intralayer
connections is shown in Figure 2.Te connected neurons on
the left are a schematic representation of biological neurons
with intralayer connections. Neuron A1 could emit spikes to

neurons A3 and A4 in the layer l + 1 and neuron A2 in the
same layer. Te right part describes the dynamics of the
proposed LIF neuron model with intralayer connections.
Te presynaptic potential of a neuron is calculated by

ci
(l)

(t) � 
j

wj,ia
(l− 1)
j (t). (2)

ci
(l)(t) is the presynaptic potential of the neuron i in the

layer l at time point t. wj,i is the connection weight between
the neuron i and the neuron j in the previous layer l − 1.
a

(l− 1)
j (t) is the postsynaptic potential of the neuron j at time

point t. In the LIF neuron model, the presynaptic potentials
could afect the membrane potential by

mi
(l)

(t) �
τm − 1
τm

mi
(l)

(t − 1) + Rc
(l)
i (t) + ξ(t). (3)

mi
(l)(t) is the membrane potential of the neuron i. It is

calculated by the sum of the leaky membrane potential from
the previous time point τm − 1/τmmi

(l)(t − 1), presynaptic
potential Rc

(l)
i (t), and reset function ξ(t). τm is the mem-

brane potential constant, which defnes the leaking speed of
the membrane potential. R is the resistance of the pre-
synaptic potential. Te reset function ξ(t) was used to reset
the membrane potential when it reached the threshold of
spike emission θ, defned by

ξ(t) �

0, mi
(l)

(t)< θ,

−
τm − 1
τm

mi
(l)

(t − 1) − Rc
(l)
i (t), mi

(l)
(t)≥ θ.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

Te reset function ξ(t) would reset the membrane po-
tential to rest potential 0mV. Te membrane potential was
afected by the presynaptic potentials from the neurons in
the previous layer. We added an intralayer connection part
in the calculation of the membrane potential in the proposed
neuron model:

mi
′(l)

(t) � mi
(l)

(t) + U 
j

vj,ia
(l)
j (t − 1). (5)
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Figure 1: Te STDP learning rule. (a) Te relation between the modulated weight Δw and spike time interval Δt. (b) Te presynaptic
(orange) and postsynaptic (blue) spike events. Te postsynaptic spike events would lead to the reduction of connection weights. Te
presynaptic spike events would lead to the increment of connection weights.

4 International Journal of Intelligent Systems



mi
′(l)

(t) is the membrane potential in the proposed
neuron model. vj,i is the weight of intralayer connection
from the neuron j to the neuron i in the same layer. a

(l)
j (t −

1) is the postsynaptic potential of the neuron j at the
previous time point. U is the resistance of the intralayer
presynaptic potential. Ten, the neuron could emit spikes
and postsynaptic potential to postsynaptic neurons by

si
(l)

(t) �
0(rest state), mi

′(l)
(t)< θ,

1(spike state), mi
′(l)

(t)≥ θ.

⎧⎪⎨

⎪⎩
(6)

si
(l)(t) is the spike emission state of the neuron i, which

was controlled by the relationship between the membrane
potential and threshold θ:

ai
(l)

(t) �
τs − 1
τs

 ai
(l)

(t − 1) +
1
τs

si
(l)

(t). (7)

In the forward process’s fnal state, a neuron emits
postsynaptic potentials to the postsynaptic neurons in the
next layer or the same layer. Te postsynaptic ai

(l)(t) of the
neuron i at time point t was controlled by the leaking
postsynaptic potential (τs − 1/τs)ai

(l)(t − 1) and spike
emission state 1/τssi

(l)(t). τs is the postsynaptic potential
constant modifying the leaking speed.

However, in the batch calculation, equation (5) was
converted to the form of matrix calculation:

M′
(l)

(t) �
τm − 1
τm

M′
(l)

(t − 1) + RA(l− 1)
×(t)W

+ UAl
(t − 1) × V + ξ(t).

(8)

M′
(l)

(t) is the membrane potential matrix at time point
t,M′

(l)
(t) ∈ Rb×N(l)

. b is the batch size. N(l) is the number of

neurons in the layer l. A(l− 1)(t) is the postsynaptic potential
matrix at time point t,A(l− 1)(t) ∈ Rb×N(l− 1)

. W is the weight
matrix of forward connections, W ∈ RN(l− 1)×N(l)

. V is the
weight matrix of intralayer connections, V ∈ RN(l)×N(l)

.
In equation (8), the parts with most computational

complexity are A(l− 1)(t) × W and Al(t − 1) × V. Te com-
putational complexity of them is O(bN(l− 1)N(l)) and
O(bN(l)N(l)). Since all the independent variables in the frst
part have been calculated at the l − 1 layer, it can be
accelerated by matrix parallel computation. Te actual
computation speed is much higher than the theoretical
computation complexity. However, Al(t − 1)V must be
calculated time point by time point. High computation
complexity is unacceptable. We optimized the calculation by
converting equation (8) to the following equation:

M′
(l)

(t) �
τm − 1
τm

M′
(l)

(t − 1) + RA(l− 1)
×(t)W

+ UAl
(t − 1) × V1 × V2 + ξ(t).

(9)

V1 and V2 are both trainable weight matrices,
V1 ∈ RN(l)×r andV2 ∈ Rr×N(l)

. r is the reduction constant for
reducing computational complexity, which could be set to
a small number. V1 and Vb are subject to assumptions:

V � V1 × V2. (10)

After optimization, the forward computational com-
plexity of intralayer connections is O(2brN(l))s. For most
SNNs, the number of neurons in most layers N(l) is much
larger than r. Terefore, by optimization, we could avoid the
huge computational resource consumption caused by extra
intralayer connections.
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Figure 2: Te proposed LIF neuron model with intralayer connections.
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3.1.2. Te Backward Process. Te backward process in
backpropagation training was based on the TSSL-BPmethod
[6]. We used the loss function for producing the desired
fring sequence specifed by the input class label:

L � 

Nt

k�0

1
2

(ε∗d) tk(  − (ε∗ s) tk(  
2
. (11)

L is the loss function. d(t) and s(t) are the desired and
actual spike trains for the output layer at time t. ε is a kernel
function measuring the van Rossum distance between the
actual and desired spike trains. Ten, the TSSL-BP method
was used to calculate the derivative of the connection weight
W:

zL

zW
� 

Nt

k�0

a
(l− 1)

tk( δ(l)
tk( . (12)

zL/zW is the derivative of the forward connection
weightW in the layer l. δ(l)(tk) is the backpropagation error
at time point tk, defned as

δ(l)
tk(  �



T

i�k

a
(l)

ti(  − a
(l)
d ti(  ϕ(l)

i ti, tk( , l � Nl,

W(l+1)
 

T


Nt

i�k

ϕ(l)
i ti, tk( δ(l)

ti( , l<Nl.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(13)

ϕ(l)
i (ti, tk) is the neuron dependency according to the

presynaptic fring times. Te details of ϕ(l)
i (ti, tk) and

TSSL-BP method are described in [6]. Although TSSL-BP
was defned for classical LIF neuron models, the intralayer
connections used in the proposed neuron model would not
disturb the calculation of the derivative of W in the back-
ward process.

Te other trainable parameters are V1 and V2. Te
derivatives of them are calculated by the following
equations:

zL

zV2
� 

Nt

i�0
δ(l)

ti(  × VT
2 

T
× UAl

ti − 1( ⎛⎝ ⎞⎠

T

, (14)

zL

zV2
� 

Nt

i�0
δ(l)

ti( 
T

× UAl
ti − 1(  × V1

⎛⎝ ⎞⎠

T

. (15)

(δ(l)(ti)) is zL/zM′(l)
(ti), which is the derivative of

membrane potentials at time point ti. According to the
above equations, the derivatives of all the trainable pa-
rameters were attainable.

3.2. Probabilistic Spike-Timing Dependent Plasticity. Te
forward and backward processes have proved the trainability
of LIF neuron models with intralayer connections using

backpropagation. ISNN-HY has also proposed a biologically
plausible algorithm to fne adjust the connection weights
between neurons according to STDP rules.

Te STDP rule modulates the connection weights sample
by sample, which would be inefcient for most datasets. Te
proposed probabilistic STDP learning method is expressed as

Δw � 
tpre


tpost

fw,p tpost − tpre ,

fw,p(Δt) �
PpostApree

− Δt/τpre Δt> 0,

PpreAposte
Δt/τpost Δt< 0.

⎧⎪⎨

⎪⎩

(16)

fw,p is the function calculating the change of weights
depending on the fring probability of neurons. Ppost is the
postsynaptic spike probability, which is defned as the
smaller fring probability of the presynaptic neuron at
tpre(P

neuronpre
tpre

) and postsynaptic neuron at tpost(P
neuronpost
tpost

). It
could be expressed as

Ppost � min P
npre
tpre

, P
npost
tpost

 . (17)

As shown in Figure 3, Ppost is the conducting probability
of the spiking events along the forward direction of con-
nections between neurons. npre indicates the presynaptic
neuron. npost indicates the postsynaptic neuron. On the
contrary, Ppre is the presynaptic spike probability, which is
defned as the smaller fring probability of the postsynaptic
neuron at tpre(P

neuronpost
tpre

) and presynaptic neuron at

tpost(P
neuronpre
tpost

). It could be expressed as

Ppre � min P
npost
tpre

, P
npre
tpost

 , (18)

which means the conducting probability of the spiking
events along the backward direction of connections
between neurons. Te probabilistic STDP learning
method could calculate the adjustment strength of
connection weights for all samples through the activation
probability at once. However, in practical implementa-
tion, Ppre and Ppost of all pairs of neurons still need to be
sequentially traversed and calculated, which has ex-
tremely high computational complexity. Terefore, we
optimized its computational efciency through matrix
computation in the implementation to parallelize
computation:

Ppost � min pnpre
tpre

× 11×Npost , 1Npre×1 × pnpost
tpost

 
T

,

Ppre � min pnpre
tpost

× 11×Npost , 1Npre×1 × pnpost
tpre

 
T

.

(19)

Ppost and Ppre are the postsynaptic and presynaptic spike
probability matrices, Ppost,Ppre ∈ RNpre×Npost . Npre and Npre
are the number of presynaptic and postsynaptic neurons.
pnpre

tpre
is the spike probability vector for npre at time point tpre.

11×Npost and 1Npre×1 are the row vector and column vector
setting all element as 1, respectively. By converting equations
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(17) and (18) to matrix computation in equation (19), the
spike probability of all pairs of neurons could be calculated
in a matrix style, which is more efcient.

Finally, we show the details of probabilistic STDP with
the pseudocode shown in Algorithm 1. Tis work used this
algorithm to adjust the weights of the forward connections
in fully connected layers.

3.3. Hybrid Training with Backpropagation and Probabilistic
STDP. In the training phase, the proposed ISNN-HY
method adopted the hybrid training method using back-
propagation and probabilistic STDP to learn connection
weights. Backpropagation was the primary learning method,
and each batch of sample data updated the connection
weight according to the backpropagation algorithm. After
a round of training for all the sample data, the probabilistic
STDPmethod was used to fne adjust the neuron connection
weights according to the fring probability of neurons ob-
tained from all samples. Te training process is shown in
Algorithm 2.

4. Experiments and Results

4.1.Dataset andExperiment Setups. Te proposed ISNN-HY
method was tested on nonneuromorphic datasets (MNIST
[30], Fashion-MNIST [31], and CIFAR10 [32]) and neu-
romorphic datasets (N-MNIST [33]).

TeMNIST, Fashion-MNIST, and CIFAR10 datasets are
standard benchmarks used to test the performance of
machine-learning algorithms. Te MNIST dataset contains
60,000 handwritten digital training images and 10,000 test
images. All images are single-channel grayscale images. Te
resolution of images is 28 × 28. Te Fashion-MNISTdataset
contains ten diferent styles of clothing images. Tis dataset
has the same structure as the MNIST dataset. CIFAR10

contains images of ten types of objects. Each category has
6,000 samples. Te numbers of training and test images are
50,000 and 10,000, respectively. All the images are three-
channel color images.Te resolution of images is 32 × 32. All
the datasets’ images were normalized before being put into
the SNN models. Te images in CIFAR10 were also aug-
mented by random cropping and horizontal fipping. All the
images were encoded into real-valued spike current inputs
within a short time window, using the method proposed
in [6].

Te N-MNIST dataset is the neuromorphic version of
MNIST, which converts pixels into spikes and consists of the
same 60,000 training and 10,000 testing samples as the
MNIST dataset.

We implemented four network structures in the four
datasets, shown in Table 1. “mCn” denotes a convolutional
layer withm channels, and the convolution size is n × n. “Pn”
denotes a pooling layer with n × n flters. “nFC” represents
a fully connected layer with n neurons. We compared the
performance with that of other SNN models in the same
structures. We also compared the TSSL-BP model and
intralayer-connected spiking neural network without hybrid
training (ISNN) in the same structures with the proposed
ISNN-HY method to prove the improvement of the intra-
layer connections and hybrid training. We set the hyper-
parameters as follows: learning rate lr � 5e− 4, Ne � 100 for
all datasets except CIFAR10, Ne � 150 for CIFAR10, Nt � 5,
τm � 4, τs � 2, R � 1, U � 1, r � 8, Apre � Apost � 5e− 4, and
τpre � τpost � 1. Te optimization for backpropagation used
in the experiments is AdamW [34]. Te desired output spike
trains were set as [0, 1, 1, 1, 1]. Te parameters such as
thresholds and learning rates are empirically and manually
tuned. We vary the membrane potential constant from 2ms
to 8ms. Te same performance level has been observed. All
the models were trained and tested in diferent random
seeds. All models were trained and tested 10 times, each time
using a diferent random seed to ensure that the perfor-
mance of the models is not due to randomness. Te average
accuracy and maximum accuracy of all models are reported.

According to the FLOPs of SNNmodels used in [35], the
FLOPs of the four SNN models in this work could be easily
estimated. Te FLOPs of a convolutional layer of proposed
SNN model could be calculated by (kl)2 × Hl

o ×

Wl
o × Cl

o × Cl
i × ξl. kl represents both the height and weight

of the flter. Hl
o, Wl

o, and Cl
o are the tensor height, weight,

and number of input channels and output channels. ξl is the
fring rate of the neurons in the layer. Te FLOPs of an SNN
fully connected layer could be calculated by
(fl

i × fl
o + 2 × fl

o × r) × ξl. fl
i and fl

o are the number of
input and output features. r is the reduction constant for
recurrent intralayer connections. 2 × fl

o × r is the additional
FLOP for calculation of the proposed intralayer connections.
Te number of trainable parameters in the SNN models is
also calculated Te FLOPs are shown in Table 1. Te ex-
periments were implemented using Python 3.6 and PyTorch
1.8 on an NVIDIA RTX 3090 GPU.
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Figure 3: Te proposed probabilistic STDP learning method.
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Te loss curves of ISNN and ISNN-HY are shown in
Figure 4. It can be seen that the training set loss of both
models can quickly decrease and stabilize at a low value,
indicating that these two models converge in all four net-
work structures.

4.2. Performance

4.2.1. MNIST Dataset. We compared the accuracies of
ISNN and ISNN-HY with other SNN training results on
the MNIST dataset. Te results can be found in Table 2.

Require: Spike probability at each time point p, number of layers Nl, number of time points Nt, and weight matrixW parameters
Apre, Apost, τpre, τpost
Ensure: Update the weight W

(1) for l � 0 to Nl do
(2) if l layer is not fully connected then
(3) Continue
(4) end if
(5) Matrix ΔW(l) � 0
(6) for tpre � 0to Nt − 1 do
(7) for tpost � tpre + 1to Nt do
(8) Calculate Ppost using equation (19)
(9) Calculate Ppre using equation (19)
(10) Δt � tpost − tpre
(11) Calculate the update weight matrix between tpre And tpost
(12) Calculate ΔW using equation (16)
(13) ΔW(l) � ΔW(l) + ΔW
(14) end for
(15) end for
(16) Update the connection weight for layerl
(17) W(l) � W(l) + ΔW(l)

(18) end for

ALGORITHM 1: Probabilistic STDP.

Require: Number of training epoch Ne, training batches Bs, and the ISNN-HY model Net
Ensure: Train Net

(1) for e � 0 to Ne do
(2) for data, label in Bs do
(3) Training using backpropagation
(4) prediction� Net (data)
(5) update the spike probability p
(6) Calculate loss L using equation (11)
(7) Calculate zL/zW using equations (12) and (13)
(8) Calculate zL/zV1 and zL/zV2 using equations (14) and (15)
(9) update weights of Net

(10) end for
(11) Fine adjust using probabilistic STDP
(12) update weights of Net using probabilistic STDP
(13) end for

ALGORITHM 2: Hybrid training.

Table 1: Network structures used in experiments.

Name Structures Datasets Parameters FLOP (M) ANN FLOP
Net1 15C5-P2-40C5-P2-300FC-10FC MNIST 0.69M 0.65 3.65M
Net2 400FC-400FC-10FC Fashion-MNIST 0.47M 0.21 0.46M
Net3 128C3-256C3-P2-512C3-P2-1024C3-512C3-1024FC-512FC-10FC CIFAR10 0.19G 53.77 1.19G
Net4 12C5-P2-64C5-P2-10FC N-MNIST 3.84M 0.54 3.84M
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Te proposed ISNN method achieved an average accuracy
of 99.53% and a maximum accuracy of 99.55%. ISNN-HY
achieved a maximum accuracy of 99.58% and an average
accuracy of 99.55%. ISNN-HY outperformed other SNN
models with the same structure, improving the accuracy
by 0.05%–1.78%, except for ST-RSBP [12]. Te proposed

model also has a higher average accuracy than other
models. Although the proposed model performed worse
than ST-RSBP, ST-RSBP required 400 time steps to
achieve 99.62% accuracy. Te proposed method only used
fve time steps, which are much shorter than those used by
ST-RSBP.
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Figure 4: Training set loss curves for ISNN and ISNN-HY with four diferent network structures: (a) loss curve for Net1, (b) loss curve for
Net2, (c) loss curve for Net3, and (d) loss curve for Net4.

Table 2: Comparison of diferent models on the MNIST dataset.

Models Structure Nt Average accuracy (%) Max accuracy (%)

Wu et al. [11] Net1 > 100 — 99.42
Jin et al. [36] Net1 400 99.42 99.49
Zhang and Peng [6] Net1 5 99.50 99.53
Wang et al. [13] Net1 5 99.48 99.52
Zhang and Peng [12] Net1 400 99.57 99.62
Amiri et al. [37] — — — 97.8
ISNN Net1 5 99.53 99.55
ISNN-HY Net1 5 99.55 99.58
Te bold values in the frst column are the names of the proposed models. Te bold values in the last two columns are the best average and max accuracies.
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4.2.2. Fashion-MNIST Dataset. Te performance of ISNN
and ISNN-HY on the Fashion-MNISTdataset was evaluated
using three-layer fully connected structures, with Table 3
showing the results. An average accuracy of 89.91% and
a maximum accuracy of 89.99% were achieved by the

proposed ISNN method, while ISNN-HY achieved an av-
erage accuracy of 90.90% and a maximum accuracy of
90.03%. Other SNN and ANN models with the same
structure were outperformed by the proposed ISNN-HY
model, with an accuracy improvement of 0.23%–1.02%.

Table 3: Comparison of diferent models on the Fashion-MNIST dataset.

Models Structure Nt Average accuracy (%) Max accuracy (%)

ANN Net2 — — 89.01
Zhang and Peng [6] Net2 5 89.75 89.80
Wang et al. [13] Net2 5 89.47 89.56
Jin et al. [36] Net2 400 — 88.99
ISNN Net2 5 89.91 89.99
ISNN-HY Net2 5 9 .  9 . 3
Te bold values in the frst column are the names of the proposed models. Te bold values in the last two columns are the best average and max accuracies.

Table 4: Comparison of diferent models on the CIFAR10 dataset.

Models Structure Nt Average accuracy (%) Max accuracy (%)

ANN in Wu et al. [38] Net3 — — 90.49
Zhang and Peng [6] Net3 5 — 91.41
Wang et al. [13] Net3 10 91.03 91.11
Wu et al. [38] Net3 400 — 90.53
Rathi et al. [39] ResNet20 250 — 92.22
Rathi and Roy [40] VGG16 5 — 92.70
Sengupta et al. [41] VGG16 2500 — 91.55
Amiri et al. [37] Brain-inspired structure — — 93.1
ISNN Net3 5 91.40 91.45
ISNN-HY Net3 5 91.43 91.47
Te bold values in the frst column are the names of the proposed models. Te bold values in the last two columns are the best average and max accuracies.

Table 5: Comparison of diferent models on the N-MNIST dataset.

Models Structure Nt Average accuracy (%) Max accuracy (%)

Sumit and Orchard [42] Net4 300 99.20 99.22
Zhang and Peng [6] Net4 100 99.35 99.40
ISNN Net4 100 99.36 99.42
ISNN-HY Net4 100 99.39 99.44
Te bold values in the frst column are the names of the proposed models. Te bold values in the last two columns are the best average and max accuracies.
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Figure 5: Training time of TSSL-BP and ISNN-HY.
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4.2.3. CIFAR10 Dataset. In addition, the more challenging
CIFAR10 dataset was used to apply the proposedmethod. As
shown in Table 4, an average accuracy of 91.40% and
a maximum accuracy of 91.45% were achieved by the
proposed ISNN model. Te ISNN-HY model achieved an
average accuracy of 91.43% and a maximum accuracy of
91.47%. While the proposed model did not outperform SNN
models with VGG16, ResNet20, or brain-inspired structures
[37, 39–41], it did surpass methods such as TSSL-BP [6] and
RDS-BP [13] with the same structure and achieved a max-
imum accuracy improvement of 0.06–0.94%. Although the
proposed model performed worse than more complex
models, this is likely due to the complexity of model
structures. As long as overftting does not occur, the more
complex the model structure, whether it is ANN or SNN, the
stronger the model’s memory and reasoning ability,
resulting in better performance. Terefore, although the
proposed ISNN-HY model did not perform as well as SNN
models with more complex structures such as DIET-SNN
reported in other studies, it still outperformed other ANN
and SNN models with the same structure.

4.2.4. N-MNIST Dataset. We evaluated the proposed SNN
model with a convolutional structure on the N-MNIST
dataset. Table 5 compares the results obtained by previous
SNN models. Te ISNN-HY and ISNN models processed
spike patterns and achieved 99.44% and 99.42% maximum
accuracies, respectively. Te proposed model outperformed
results from the previous models.

Results show that ISNN-HY demonstrates out-
standing performance on all four datasets, especially
surpassing other SNN models with the same structure.
Te performance of ISNN is slightly inferior to ISNN-HY,
possibly due to the use of probability-based STDP for fne-
tuning local connection weights in ISNN-HY, which
improves performance. Te performance of ISNN is su-
perior to that of TSSL-BP with the same structure. Te
diference between the two models lies in whether the
neurons in the fully connected layer have intralayer
connections. Tis diference suggests that the proposed
intralayer connections can increase interactions between
neurons within the same layer and improve model
performance.
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1 spike 2.31%
2 spikes 2.01%
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5 spikes 3.05%
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0% rate 77.23%
0%-10% rate 15.13%
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>40% rate 0.30%
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Figure 6: Firing activity on CIFAR10 and N-MNIST.
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Figure 7: Te histogram of intralayer connection weights on CIFAR.
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4.3. Experiment Analysis

4.3.1. Time Analysis. Compared with TSSL-BP, the neuron
model and the training method of ISNN-HY are more
complex. Terefore, it is necessary to analyze the training
time to evaluate whether these proposed methods could
reduce the computational efciency of the model too much.

Te training time of TSSL-BP and ISNN-HY is shown in
Figure 5. It can be found from the results that the training
time diference between TSSL-BP and ISNN-HY for a single
sample is only 0.14 seconds/sample. Tis result shows that
although the proposed ISNN-HY method increases a large
number of intralayer neuronal connections and additional
probabilistic STDP training, it does not increase too much
additional computational resource consumption after op-
timization. In Table 1, the computational complexity
(number of FLOPs) of the SNN model and the same
structured ANN model is compared, and it can be observed
that the proposed ISNN-HY model, although increases
intralayer connections, has signifcantly lower computa-
tional complexity than the same structured ANN model,
thereby demonstrating the high efciency advantage of the
proposed SNN model.

4.3.2. Neuron Activity Analysis. Te proposed ISNN-HY
method can train the exact SNN with the same layer con-
nection. At the same time, the fring activity of the well-
trained network also tends to be sparse. To prove emission
sparsity, we choose two well-trained SNN models, one for
CIFAR10 and the other for N-MNIST, as shown in Figure 6.
It can be found that the fring rate of neurons on both
CIFAR10 and N-MNIST datasets is sparse. Our proposed
intralayer connection does not alter the sparsity of the
spiking neuronal activity.

Te weight distribution of intralayer connections is
shown in Figure 7. It can be found that most connections
had a weight close to 0 ranging from − 0.1 to 0.1, and a small
number of connections had large weights. It indicates that
the weights of the intralayer connections will be automat-
ically adjusted during training to achieve the biological
rationality of sparse connections. Terefore, the biological
rationality of sparse neuronal connections and fring rates
and accurate inference ability give ISNN-HY the potential to
simulate biological neural activity, such as modeling the
functional magnetic resonance imaging (fMRI) and elec-
troencephalogram (EEG) [43, 44].

5. Conclusion

Tis work proposed an LIF neuron model with intralayer
connections and probabilistic STDP for fast training in
diferent types of datasets. Combining these methods, we
proposed an intralayer-connected spiking neural network
with hybrid training using BP and probabilistic STDP, called
ISNN-HY. ISNN-HY achieved excellent performances on
nonneuromorphic and neuromorphic datasets and has
sufcient biological rationality and potential to simulate
biological neural activities.
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