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In order to improve the comprehensive performance of energy dispatching between diferent sites, the optimization research of
particle swarm optimization (PSO) algorithm and ant colony optimization (ACO) algorithm is carried out. We proposed a new
improved PSO-ACO algorithm based on the idea of hybrid algorithm to solve the problem of poor energy dispatching efciency
between sites. First, the multiobjective performance indicators were introduced to transform the sites’ energy dispatching problem
into a multiobjective optimization problem. Second, the vitality factor was introduced into the PSO strategy to solve the local
optimal problem, and in the PSO-ACO fusion strategy, the PSO routes were transformed into the ant colony enhancement
pheromone to accelerate the accumulation speed of the ACO initial pheromone. Ten, the angle guidance function was in-
troduced into the state transition probability of the ACO strategy to improve the global search capability, and a high-quality
pheromone update rule was proposed to improve the convergence speed of the algorithm. Finally, simulation experiments were
carried out on the improved PSO-ACO algorithm, Min–Max Ant System (MMAS) algorithm, ACO algorithm, PSO algorithm,
and PSO update algorithm in a variety of complex site scenarios. Te simulation results show that the improved PSO-ACO
algorithm can plan a site energy dispatching route with shorter route, less time-consuming, and higher security and realize the
comprehensive and global optimization of energy dispatching.

1. Introduction

Energy is the foundation of sustainable development of
human society. With the rapid development of the global
economy, the demand for energy continues to increase,
resulting in energy problems becoming important research
carried out by human beings at present. With the over-
exploitation of resources and environmental constraints, it is
difcult for the energy-intensive development mode to meet
the current demand. Terefore, energy dispatching has
become the main mode of current energy utilization [1],
where energy dispatching between diferent sites is a re-
search hotspot in the energy feld and a key technology of the
Energy Internet. Realizing the interconnection of energy
between diferent sites and building a large-scale energy
network channel is the top priority of the current energy
development layout [2].

Energy dispatching refers to rationally arranging dis-
patch routes of energy dispatch links to meet energy supply
and demand matching. Te efciency of energy dispatching
between diferent sites is low, the route is long, the cost is
high, the safety performance is poor, and there is a problem
of energy waste. Terefore, in energy dispatching, opti-
mizing energy allocation, improving energy utilization, and
planning a safe, shortest, and optimal energy route with
minimum cost are the main goals of energy dispatching [3].

At present, many researchers have performed relevant
research work in energy dispatching, including energy
dispatching system [4], energy management system [5],
energy control system [6], management method [7, 8],
detection method [9], remote control method [10], and so
on. However, there are few research studies on energy
dispatching algorithms between diferent sites. Te main-
stream algorithms in current dispatching research are

Hindawi
International Journal of Intelligent Systems
Volume 2023, Article ID 3160184, 17 pages
https://doi.org/10.1155/2023/3160184

https://orcid.org/0000-0002-8328-9959
https://orcid.org/0000-0002-5212-8546
https://orcid.org/0000-0003-4759-6000
https://orcid.org/0000-0002-4707-853X
https://orcid.org/0000-0001-6368-5762
https://orcid.org/0000-0002-2528-8958
mailto:lyyu@gzu.edu.cn
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/3160184


mainly intelligent optimization algorithms, including ge-
netic algorithm(GA) [11], PSO algorithm [12], ACO algo-
rithm [13], grey wolf optimizer(GWO) algorithm [14], deep
learning(DL) [15], diferential evolution(DE) algorithm [16],
fruit fy optimization Algorithm(FOA) algorithm [17], and
so on.

Aiming at the problem of energy dispatching route cost,
Ara et al. [18] proposed a self-regulating PSO algorithm to
reduce energy costs in energy dispatching under the premise
of ensuring time. Li et al. [19] proposed an improved new
mayfy algorithm to reduce operating costs on the basis of
ensuring the stability and balance of grid energy dispatch.
Deng et al. [20] proposed an improved krill swarm algorithm
to reduce the overall cost in energy dispatch and improve
energy efciency. Yu et al. [21] proposed a scheduling ap-
proach based on deep neural network and ACO, which can
reduce the energy consumption cost of grid energy sched-
uling. Sahoo et al. [22] proposed an enhanced emperor
penguin optimization algorithm to reduce the economic cost
of renewable energy and microgrids dynamic dispatch.

Aiming at the problem of energy dispatching route
security, Cao et al. [23] proposed a nondominated-sorting
GWO algorithm to solve the power plant multiobjective load
dispatching problem, which improves the accuracy of energy
dispatching and realizes the safe distribution of energy. Bo
et al. [24] proposed an ultrashort-term optimal dispatch
strategy based on distributed robust optimization, which
improves the efciency and accuracy of dispatch and ensures
the security and robustness in dispatch. Paul et al. [25]
proposed a whale optimization technology based on quasi-
oppositional to solve the problem of route confict in energy
dispatching and reduce the loss in transmission. Lei et al.
[26] proposed a dynamic energy dispatching method based
on deep reinforcement learning to solve the uncertainty in
microgrids.

Aiming at the problem of energy dispatching route
length, Chen et al. [27] proposed a new equilibrium opti-
mization algorithm to solve the optimal energy scheduling
problem, which has good global search performance and
shortens the route length. Wang et al. [28] proposed an
improved min–max power dispatching method which im-
proves the smoothness of dispatching routes between two
adjacent locations. Shang et al. [29] proposed an improved
GA with simulated annealing, which improves the efciency
of dispatching, reduces the load of energy dispatching, and
optimizes the dispatching route. Qiu et al. [30] proposed
a robust optimization method driven by history correlation
to solve the uncertainty problem of dispatching routes in
microgrids, which improves the precision and linearization
of dispatching routes.

Aiming at the problem of energy dispatching route
time, Ellahi and Abbas [31] proposed a hybrid meta-
heuristic approach to alleviate the energy dispatching
problem of power plants, which reduces the cost reasonably
and shortens the calculation time. Zeng et al. [32] proposed
a multiobjective dispatch approach based on hierarchical
progressive parallel NSGA-II algorithm, which speeds up
the convergence speed of energy dispatching and reduces
the algorithm iteration time. Li andWang [33] proposed an

improved intensity pareto evolutionary algorithm 2
(ISPEA2) and improved nondominated sorting genetic
algorithm 2 (INSGA2), which improve the accuracy of
energy dispatching and reduce the dispatching time. Wang
et al. [34] proposed an improved harmony search algo-
rithm to alleviate the time series constraint problem in
dispatching.

Te research on the abovementioned algorithms only
studies some of the problems existing in dispatching and
lacks comprehensive research on dispatching problems.
Terefore, we conducted a comprehensive study on the
dispatching route problem.

PSO has been used to optimize the model parameters
and was applied to many multiobjective optimization
problems. Song et al. [35] proposed a feature selection
algorithm based on mutual information bare bones PSO,
which improves the ability to deal with high-dimensional
feature selection problems. On this basis, they combined
PSO with correlation-guided clustering to propose a new
three-phase hybrid feature selection algorithm, which re-
duced the computational cost, improved the algorithm
search speed in high-dimensional data, and efectively
solved the constrained problems of evolutionary algo-
rithms in high-dimensional data feature selection [36]. Lu
et al. [37] proposed PSO integrating neutrino-like particles,
which can enhance its global search ability in nonlinear
constrained optimization problems and avoid premature
convergence.

Ji et al. [38, 39] proposed a dual-surrogate-assisted and
multisurrogate-assisted multitasking PSO, which can obtain
multiple optimal solutions of expensive multimodal opti-
mization problems at low computational cost. Ammar et al.
[40] designed two new multiobjective binary PSO algo-
rithms, which efectively solved multi-item capacitated lot-
sizing problem. Zheng et al. [41] proposed a PSO algorithm
based on migration learning, which efectively improves its
search efciency in the traveling salesman problem and can
obtain better routes.

Te single algorithm has the disadvantage of insufcient
optimization. Te hybrid algorithm can combine the ad-
vantages of diferent algorithms to achieve better optimi-
zation results. Te hybrid algorithm combining the two
algorithms has better convergence and stability. From the
above research, it can be seen that the PSO algorithm has
a simple structure and few parameter settings, which can be
used to optimize model parameters and has a good efect in
solving multiobjective optimization problems. ACO algo-
rithm has strong robustness and powerful global search
ability and is the mainstream algorithm for energy dis-
patching research.

In order to efectively solve the energy dispatching route
problem, improve the accuracy and stability of the dis-
patching problem solution, and achieve the goal of obtaining
a better route in a shorter time, we made the full use of the
advantages of the two algorithms by hybriding the PSO and
ACO algorithms and designing a hybrid PSO-ACO algo-
rithm with less time and stronger global search ability.

Te main contributions of our work can be summarized
as follows:
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(1) We proposed a new improved PSO-ACO algorithm
based on the hybrid algorithm idea, which can be
used to solve multiobjective optimization problems
and can obtain safe energy dispatching routes with
less time, lower energy consumption, and shorter
length.

(2) In the part of improving PSO, we introduced the
vitality factor to increase the speed diversity, which
solved the local optimum problem. Meanwhile, we
introduced the routes generated by the improved
PSO into the ACO, which solved the problem of lack
of initial pheromone of ACO.

(3) We optimized the state transition probability and
pheromone update rules of the ACO, which efec-
tively improves the algorithm’s convergence speed
and search quality, reduces the route search time,
and achieves global optimization.

Te main structure of this paper is as follows: Section 2
mainly describes the multiobjective optimization problem of
energy dispatching. Section 3 mainly summarizes the basic
principles of PSO and ACO. Section 4 proposes a new
improved PSO-ACO algorithm and details its overall op-
timization process. Section 5 presents the simulation results
and analyzes and discusses the results. Section 6 concludes
the paper and gives recommendations for future work.

2. Problem Description

2.1. Mathematical Modelling. Energy dispatching between
diferent sites is a multiobjective optimization problem,
which needs to consider three aspects: route length, security,
and energy consumption. We take the minimum route
length, maximum security, and minimum energy con-
sumption as the three main constraints of the multiobjective
optimization problem and establish the mathematical model
of the energy dispatching function.

We set the number of sites to be n, N is the set of all sites,
N � 1, . . . , n{ }, i repent the current site, k is the previous site
of site i, and j is the next site of site i.

Te route length directly afects the time and efciency of
energy dispatch, the minimum route length can be described
as follows:

minD � 􏽘
n−1

i�1

�������������������

xj − xi􏼐 􏼑
2

+ yj − yi􏼐 􏼑
2
,

􏽲

(1)

where (xi, yi) is the site coordinate value and D is the route
length.

Te route security can ensure that the route of energy
dispatching between diferent sites do not collide, maximum
security can be described as follows:

max S �
􏽐
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i�2
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􏽱
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where S is the route security, (xoyo) is the coordinate value
of the collision-prone location near the two sites, and Nr is

the number of grids passing through the dangerous area in
the route.

Te energy consumption can ensure that the energy
dispatching can obtain a smoother route as much as possible,
and the turning angle variable and turning times are taken as
the main factors of the energy consumption index, and
minimum energy consumption can be described as follows:

minE � μ1 􏽘
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where E is the energy consumption value, σ(lk, li) is the
turning angle variable between line lk and line li, Nt is the
turning times, and μ1 and μ2 are the weight coefcient of the
turning angle variable and the turning times, respectively.

In actual energy dispatching, the abovementioned
evaluation indicators may lead to conficts in the route
optimization of energy dispatching. Terefore, in the route
optimization of energy dispatching, it is necessary to balance
various evaluation indicators, so it is necessary to set the
corresponding weight coefcients for each evaluation in-
dicator. Te comprehensive multiobjective function for
energy dispatching optimization can be defned as
a weighted combination of minimum route length, maxi-
mum security, and minimum energy consumption, which
can be described as follows:

J � hD ∗ minD +
hS

max S
+ hE ∗ minE, (5)

where hD, hS, and hE are the weight coefcients of the
minimum route length, maximum security, and minimum
energy consumption indicators, respectively.

2.2. Basic Constraints. In addition to the abovementioned
three main constraints, there are also some basic constraints
in the process of energy dispatching between diferent sites.
Tese constraints include trafc balance constraint, fow
direction unique constraint, and site unique constraint.

Te trafc balance constraint means that the trafc ar-
riving at site i is equal to the trafc leaving site i, which can be
described as follows:

􏽘
k∈N,i≠ k

Xki− 􏽘
j∈N,j≠i

Xij � 0, i ∈ N, (6)

where N is the set of all sites, k is the previous site of site i, j is
the next site of site i, Xki is the trafc arriving at site i, and Xij

is the trafc leaving site i.
Te fow direction unique constraint means that all

energies leaving site i and arriving at site j are unique, which
can be described as follows:

􏽘
i∈N,j≠i

X
E
ij � 􏽘

j∈N
y

E
j , (7)

where XE
ij is the energy leaving the site i, and yE

j is the energy
arriving at the site j.
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Te site’s unique constraint means that any station has
and only one route can pass through it, which can be de-
scribed as follows:

􏽘
k≠i≠j

Xkij � 1 k, i, j ∈ N,
(8)

where Xkij refers to the route through site i.

3. Intelligent Optimization Algorithm

3.1. PSO Algorithm. PSO algorithm is an evolutionary
computing technology that simulates bird fock foraging; it
seeks the optimal solution through cooperation and in-
formation sharing among individuals in the group. Te
particles in the PSO only have two attributes: speed and
position, where speed represents the speed of movement,
and position represents the direction of movement. Each
particle searches for the optimal solution individually in the
search space, which is marked as the individual optimal
value of the particle. Te individual optimal values of each
particle in the particle swarm are shared with each other, and
the optimal individual optimal value is found from it, which
is marked as the global optimal value. Each particle in the
particle swarm adjusts the next speed and position according
to the global optimal value and its own particle individual
optimal value.

Te main process of the PSO is as follows:

Step 1. Initialize parameters and randomly generate
a batch of uniformly distributed initial particles
Step 2. Calculate the ftness value of each particle in the
population
Step 3. Find out the individual optimal solution and the
global optimal solution
Step 4. Use the speed and position update equations to
update the population
Step 5. Determine whether the termination conditions
are met. If the conditions are met, execute Step 6,
otherwise, repeat Steps 2–5
Step 6. Output the route

3.2. ACO Algorithm. ACO algorithm is a probabilistic al-
gorithm that simulates ants’ foraging behavior to fnd op-
timal routes. Te working mechanism of the ant colony
algorithm is as follows: frst, we release the pheromone on
the route; second, we select a route randomly in the feasible
area, then accumulate the pheromone concentration
through the route cycle; and fnally, we select the route with
the highest pheromone concentration as the target route.
Te main shortcomings of the ACO at this stage are in-
sufcient initial pheromone, poor global search ability, low
algorithm solution efciency, and poor convergence. In view
of the abovementioned shortcomings, the main optimiza-
tion directions for improving the ACO are structure opti-
mization, parameter optimization, multialgorithm fusion,

search strategy, pheromone initialization, and update
strategy.

Te main process of the ACO are as follows:

Step 1. Initialize pheromone and related parameters;
Step 2. Build the solution according to the state
transition;
Step 3. Update the pheromone according to the update
rules;
Step 4. Determine whether the termination condition is
met. If the condition is met, execute Step 5, otherwise,
repeat Steps 2–4;
Step 5. Output the route.

4. Improved PSO-ACO Algorithm

4.1. ImprovedPSOStrategy. Te core of PSO is to update the
population using the speed and position update functions.
Te PSO speed update function can be described as follows:

vt � ω · vt−1 + c1 · r1 · pt−1 − xt−1( 􏼁 + c2 · r2 · gt−1 − xt−1( 􏼁,

(9)

where ω is the inertia weight coefcient, pt−1 is the particle
individual optimal at the previous moment, gt−1 is the
particle swarm global optimal at the previous moment, c1 is
the current optimal learning factor, c2 is the global optimal
learning factor, and r1 and r2 are random factors with
a range of (0, 1).

Te PSO uses linearly decreasing inertia weight co-
efcient, which can be described as follows:

ω � ωmax − ωmax − ωmin( 􏼁 ·
T

Tmax
, (10)

where ωmax is the maximum inertia weight coefcient, ωmin
is the minimum inertia weight coefcient, T is the current
iteration, and Tmax is the maximum iterations.

In the optimization process of the PSO, with the con-
tinuous evolution of the particle swarm, the vitality of the
particles continues to decline, which makes the particle
speed continue to decrease, and it is easy to fall into the local
optimal problem. In order to avoid the PSO falling into the
local optimal problem, the vitality factor is introduced into
the speed update function, which strengthens the diversity of
particle optimization and expands the particle search range.
Te vitality factor is the particle information with the most
obvious change between the global optimal solution at the
current moment and the global optimal solution at the
previous moment.

Te improved PSO speed update function can be de-
scribed as follows:

vt
′

� ω′ · vt− 1
′

+ c1 · r1 · pt−1 − xt− 1
′

􏼒 􏼓

+c2 · r2 · gt−1 − xt− 1
′

􏼒 􏼓 + c3 · r3 · kt−1 − xt− 1
′

􏼒 􏼓,

(11)
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where vt
′ represents the particle velocity at the current

moment, vt− 1
′ represents the particle velocity at the previous

moment, c3 represents the vitality factor, r3 is the random
factor with a range of (0, 1), and kt−1 is the particle changes,
which is the most obvious change at the previous moment.

Te improved PSO position update function can be
described as follows :

xt
′

� xt− 1
′

+ vt
′
, (12)

where xt
′ is the particle position at the current moment and

xt− 1
′ is the particle position at the previous moment.
Te inertia weight coefcient is the core parameter to

balance the global search and local search capabilities of
PSO. Te adaptive strategy can automatically adjust the size
of the inertia weight coefcient, so that all particles in the
particle swarm can continuously fnd the optimal solution
according to certain rules and optimize the performance of
the PSO. Te adaptive inertia weight coefcient can be
described as follows:

ω′ � ωmax − ωmax − ωmin( 􏼁 ·
fi(T) − fw

fb − fw

, (13)

where fi(T) is the particle ftness at the T-th iteration, and
fb and fw are the optimal and the worst value of the particle
ftness at the T-th iteration, respectively.

By introducing the vitality factor and the adaptive inertia
weight coefcient, the speed and position update functions
of the PSO can be efectively improved, and then, the
population update can be realized. In addition, the improved
PSO does not just output an optimal route, but outputs the
fnal route of all particles.

Te parameters in the improved PSO strategy are shown
in Table 1.

4.2. PSO-ACO Fusion Strategy. Te pheromone accumula-
tion of ACO is a positive feedback process, so the route
formed by the ant colony in the early stage will directly afect
the efective decision-making in the later stage. Te optimal
pheromones accumulation in the early stage of ACO is slow,
which greatly afects the efciency of energy dispatching. In
order to efectively and accurately complete the initial op-
timal pheromone accumulation, this paper proposes
a PSO-ACO fusion strategy, its specifc process is as follows:
First, we use the PSO to complete the route planning and
generate some optimized routes. Second, we convert this
part of the initial optimized routes into the enhanced
pheromone of the ACO. Ten, we obtain the initial pher-
omone of the ACO according to the environmental in-
formation. Finally, we combine the initial pheromone of the
ACO with the enhanced pheromone of the ACO to obtain
the initial pheromone of the improved PSO-ACO. It can be
described as follows:

τij
′

� τij
ACO

+ ∆τij
PSO

, (14)

where τij
′ is the initial pheromone of the improved PSO-

ACO, τij
ACO is the initial pheromone of the ACO, and

∆τij
PSO is the ACO enhanced pheromone converted

from PSO.
Trough the PSO-ACO fusion strategy, the efective

fusion of PSO and ACO is realized, so that the ant colony can
complete the initial pheromone accumulation faster.
Meanwhile, the ACO is optimized on the basis of the PSO
route, which can efectively avoid the blind search problem
of the ACO and improve the algorithm convergence speed
and search ability.

4.3. Improved ACO Strategy

4.3.1. Improved State Transition Probability. Te state
transition probability of the traditional ACO adopts the
roulette wheel method, and the search efciency of the route
is poor, which can be described as follows:

Pij(t) �

τij(t)􏽨 􏽩
α

· ηij(t)􏽨 􏽩
β

􏽐
j∈J(i)

τij(t)􏽨 􏽩
α

· ηij(t)􏽨 􏽩
β, j ∈ J(i),

0, otherwise,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(15)

where τij(t) is the pheromone concentration from site i to
site j at time t, α is the heuristic factor, β is the expectation
heuristic factor, J(i) is the set of optional subsequent sites for
ant at the site i, and ηij(t) is the heuristic function of the
route from site i to site j at time t, which can be described as
follows:

ηij(t) �
1

dij

, (16)

where dij is the distance from site i to site j.
In order to increase the diversity of route search and

improve the efciency of route search, this paper introduces
the angle guidance function based on the state transition

Table 1: Improved PSO strategy parameters.

Variables Description
vt
′ Particle velocity at the current moment

xt
′ Particle position at the current moment

ω′ Adaptive inertia weight coefcient
ωmax Maximum inertia weight coefcient
ωmin Minimum inertia weight coefcient
fi(T) Particle ftness at the T-th iteration
pt−1 Particle individual optimal at the previous moment

kt−1
Particle changes most obviously at the previous

moment
fw Worst value of particle ftness at the T-th iteration
mp Number of particles
c1 Current optimal learning factor
c2 Global optimal learning factor
c3 Vitality factor
T Current iteration
Tmax Maximum iterations
r1 r2 r3 Random factors
gt−1 Particle swarm global optimal at the previous moment
fb Optimal value of particle ftness at the T-th iteration
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probability of ACO. Te improved state transition proba-
bility can be described as follows:

μij(t) �
yj − yg

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

djg

(17)

Pij(t) � τ ′ij(t)􏼔 􏼕
α
ηij
′(t)􏽨 􏽩

β
μij(t)􏽨 􏽩

c
(18)

Pij
′
(t) �

Pij(t)

􏽐
j∈J(i)

Pij(t)
, j ∈ J(i),

0, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(19)

where τij
′(t) is the optimized pheromone concentration

from site i to site j at time t, ηij
′(t) is the optimized heuristic

function of the route from site i to site j at time t, μij(t) is the
angle guidance function of the route from site i to site j at
time t, c is the angle guidance factor, yj is the ordinate of the
site j, yg is the ordinate of the nearest target site, and djg is
the distance from the next feasible site to the nearest
target site.

Meanwhile, in order to improve the precision of route
goal search, the heuristic function is optimized, and the
distance from the next feasible node to the nearest target
node is introduced based on the traditional heuristic
function. Te optimized heuristic function can be described
as follows:

ηij
′(t) �

1

λ · dij + μ · djg􏼐 􏼑
2 , (20)

where λ and μ are the corresponding weight coefcients of
dij and djg, respectively.

4.3.2. Improved Pheromone Update Rules. Te pheromone
update of traditional ACO includes a local pheromone
update and global pheromone update. Ants will update the
local pheromone concentration from i-th node to j-th node,
and the global pheromone concentration will be updated
when the ant colony completes one iteration. Te local
pheromone and global pheromone update rules can be
described as follows:

τij(t) � (1 − δ)τij(t) + δτ0, δ ∈ (0, 1), (21)

τij(t + 1) � (1 − ρ)τij(t) + ∆τij(t), (22)

where τij(t) is the pheromone value of the route from the i-
th node to the j-th node at time t, δ is the local pheromone
volatilization rate, τ0 is a small constant, and ρ is the global
pheromone volatilization rate.

Aiming at the problem that the global optimal phero-
mone cannot be found in time in the global pheromone
update of the ACO, we introduce the pheromones of leader
ant and follower ants and propose a high-quality ant colony
pheromone update rule. Its update principle is to use the
leader ant’s guiding ability to lead the all follower ants to

move towards each target point and to avoid blind update of
global pheromones by updating only the pheromones of the
route to each target point. Our high-quality pheromone
update rule can make the search range of the ant colony
more concentrated on the optimal route direction in the
neighborhood and can efectively improve the convergence
speed and search quality of the algorithm, and fnally achieve
global optimization. Te high-quality pheromone update
rules can be described as follows:

τij
′

(t + 1) � 1 − ρ′􏼒 􏼓τij
′

(t) + ∆τij
′

(t), (23)

∆τij
′

(t) � 􏽘

mL

L�1
∆τL

ij(t), (24)

ρ′ � ξ
dsg

Jb

􏼠 􏼡, (25)

where ρ′ is the adaptive pheromone volatilization rate, Jb is
the optimal route multiobjective value, ξ is the adjustment
coefcient, the value is less than 1, and dsg is the distance
from the start site to the target site.

In the early stage of the algorithm, since Jb is large and
ρ′ is small, the pheromone concentration diference of each
route is small, this weakens the guidance function of the
leader ant and improves the global search scope and cal-
culation accuracy of the ant. As Jb gets smaller and smaller,
ρ′ increases rapidly, and the pheromone concentration
diference of each route increases; this enhances the
guiding ability of the leader ant, improves the search speed
of the ant colony, and enables the algorithm to converge
quickly. Te optimized pheromone increment expression is
as follows:

∆τL
ij(t) �

Q

WL

+
Q

WF

, j ∈ J(i),

0, others,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

WL � aAL + bBL,

WF � 􏽘

mF

F�1
A

F
L + B

F
L􏽨 􏽩,

(26)

where L represents the leader ant, F represents the follower
ants, and WL is the route comprehensive index taken by
leader ant, pheromones are allocated according to the
comprehensive index, the smaller the comprehensive index,
the better the route. WF is the route comprehensive index
taken by follower ants, Q is pheromone intensity, AL is the
route length of leader ant, BL is route turns number for
leader ant, a and b are the adjustment factors of route length,
which can be taken according to the route demand, AF

L is the
route length of follower ants in this iteration, BF

L is route
turns number for follower ants in this iteration, and mF is
the number of follower ants.Te total length and turns of the
route can be described as follows:
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AL � 􏽘
n−1

i�1

���������������������

xi+1 − xi( 􏼁
2

+ yi+1 − yi( 􏼁
2

􏽱

, (27)

BL � turn(s, . . . , i, j, . . . , g), (28)

where turn represents the turning between sites.
Te parameters in the improved ACO strategy are shown

in Table 2.

4.4. Improved PSO-ACO Algorithm Flow. Te main process
of the improved PSO-ACO are as follows:

Step 1. Determine the location of each site and calculate
the distance between any two sites
Step 2. Initialize the parameters of PSO
Step 3. Meet the three basic constraints of site
dispatching
Step 4. Update the particle individual optimal and the
global optimal solution
Step 5 Update the vitality factor
Step 6. Update particle speed and position
Step 7. According to the three constraints of minimum
route length, maximum security, and minimum energy
consumption, fnd some routes that satisfes any one of
the constraints
Step 8. Determine whether the maximum iteration of
the particle swarm is reached. If it is, execute Step 9,
otherwise, repeat Steps 4–7
Step 9. Output the optimized routes generated by the
improved PSO
Step 10. Initialize the parameters of the ACO and
obtain the initial pheromone of the ant colony
Step 11. Convert the optimized routes of PSO into ant
colony enhancement pheromone
Step 12. Obtain the initial pheromone of the improved
PSO-ACO. By fusing the initial pheromone and the
enhancement pheromone of the ant colony
Step 13. Move ants using the improved state transition
probability
Step 14. Modify pheromone concentration using the
improved pheromone update rules
Step 15. Meet the three main constraints and fnd the
optimal route
Step 16. Determine whether the maximum iteration of
the ant colony is reached. If it is, execute step 17,
otherwise, repeat steps 12–15
Step 17. Output the optimal route of the improved
PSO-ACO.

Te algorithm fowchart of the improved PSO-ACO
algorithm is shown in Figure 1.

4.5. Constraint Handling Methods and Computational
Complexity

4.5.1. Constraint Handling Methods. Tere are three basic
constraints and three main constraints for energy dis-
patching between diferent sites, we should strictly follow
these three basic constraints and meet three main con-
straints when executing the algorithm.

We set three basic constraints as the premise and basic
criterion for the algorithm to fnd the site route. If the al-
gorithm conficts with the three basic constraints in the
process of fnding routes in the early stage, it means that the
routes found are not met with the constraints, and they are
discarded directly.

We set three main constraints as the objective function
for the algorithm to fnd the optimal route. In the improved
PSO part, the routes found by particles with fewer violations
of the main constraints are called good routes. In the im-
proved ACO part, the route found by ants that do not violate
the three main constraints is the fnal optimal route.

In the process of algorithm execution, frst, based on the
three basic constraints, we fnd feasible routes that meet
them. Second, based on the three main constraints, we fnd
some good routes that meet any one or more constraints.
Finally, on this basis, the optimal route that fully meets the
three main constraints is found.

4.5.2. Computational Complexity. Computational com-
plexity is the resources occupied by the algorithm operation,
mainly including time complexity and space complexity.
Time complexity is how much time the algorithm takes
during operation, space complexity is the size of the memory
occupied by the algorithm during operation, and they are
usually approximated by large O values.

We set the site number of the energy dispatching
problem as n, the improved PSO-ACO algorithm mainly
includes improved PSO, PSO-ACO fusion, and improved
ACO. Ten, the time complexity of the proposed method is
the combination of the improved PSO and ACO time, which
can be described as follows:

T(n) � O Tmax ∗mp ∗ n􏼐 􏼑 + O Nmax ∗ma ∗ n( 􏼁, (29)

where O(Tmax ∗mp ∗ n) represents the time complexity of
the improved PSO, that is, the time complexity of all par-
ticles traversing n sites under its total number of iterations.
O(Nmax ∗ma ∗ n) represents the time complexity of the
improved ACO, that is, the time complexity of all ants
traversing n sites under its total number of iterations.

Te space complexity of the proposed method is the
memory occupied by the data stored by the algorithm and
the data generated during the operation of the algorithm,
which can be described as follows:

S(n) � O n
2

􏼐 􏼑 + O mp ∗ n􏼐 􏼑 + O ma ∗ n( 􏼁 + O(n), (30)
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where O(n2) represents the space complexity of storing the
distance between any two sites, O(mp ∗ n) represents the
space complexity of storing and recording the PSO route

generation, O(ma ∗ n) represents the space complexity of
storing and recording the ACO route generation, and O(n)

represents the space complexity of storing the fnal optimal
solution.

5. Experimental Results and Analysis

5.1. Experimental Platform and Algorithm Parameter Setting

5.1.1. Experimental Platform. In order to verify the feasi-
bility and efectiveness of the improved PSO-ACO algorithm
proposed in this paper in energy scheduling, simulation
experiments were conducted on the improved PSO-ACO
algorithm, ACO algorithm, MMAS algorithm, PSO algo-
rithm, and PSO update algorithm, respectively. Te simu-
lation environment is 20 cm× 20 cm, there are 10 sites for
energy dispatching. Diferent locations are set for the 10
sites, which can form diferent experimental scenarios. Te
simulation experiment is based on the HP Pavilion personal
computer (Intel (R) Core (TM) I7-9700F CPU, 3.0GHz,
8GB memory; NVIDIA Geforce GTX 1080 GPU).

5.1.2. Improved PSO-ACO Parameter. In the improved
PSO-ACO algorithm proposed in this paper, the parameters
are set as follows: the number of particles mp is 80, maxi-
mum PSO iterations Tmax is 2000, current optimal learning
factor c1 is 1.5, global optimal learning factor c2 is 1.5, vitality
factor c3 is 2, maximum inertia weight coefcient ωmax is 0.9,
minimum inertia weight coefcient ωmin is 0.3, number of
ants ma is 20, maximum ACO Iterations Fmax is 2000,

Table 2: Improved ACO strategy parameters.

Variables Description
α Heuristic factor
β Expectation heuristic factor
c Angle guidance factor
λ Weight coefcients of dij

ρ′ Adaptive pheromone volatilization rate
ξ Adjustment coefcient
a b Adjustment factors of route length
ma Number of ants
Fmax Maximum iterations
τACOij Initial pheromone of the ACO
∆τPSOij ACO enhanced pheromone converted from PSO
ηij
′(t) Optimized heuristic function of the route from site i to site j at time t

μij
′(t) Angle guidance function of the route from site i to site j at time t

dij Distance from site i to site j

djg Distance from site j to site g

dsg Distance from site s to site g

μ Weight coefcients of djg

AL Route length of leader ant
AF

L Route length of follower ants
BL Route turns number for leader ant
BF

L Route turns number for follower ants
Q Pheromone intensity
Jb Optimal route multiobjective value
τij
′ (t) Optimized pheromone concentration from site i to site j at time t

WL Route comprehensive index taken by leader ant
WF Route comprehensive index taken by follower ants

PSO initialization

Calculate particle fitness value

output optimal route

Y

N

Start

Find particle and population 
optimal solution

Update particles position and 
velocity by Eq. (11-13)

Introduce vitality factor

ACO initialization

Acquire ACO initial pheromone

Transformed into ACO
enhancement pheromone

Improved PSO-ACO Pheromone
by Eq. (14)

Optimize state transition 
probability by Eq. (17-20)

Optimize pheromone update rules
by Eq. (23-30)

Output routes

End

Y

N

Calculate sites location and 
distance

Follow three basic constraints

Meet any one main constraints Meet three main constraints

T Tmax F Fmax

Figure 1: Improved PSO-ACO algorithm fowchart.
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heuristic factor α is 1, expectation heuristic factor β is 7,
angle guidance factor c is 8, weight coefcient λ is 1, and the
other weight coefcient μ is 3.

5.1.3. Comparison Algorithm Parameter. Te four com-
parison algorithms are as follows:

ACO [42], a solution space search method suitable for
fnding optimal routes on graphs
MMAS [43], a search method that sets the maximum
and minimum pheromone intervals and adopts
elite rules
PSO [44], a solution search method based on in-
formation sharing among groups and evolving from
disorder to order
PSO update [45], a PSO optimization method for
constantly updating particle position and velocity

In the experiment, diferent parameters of the algorithm
may lead to diferent experimental results, and the same
basic parameters of the algorithm can ensure the fairness of
the algorithm comparison. In principle, the four comparison
algorithms and the improved PSO-ACO algorithm should
be set with the same parameters as much as possible.

According to the parameters of the improved
PSO-ACO algorithm, we set the parameters of ACO and
MMAS as follows: the number of ants is set to 20, the
maximum iterations number is set to 2000, the heuristic
factor is set to 1, the expectation heuristic factor is set to 7,
and the pheromone volatilization rate is set to 0.3. In
addition, the lower limit of pheromone concentration of
MMAS is set to 0.1, and the upper limit of pheromone
concentration is 1000.

We set the parameters of PSO and PSO update as fol-
lows: Te number of particles is set to 80, the maximum
iterations number is set to 2000, the inertia weight coefcient
is set to 0.8, the current optimal learning factor is 1.5, and the
global optimal learning factor is 1.5.

For the rest of the parameters in the comparison algo-
rithms, we adopt the default settings suggested in the cor-
responding literature.

5.2. Simulation Experiment

5.2.1. Experimental Scenario 1. On the premise of setting 10
sites at diferent locations, multiple sets of simulation ex-
periments were carried out for the 5 algorithms, respectively.
In scenario 1, the energy dispatching routes of fve algo-
rithms are shown in Figure 2.

In Figure 2, the energy dispatching route length of the
improved PSO-ACO algorithm is 58.05 cm, and the co-
incidence point is 0. Te energy dispatching route length of
the MMAS algorithm is 66.57 cm, and the coincidence point
is 1. Te energy dispatching route length of the ACO al-
gorithm is 71.28 cm, and the coincidence point is 2. Te
energy dispatching route length of the PSO update algorithm
is 73.01 cm, and the coincidence point is 1. Te energy

dispatching route length of the PSO algorithm is 97.63 cm,
and the coincidence point is 2.

Because pheromone is unique to ACO algorithm,
pheromone can only exist in ACO algorithm and its opti-
mization algorithm, so there is no pheromone in both PSO
algorithm and PSO update algorithm. Based on this, only the
improved PSO-ACO algorithm, MMAS algorithm, and
ACO algorithm have pheromone in the above fve algo-
rithms. Te pheromone situation of the three algorithms is
shown in Figure 3.

In Figure 3, the pheromone of the improved PSO-ACO
algorithm is concise and clear, while the pheromone of the
MMAS algorithm and the ACO algorithm is more complex.

5.2.2. Experimental Scenario 2. In scenario 2, the energy
dispatching routes of fve algorithms are shown in Figure 4.

In Figure 4, the energy dispatching route length of the
improved PSO-ACO algorithm is 64.29 cm, and the co-
incidence point is 0. Te energy dispatching route length of
the MMAS algorithm is 69.09 cm, and the coincidence point
is 1. Te energy dispatching route length of the ACO al-
gorithm is 76.93 cm, and the coincidence point is 2. Te
energy dispatching route length of the PSO update algorithm
is 80.42 cm, and the coincidence point is 2. Te energy
dispatching route length of the PSO algorithm is 90.23 cm,
and the coincidence point is 3.

Te pheromone situations of the three algorithms are
shown in Figure 5.

In Figure 5, the pheromone of the improved PSO-ACO
algorithm is concise and clear, while the pheromone of the
MMAS algorithm and the ACO algorithm is more complex.

5.2.3. Experimental Scenario 3. In scenario 3, the energy
dispatching routes of fve algorithms are shown in Figure 6.

In Figure 6, the energy dispatching route length of the
improved PSO-ACO algorithm is 72.74 cm, and the co-
incidence point is 0. Te energy dispatching route length of
the MMAS algorithm is 74.21 cm, and the coincidence point
is 1. Te energy dispatching route length of the ACO al-
gorithm is 84.60 cm, and the coincidence point is 2. Te
energy dispatching route length of the PSO update algorithm
is 90.03 cm, and the coincidence point is 1. Te energy
dispatching route length of the PSO algorithm is 102.71 cm,
and the coincidence point is 6.

Te pheromone situations of the three algorithms are
shown in Figure 7.

In Figure 7, the pheromone of the improved PSO-ACO
algorithm is concise and clear, while the pheromone of the
MMAS algorithm and the ACO algorithm are more
complex.

5.3. Simulation Results and Analysis. In order to ensure the
efectiveness of the algorithm, we set up 20 experimental
scenarios and carried out 20 sets of simulation experiments
on fve algorithms, respectively. Te experimental data are
shown in Table 3.
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Figure 2: Energy dispatching routes of fve algorithms in scenario 1. (a) Improved PSO-ACO algorithm energy dispatching route; (b)
MMAS algorithm energy dispatching route; (c) ACO algorithm energy dispatching route; (d) PSO update algorithm energy dispatching
route; (e) PSO algorithm energy dispatching route.
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Figure 3: Pheromones of three algorithms in scenario 1. (a) Improved PSO-ACO algorithm pheromone; (b) MMAS algorithm pheromone;
(c) ACO algorithm pheromone.

10 International Journal of Intelligent Systems



16
14
12
10

8
6
4
2
0

0 2 4 6 8 10 12 14 16 18 20

Improved PSO-ACO Route

18
20

(a)

0 2 4 6 8 10 12 14 16 18 20

MMAS Route

16
14
12
10

8
6
4
2
0

18
20

(b)

0 2 4 6 8 10 12 14 16 18 20

ACO Route

16
14
12
10

8
6
4
2
0

18
20

(c)

0 2 4 6 8 10 12 14 16 18 20

PSO Update Route

16
14
12
10

8
6
4
2
0

18
20

(d)

0 2 4 6 8 10 12 14 16 18 20

PSO Route

16
14
12
10

8
6
4
2
0

18
20

(e)

Figure 4: Energy dispatching routes of fve algorithms in scenario 2. (a) Improved PSO-ACO algorithm energy dispatching route;
(b) MMAS algorithm energy dispatching route; (c) ACO algorithm energy dispatching route; (d) PSO update algorithm energy dispatching
route; (e) PSO algorithm energy dispatching route.
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Figure 5: Pheromones of three algorithms in scenario 2. (a) Improved PSO-ACO algorithm pheromone; (b) MMAS algorithm pheromone;
(c) ACO algorithm pheromone.
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Figure 6: Energy dispatching routes of fve algorithms in scenario 3. (a) Improved PSO-ACO algorithm energy dispatching route;
(b) MMAS algorithm energy dispatching route; (c) ACO algorithm energy dispatching route; (d) PSO update algorithm energy dispatching
route; (e) PSO algorithm energy dispatching route.
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Figure 7: Pheromones of three algorithms in scenario 3. (a) Improved PSO-ACO algorithm pheromone; (b) MMAS algorithm pheromone;
(c) ACO algorithm pheromone.
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In Table 3, S represents the sites, L represents the route
length, T represents the route time, and P represents the
route coincidence point.

It can be seen from Table 3 that in 20 experiments, the
energy dispatching route length range of the improved
PSO-ACO algorithm is from 58.05 cm to 79.35 cm, the time-
consuming range is from 2.68 s to 3.53 s, and the coincidence
point is always 0. Te energy dispatching route length range
of the MMAS algorithm is from 60.36 cm to 82.42 cm, the
time-consuming range is from 3.50 s to 3.99 s, and the co-
incidence point is 0 or 1.Te energy dispatching route length
range of the ACO algorithm is from 67.69 cm to 90.43 cm,
the time-consuming range is from 4.03 s to 4.94 s, and the
coincidence point range is from 1 to 3. Te energy dis-
patching route length range of the PSO update algorithm is
from 68.22 cm to 100.34 cm, the time-consuming range is
from 3.76 s to 4.27 s, and the coincidence point range is from
0 to 2. Te energy dispatching route length range of the PSO
algorithm is from 72.15 cm to 117.45 cm, the time-
consuming range is from 4.12 s to 4.99 s, and the co-
incidence point range is from 2 to 6.

In order to better observe the experimental results, the
experimental data are visualized and compared. Te visu-
alization efects of 20 experiments are shown in Figure 8.

It can be seen from Figure 8 that under 20 diferent
energy dispatching experimental scenarios, the improved
PSO-ACO algorithm has the shortest dispatching route, the
least time-consuming, and no route overlap. MMAS algo-
rithm, ACO algorithm, PSO update algorithm have longer
dispatching routes, more time-consuming, and more co-
incidence points. PSO algorithm has the longest dispatching
route, the most time-consuming, and the most coincidence
points. Te simulation results show that the improved
PSO-ACO algorithm proposed in this paper is efective and
superior in energy dispatching.

Meanwhile, according to the comprehensive perfor-
mance indicators such as energy dispatching route length,
route time, and route coincidence points, 20 sets of ex-
perimental data are comprehensively analyzed, and the
average performance indicators of fve algorithms can be
obtained, as shown in Table 4.

Based on the average performance indicators of the fve
algorithms, the following conclusions can be reached.

(1) In Table 4, the average route length of the improved
PSO-ACO algorithm proposed in this paper in the
energy dispatching simulation experiment is
66.07 cm, the average time is 3.07 s, and the average
route coincidence point is 0.

(2) It can be seen from Table 4 that the improved
PSO-ACO algorithm proposed in this paper has the
shortest route. Te average route length is 10.24 cm,
4.09 cm, 14.03 cm, and 12.26 cm less than the ACO
algorithm, MMAS algorithm, PSO algorithm, and
PSO update algorithm, respectively.

(3) It can be seen from Table 4 that the improved
PSO-ACO algorithm proposed in this paper has the
shortest time.Te average time is 1.28 s, 0.72 s, 1.66 s,
and 0.93 s less than the ACO algorithm, MMAS
algorithm, PSO algorithm, and PSO update algo-
rithm, respectively.

(4) It can be seen from Table 4 that the improved
PSO-ACO algorithm proposed in this paper has the
fewest coincidence points. Te average coincidence
point is 1.55, 0.7, 3.15, and 1.35 less than ACO al-
gorithm,MMAS algorithm, PSO algorithm, and PSO
update algorithm respectively.

(5) In conclusion, the improved PSO-ACO algorithm
proposed in this paper is a successful multiobjective

Table 3: Experiment results of intelligent algorithm energy dispatching.

S
IPSO-ACO ACO MMAS PSO PSO update

L (cm) T (s) P L (cm) T (s) P L (cm) T (s) P L (cm) T (s) P L (cm) T (s) P
1 58.05 2.89 0 71.28 4.73 2 66.57 3.8 1 97.63 4.75 2 73.01 3.85 1
2 64.29 3.14 0 76.93 4.42 2 69.09 3.5 1 90.23 4.87 3 80.42 4.21 2
3 72.74 3.35 0 84.60 4.55 1 74.21 3.84 1 102.71 4.67 6 90.03 3.88 1
4 63.50 3.08 0 72.76 4.5 1 70.59 3.86 0 78.89 4.94 2 70.67 4.07 1
5 78.98 3.53 0 86.17 4.65 1 82.42 3.91 0 114.15 4.68 3 100.34 4.27 2
6 62.59 2.68 0 75.19 4.16 1 65.90 3.87 1 94.50 4.54 5 78.99 3.91 2
7 64.41 3.29 0 80.08 4.27 2 72.12 3.78 1 93.58 4.63 3 84.21 4.05 2
8 58.74 2.97 0 68.90 4.23 2 60.36 3.99 1 72.15 4.35 2 68.22 3.93 1
9 61.13 2.78 0 70.73 4.12 3 67.07 3.93 1 76.29 4.12 3 70.70 3.86 2
10 64.87 2.82 0 69.71 4.06 1 68.67 3.6 1 74.93 4.76 2 71.01 3.94 1
11 79.35 2.92 0 90.43 4.94 2 81.83 3.93 1 117.45 4.64 6 95.27 3.98 1
12 66.65 3.26 0 70.79 4.38 2 67.51 3.63 1 77.23 4.84 2 70.85 3.85 2
13 62.12 3.05 0 69.49 4.03 1 65.61 3.74 0 77.11 4.59 2 70.87 3.76 1
14 64.43 3.04 0 74.05 4.28 2 70.29 3.61 1 79.98 4.96 2 71.39 4.12 1
15 75.08 3.35 0 86.86 4.64 1 77.48 3.72 0 96.66 4.67 2 85.43 4.05 1
16 66.86 2.92 0 82.24 4.43 2 70.99 3.83 1 88.03 4.79 3 82.56 4.08 0
17 61.04 3.02 0 71.98 4.13 1 65.83 3.67 0 76.83 4.92 2 73.61 4.11 1
18 60.94 2.98 0 68.55 4.11 1 63.56 3.78 1 83.26 4.99 5 79.48 4.07 2
19 62.6 3.06 0 67.69 4.09 1 63.63 3.84 0 99.51 4.93 6 68.67 3.95 2
20 72.93 3.26 0 87.80 4.24 2 79.56 3.97 1 90.80 4.91 2 80.78 4.09 1
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Figure 8: Intelligent algorithm simulation visualization results. (a) Intelligent algorithm dispatching route length; (b) intelligent algorithm
dispatching route time; (c) intelligent algorithm route coincidence point.
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optimization algorithm, which can complete the
safest and shortest energy dispatching route with the
shortest time and the least energy consumption.

6. Conclusion and Future Work

Tis paper proposes an improved PSO-ACO algorithm
combining PSO algorithm and ACO algorithm. It makes full
use of the fast convergence ability of PSO algorithm and the
robustness of ACO algorithm, which can improve the overall
performance of energy dispatching, realize the safe, accurate
and rapid energy dispatching, and efectively solve the
problem of energy waste.

Te improved PSO-ACO algorithm can obtain a better
global optimal route in energy dispatching. Compared with
ACO algorithm, MMAS algorithm, PSO algorithm, and PSO
update algorithm, it has the shortest route length, less
running time, no coincidence, and highest safety
performance.

We verifed the efectiveness and feasibility of the im-
proved PSO-ACO algorithm through 20 sets of simulation
experiments under diferent scenarios and proved that it is
a successful algorithm that can be used to solve multi-
objective optimization problems.

In the future, we can also consider other hybrid algo-
rithms and combine the advantages of various algorithms to
solve the multiobjective optimization problem of energy
dispatching. In addition, we can continuously improve the
complexity of energy dispatching scenarios, so that the
optimization algorithm can quickly and accurately plan the
optimal route in any working scenarios.
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