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Te manufacturing processes of unmanned aerial vehicle (UAV) power systems generate large amounts of data and knowledge.
Te extraction of useful information or patterns from redundant data and knowledge texts has become a challenge in intelligent
manufacturing. Unfortunately, graphics processing unit (GPU)-based parallel computing is limited, and the inference speeds of
the available named entity recognition (NER) models for Chinese text datasets are low because they are mainly based on the long
short-term memory (LSTM) algorithm. Herein, frst, the fat-lattice transformer (FLAT) model was optimized by using a sto-
chastic gradient descent with momentum (SGDM) optimizer and adjusting the model hyperparameters. Compared with the
existing NER methods, the proposed optimization algorithm achieved better performance on the available dataset. Ten, an NER
method named the TL_FLAT model based on transfer learning and the abovementioned optimization model was introduced.
Finally, a Chinese text dataset from a UAV power system created by the authors was used to validate the proposed method.Te F1
score was 76.26%, the precision value was 76.98%, and the recall value was 75.56%, indicating that the TL_FLAT model was
suitable for Chinese text entity recognition for UAV power systems.

1. Introduction

Advanced assembly technology determines the
manufacturing costs, production cycles, and fnal quality
levels of UAV power systems and is the core indicator of the
development level of a country’s aviation industry [1, 2]. Te
textual knowledge of a UAV power system usually exists in
the form of unstructured text data, such as technology
patents, standards, product manuals, and technical docu-
ments. As an important carrier, UAV power system text
knowledge contains a large amount of technical information
and knowledge generated during the design, production,
and manufacturing processes of the aviation industry.
However, the extraction of useful information or patterns
from redundant data and knowledge texts has become
a challenge in intelligent manufacturing.

Natural language processing (NLP) techniques focus on
how to mine and use valuable information derived from
unstructured data and form an important branch of artifcial
intelligence. Named entity recognition (NER) is an im-
portant direction of NLP that aims to obtain meaningful
entities and entity types from large amounts of textual data
(e.g., names, locations, and organizations). NER is also one
of the key technologies in the knowledge graph for the
intelligent assembly of aerospace power systems. NER frst
appeared at the Sixth Message Understanding Conference
(MUC-6), and it essentially extracts various category entities
from unstructured input text. Compared with English NER,
Chinese NER has no obvious word boundary information,
and it is relatively intuitive to use character information for
Chinese NER [3]. Many researchers have conducted related
studies on Chinese entity recognition methods, such as rule-
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based methods, dictionary-based methods, deep learning-
based methods, and word-information-based methods
[4–6]. Wang et al. [7] used sensitive word rule methods to
recognize the real conversational intentions of users, solving
the error-conduction problem caused by inaccurate word
separation outputs and achieving better results. Tis type of
method mainly relies on experts to develop rules, has high
corpus requirements, relies strongly on lexicons and rules,
and has better recognition efects for entities that exist in the
lexicons or are covered in the rules; however, such a method
cannot recognize complex entities. Xiang and Shi Xiaodong
[8] used a combination of statistics and rules and employed
a hidden Markov model for entity recognition, yielding
a signifcant improvement, but their approach could not
efectively solve the entity ambiguity problem.

Deep learning, with its ability to autonomously learn
features, has been widely used for NER since it was proposed
in 2006 [9]. Majtner et al. [10] used a deep learning method
to recognize entities belonging to the black tumor category
in the medical feld, which solved the inefcient manual
extraction of features and achieved a better recognition
efect, but themethod could not efectively solve the complex
entity recognition and entity embedding problems. After the
bidirectional encoder representations from transformers
(BERT) algorithm was proposed [11], Ren et al. [12] used the
location vector information in the BERT algorithm to
achieve improved recognition of entities such as indicator
names, and then they employed a bidirectional long short-
term memory (BiLSTM) algorithm to learn the long-
sequence semantic features in the quantitative indicators
of the standard texts of fsheries. Ten, an attention
mechanismwas fused with the BERT+BiLSTM algorithm to
solve the long-sequence semantic dilution problem, and
fnally, a conditional random feld (CRF) layer was used to
obtain the predicted sequence labels. However, entity rec-
ognition in the feld of aviation manufacturing and assembly
mainly concerns the recognition of key features such as the
algorithm, parts, parameters, materials, functions, struc-
tures, and features involved in web pages, documents,
patents, technical reports, etc., which are apparently do-
mestic and foreign. Sui et al. [13] proposed a multimodal
multitasking algorithm based on their own labeled dataset to
explore a multimodal named entity recognition (NER)
approach for Chinese textual and auditory content by in-
troducing a speech-to-text alignment assistance task. Zhang
et al. [14] proposed a machine reading comprehension
framework that integrates adaptive positive untagging
techniques into NER and experimentally demonstrated that
the framework is efective for datasets containing a large
number of untagged entities.

Based on this, deep learning and machine learning were
combined to propose an NER method for aviation
manufacturing based on transfer learning and a fat-lattice
transformer (FLAT) model in this paper. Te automatic
extraction of entities from a text can lay the foundation for
the construction of a knowledge graph for a UAV power
system assembly.Temain contributions of this paper are as
follows:

(1) For the case of data scarcity in the aviation
manufacturing industry, a Chinese text dataset was
created for the assembly of UAV power system
components in a UAV power system.

(2) A model named the TL-FLAT, in which the FLAT
model’s fat-lattice structure and relative position
encoding were combined, making full use of lattice
information and possessing the excellent parallelism
capability of transformers, was optimized and per-
formed for the Chinese text dataset of the UAV
power system.

(3) Transfer learning was used as a guide for achieving
efective entity recognition for small-scale datasets
with the TL-FLAT algorithm.

2. Related Work

2.1. Overview of Chinese NER. NER has been a research
hotspot, and its related methods are mainly based on rules
and lexicons, machine learning, deep learning techniques,
etc. Gradual lexical enhancement through the introduction
of lexical information has become an important means for
enhancing Chinese NER indicators.

NER method-based rules and lexicons rely on manually
developed rules, which are based on domain-specifc gaz-
etteers and syntactic lexical patterns, but such rules have
mostly been developed for entity knowledge within a do-
main and cannot be generalized for all domains. Kim and
Woodl [15] used artifcial rules for NER in the spoken input
text. Alexandra Pomares Quimbaya et al. [16] used an ar-
tifcial rule-based dictionary to extract named entities from
electronic medical record texts, and more well-known
systems include LaSIE [17], NetOwl [18], Facile [19], and
SAR [20]. When the given lexicon is exhaustive, rule-based
systems are good choices. However, in some specifc do-
mains, high precision and low recall are often yielded by
such systems due to their specifc rules and incomplete
vocabularies, and these systems are not transferable to other
domains.

Te traditional machine learning-based NER method
takes probability statistics as the essential NER sequence
labeling problem. A sequence labeling method extracts
entity blocks from marker sequences, and then the extracted
entity blocks are grouped together to fnally obtain named
entities and their categories (composed of several words).
Tere are two main types of methods: supervised and un-
supervised methods, and the typical unsupervised learning
method is clustering [21]. Collins [22] used only a small
amount of seed annotation data and seven entity features,
including spelling, the entity context, and the entity itself, for
entity recognition. Nadeau et al. [23] proposed an un-
supervised system for gazetteer construction and named
entity disambiguation; their approach is based on simple and
efcient heuristics through the combination of entity ex-
traction and disambiguation. Trough supervised learning,
NER can be transformed into a multiclass classifcation or
sequence annotation task. Given a data sample with an-
notations, carefully designed features can be used to
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represent each training example. Machine learning models
can then be used to identify similar patterns from unknown
data. Many machine learning models have been applied in
supervised NER, such as the hidden Markov model (HMM)
[24], the decision tree, the maximum entropy model [25],
the support vector machine (SVM) [26], and the conditional
random feld (CRF) [27].

In recent years, deep learning-based NER models have
dominated and achieved some results; compared with
feature-based approaches, deep learning helps to automat-
ically discover hidden features. In English NER, neural
network-based NER structures are divided into word-level
[28, 29] and character-level [30, 31] according to how they
represent words in sentences. However, compared with
English, Chinese texts have characteristics such as difculty
determining the boundaries of related entities and complex
grammatical structures, which make it difcult to name
entities in Chinese. Terefore, the Chinese NER task is
generally decomposed into two subtasks: Chinese word
segmentation and word sequence annotation, which are
based on the word sequence information that can enable
character-based sequence learning of multiboundary in-
formation. However, Chinese word boundary segmentation
errors impact entity recognition. To solve this problem, an
LSTM model, the Lattice-LSTM model [32], which uses all
words in a sentence that are matched by a single character
and encodes these words into a directed acyclic graph
(DAG), was proposed. Due to its rich lexical information,
Lattice-LSTM has achieved good results on various datasets;
however, the DAG structure sometimes fails to select the
correct path, which may lead to the degradation of the lattice
model into a partially word-based model. To solve the
abovementioned problem, Liu et al. [33] proposed a new
word-character LSTM (WC-LSTM)model to integrate word
information into a character-based model, which frst rep-
resents a Chinese sentence as a series of character-word pairs
to integrate word information into each character, thus
ensuring that the model does not degenerate into a partially
word-based model. Tey also designed four-word encoding
strategies that can encode word information into fxed-size
vectors, thus enabling the model to be batch trained and
adapted to various application scenarios. Gui et al. [34]
proposed a convolutional neural network (CNN)-based
Chinese NERmodel with lexicon rethinking (RCNN), which
encodes matched words with diferent window sizes. Te
model mainly processes the whole input sentence as well as
all potential words in parallel with a CNN and applies
a refection mechanism to handle conficts between potential
words in the lexicon. Gui et al. [35] proposed a lexicon-based
graph neural network for Chinese NER (LGN), which treats
Chinese NER as a node classifcation task to achieve better
interaction efects and obtain better predictions between
characters and words. Sui et al. [36] addressed the lexical
matching problem and proposed a character-based collab-
orative graph network, including an encoding layer, a graph
layer, a fusion layer, and a decoding layer. Ding et al. [37]
proposed a multidirectional graph model that can efectively
solve the confict matching problem by learning contextual
information. However, the abovementioned models all use

LSTM as their backbone encoder, and this hybrid encoding
technique can make the model complicated because NER is
very sensitive to sentence structures. Yan et al. [38] proposed
an improved transformer encoder for NER (TENER), which
improves the performance of transformer-based models in
the NER task by using directional relative position encoding,
thus reducing the number of parameters and improving the
attention distribution for the Chinese NER task; this ap-
proach was shown to perform better than a BiLSTM-based
model through experimental validation. Ma et al. [39]
proposed implementing a Lattice-LSTM model by com-
bining all matching words for each character into a char-
acter-based NER model, which not only encodes lexical
information in character representations but also enables
a fast inference speed.

2.2. NER inAviationManufacturing. Te lack of a canonical
annotated corpus has been a major difculty for domain-
specifc NER; however, the training processes of deep net-
work models usually require a large annotated corpus for
training. Otherwise, overftting tends to occur. Terefore,
the direct application of deep network models to specifc
domains is usually not very useful [40]. One study combined
deep learning with active learning and introduced a light-
weight NER method, the CNN–CNN-LSTM model, to ac-
celerate this operation and reduce the amount of labeled
training data required [41]. Pretrained word embeddings
were performed via transfer learning on unlabeled electronic
health records for secondary tasks, and the output em-
beddings were used as the basis for a series of NN archi-
tectures [42]. Furthermore, an approach using
a combination of active learning and self-learning was
proposed to reduce the workload required for the NER task
involving tweet streams [43]. Certainly, transfer learning has
also been widely used in NER; for example, a mandarin NER
module based on a transfer learning system was constructed
for collecting and analyzing disaster information in disaster
management [44]. To address the lack of labeled data in
artifact recognition, [45] proposed a combination of
BiLSTM and a CRF for named artifact entity recognition,
which is a semisupervised model that uses labeled data to
conduct training to achieve efective recognition perfor-
mance. Some researchers have studied the application of
deep learning in the feld of aviation. Iacovelli et al. [46–48]
applied intelligent refective surfaces, swarm intelligence,
and other strategies to the feld of UAV Internet to maximize
the reliability and efectiveness of UAV communication.
Zhou et al. [49] proposed a distributed graph embedding-
based sequence knowledge graph convolutional network
model (SKGCN, “sequence knowledge graph convolutional
network”) for assembly process planning, taking the aero-
engine pressurizer rotor as the research object.

3. Applications of the FLAT Used in NER for
a UAV Power System Dataset

AUAV power system dataset is characterized by difculty in
determining the boundaries of relevant entities, complex
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Chinese grammatical structures, and a small amount of data,
so an efective method for improving the efect of NER for
UAV power system datasets is urgently needed. Tis ap-
proach should maximize the use of lexical information,
avoid the loss of lexical information, be compatible with the
lexical architecture, and accelerate the inference speed of the
model. Based on this idea, this paper proposes a model that
can be used for Chinese text entity recognition for UAV
power system parts, the TL_FLAT model. Te model takes
the relative position relationship information of the entities,
words, and characters in a sequence of sentences as its in-
puts, adopts a transformer model as the encoder and de-
coder, and then uses a CRF as a classifer to perform
sequence labeling on the features output by the transformer
to obtain the optimal solution for the labeled sequence.

3.1. Lattice-LSTMModel Architecture. Lattice-LSTM [32] is
a Chinese NER model based on an LSTM model that uses
Lattice-LSTM to characterize the words in a sentence and
integrate the potential word information into a character-
based LSTM-CRF, which is a good solution to the NER error
problem and the inability to fully utilize the explicit word
and word order information contained in the given sentence
based on word separation and character-based methods.

Lattice-LSTM can be viewed as adding words as inputs to
a character-based NER model, where the lattice is a DAG
where each node is a character or a potential word. Suppose
that the inputs are a sequence of characters c1, c2, ..., cm and
a subsequence of all characters matching the words in
dictionary D. Lattice-LSTM automatically segments large
raw text to construct a dictionary D. wd

b,e is used to denote
a subsequence in a sentence, where b is the starting subscript
of a character, and e is the ending subscript of a character.
Figure 1 shows an example with the sentence “(in Chinese)
wu ren ji dong li xi tong (UAV power system)” for “(in
Chinese) wu ren (nobody).”

Te basic structure of Lattice-LSTM is the same as that of
character-based LSTM, with cj representing the j th character
of an input with a character sequence c1, c2, ..., cm and each
character passing through the embedding layer. Te word
representation can be obtained from the following equation:

x
c
j � e

c
cj􏼐 􏼑, (1)

where ec is the character embedding matrix.
After the model obtains the character representation

through the character embedding matrix, it can obtain the
cell state and hidden state through the input gate, forget gate,
and output gate. Te decoding part of the model uses a CRF
layer connected to the top layer of the model, calculates the
output probability for each hidden layer, and selects the
maximum output probability P(y | s). For a labeled se-
quence y � (l1, l2, ..., lτ), the probability is calculated, as
shown in the following equation:

P(y | s) �
exp 􏽐i W

li
CRFhi + b

li−1, li( )
CRF􏼒 􏼓􏼒 􏼓

􏽐y′exp 􏽐i W
li′
CRFhi + b

li −1′,l
′
i( 􏼁

CRF􏼠 􏼡􏼠 􏼡

, (2)

where hi is a representation of the hidden layer nodes, y′
denotes an arbitrary sequence of labels, Wli

CRF is a model
parameter for li, b

(li−1 ,li)

CRF is a bias that is specifc to li−1 and li,
i � 1, 2, ..., τ, where τ is n for character-based and lattice-
based models and m for word-based models.

Although Lattice-LSTM efectively improves the NER
performance of the model, its forward and backward lexical
information cannot be shared when BiLSTM is utilized due
to the recurrent neural network (RNN) characteristics of this
network, which do not retain continuous memory with
lexical information.

3.2. Model Architecture of the FLAT. A transformer model
[50] uses a full-attention structure instead of LSTM,
abandoning the traditional encoder-decoder model that
must combine the inherent patterns of CNNs or RNNs and
using a positional encoding mechanism for data pre-
processing, thereby achieving better results while reducing
computational efort and improving parallel efciency.

Tis model is essentially composed of two structurally
similar encoders and decoders, which are stacked by six
identical basic layers, each of which consists of two sub-
layers, multihead attention, and a feedforward network
(FFN), as shown in Figure 2.

Te principle of the attention mechanism is to mimic the
attention of the human brain by selectively allocating its
limited attention to the most important information. Te
encoder-decoder architecture with an attention mechanism
is an improvement upon the traditional sequence-to-
sequence model architecture, where both the encoder and
decoder are RNNs.Te encoder accepts an input sequence of
tokens and encodes it into a fxed-length vector; the decoder
takes a fxed-length vector as input and generates an output
sequence in a token-to-token manner.

In the attention layer, the transformer computes the
attention of multiple headers independently and stitches the
results with a certain weight to obtain the fnal output; each
computation is performed with the following equation:

Attention(A, V) � softmax(A)V,

Aij �
QiK

T
j

��
dk

􏽰⎛⎝ ⎞⎠,

|Q, K, V| � Ex Wq, Wk, Wv

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(3)

where Q, K, V is the matrix of input word vectors, dk is the
dimensionality of the input vector, E is the frst token
embedding layer or the output of the previous layer,
Wq, Wk, Wv ∈ Rdmodel×dhead are learnable parameters, and Aij

is the attention module that is responsible for automatically
learning the attention weights. In the multihead attention
layer, K and V come from the output of the encoder, and Q
comes from the output of the decoder in the previous layer,
so the input of the decoder has the encoder output in ad-
dition to the token embeddings and position encodings.

To solve the degradation problem in deep learning, each
sublayer of the transformer coding unit is connected with
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a residual connection and layer normalization, which in-
cludes two linear transformations and one nonlinear acti-
vation function. Te calculation principle is shown in the
following equation:

FFN � max 0, xW1 + b1( 􏼁W2 + b2. (4)

x denotes the input, W1 and W2 are the parameters that
can be learned in the layers before and after the middle layer,
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Figure 2: Transformer model architecture [50].
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respectively, and b1 and b2 are the bias parameters that can
be learned in the layers before and after the middle layer,
respectively. However, the original transformer, which
captures sequence information via absolute position
encoding, is not directly applicable to the NER task [38, 51].
Te principle of the FLAT [52] is as follows: frst, the lattice
structure is fattened from a DAG to a fat structure and then
combined with the position vector representation idea of the
transformer. For each character and vocabulary, head po-
sition and tail position encodings are constructed to re-
construct the original lattice structure, where the head and
tail of each character are the same and the head and tail of
each vocabulary are skipped. As shown in Figure 3, a token is
a character or word. Te head and tail indicate the position
indices of the frst and last characters of the token in the
original sequence, respectively, and they indicate the posi-
tion of the token in the lattice. Te sequence of characters is
frst constructed using tokens with the same head and tail,
and then skip paths are constructed using the heads and tails
of other tags (words).

Since the FLATstructure consists of spans with diferent
lengths, the relative position encodings of spans are used to
encode the interactions between spans. For two spans xi and
xj in a lattice, there are three possible relations: intersection,
inclusion, and separation, which are determined by their
heads and tails. Te relations are calculated by successive
transformations of the head and tail information. Let head[i]

and tail[i] denote the head and tail positions of the span xi,
respectively. Four relative distances can be used to represent
the relationship between xi and xj.

d
(hh)
ij � head[i] − head[j],

d
(ht)
ij � head[i] − tail[j],

d
(th)
ij � tail[i] − head[j],

d
(tt)
ij � tail[i] − tail[j],

(5)

where d
(hh)
ij denotes the distance between the head of xi and

the tail of xj, and d
(ht)
ij , d(th)

ij , and d
(tt)
ij have similar meanings.

To fnd the optimal algorithm, the fnal relative position
encoding of the span is a nonlinear transformation of the
four distances, and we use the rectifed linear unit (ReLU)
nonlinear activation function, as shown in the following
equation:

Rij � ReLU Wr P
d

(hh)

ij

⊕P
d

(th)

ij

⊕P
d

(ht)

ij

⊕P
d

(tt)

ij
􏼒 􏼓􏼒 􏼓, (6)

where Wr is the learnable parameter and ⊕ denotes the
tandem operator. Pd is the absolute position coding used by
the transformer. Te main principle is to set a number for
each position, and each number corresponds to a vector.
Ten, by combining the position vector and word vector,
a section of position information can be introduced into
each word to help the attention mechanism distinguish
words in diferent positions and learn the position in-
formation, as shown in the following equation:

Pd(pos, 2i) � sin
pos

10, 0002i/dmodel
􏼠 􏼡,

Pd(pos, 2i + 1) � cos
pos

10, 0002i/dmodel
􏼠 􏼡.

(7)

Ten, a modifed multihead attention mechanism [53] is
used to encode the relative span positions, as shown in the
following equation:

A
∗
i,j � W

T
q E

T
xi

Exi
Wk,E + W

T
q E

T
xi

RijWk,R + u
T
Exi

Wk,E

+v
T
RijWk,R,

(8)

where Wq, Wk, Wv ∈ Rdmodel×dhead and u, v ∈ Rdhead are learn-
able parameters, and A will be replaced by A∗ in
equation (3).

Finally, the character representation is placed in the
output layer, and this layer uses a CRF.

4. Proposal of a TL-FLAT Algorithm Based on
FLAT Model Optimization and
Transfer Learning

4.1. FLAT Optimization with SGDM and Hyperparameter
Adjustment. Te chosen model optimization algorithm is
directly related to the performance of the fnal model, and
sometimes the poor results obtained may not be caused by
features or the model design but rather by the optimization
algorithm. Te most commonly used optimization models
are stochastic gradient descent (SGD) and adaptive moment
estimation (Adam). SGD is the most basic and commonly
used optimization algorithm for deep learning models, but it
possesses problems such as slow descent speed and possible
continuous oscillation on both sides of the gully. Terefore,
SGD with momentum (SGDM) [54], which introduces frst-
order momentum on top of SGD to suppress the oscillation
of SGD, was introduced. SGDM considers that the gradient
descent process can incorporate inertia to increase the de-
scent rate. Kingma et al. [55] describe an adaptive learning
rate-based algorithm that stores not only the average of the
historical squared gradients of exponential decay as in
AdaDelta and root mean square propagation (RMSprop) but
also the mean of the exponential decay of historical gradi-
ents, and it calculates adaptive learning rates for each
parameter.

Terefore, we choose the SGDM and Adam algorithms
to optimize the model separately for experiments to derive
the optimization algorithm that makes the model
perform best.

Te selected hyperparameter values [56] play a decisive
role in the performance of deep learning models; for ex-
ample, the learning rate is a very sensitive parameter that
determines the step size of the deep learning model weight
iterations and is usually determined by using a search
method through experiments. Te encoder of the model
consists of N identical layers that are stacked together, and
the number of layers has an impact on the performance of
our model. Te head_dim is the dimensionality of the
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multihead attention-based hidden layer of the model, which
afects the performance and computational power of the
model when the number of heads is a fxed value (generally
8). Additionally, we use dropout in the multihead attention
layer to reduce the multihead attention weight to reduce
overftting and improve the running speed of the model, and
we set the parameter of the dropout function to 0.3–0.5 with
reference to the literature [57]. Terefore, to obtain better
entity recognition performance from the FLAT model, we
conducted exploratory experiments on the optimization
algorithm, learning rate (lr), number of model encoding
layers, and head_dim with the CLUENER2020 dataset.

4.2. Pseudo Code and Complexity Analysis of the Optimized
FLAT Model. Te pseudocode of the optimized FLAT al-
gorithm is shown in Algorithm 1. Te input is a sequence of
characters, and the output is a list of entity types corre-
sponding to the characters.

First, two position codes are added to each token/span,
indicating the position of the start (head) and end (tail) of
the span in the sentence, where head[i] and tail[i] are used
to represent the position coordinates of the head and tail of
the span, respectively. Equation (7) is used to calculate the
relative distances of xi and xj from four diferent angles,
and the four distances are stitched together in the ReLU
nonlinear transformation. After the four distances are
spliced together, a ReLU nonlinear transformation is
performed. Equation (8) is used to calculate the position
encoding vector. Relative position encoding-based self-
attention is performed, followed by Add & Norm, FFN,
and Add & Norm of the transformer. Finally, the F1,
precision, and recall model evaluation parameters are the
output of the liner and CRF layers. Computational com-
plexity refers to the time and space (memory) resources

required to execute the model at runtime. It mainly in-
volves two aspects of time complexity and space com-
plexity, and the representation method is commonly used
for the asymptotic representation of a large O value. Te
optimized FLATmodel is mainly computed from encoding
locations, relative location distances, and attention, with
the complexity expressed as O(N2). Based on the previous
theoretical analysis, the numerical results are as shown in
Section 5.3.

4.3. TL_FLAT Model Integrating Transfer Learning with the
Optimized FLAT. Transfer learning is essentially a machine
learning approach that applies knowledge or patterns
learned on a domain or task to a diferent but related domain
or problem [58]. Transfer learning does not require the
training data to be independent and identically distributed
to the test data and does not need to train the model in the
target domain from scratch, which can signifcantly reduce
the need for training data and the training time in the target
domain. Tis approach can be applied to solve the problem
of insufcient training data in deep learning. Te main value
is that existing domain data knowledge can be reused
without the need for the costly recollection and calibration of
large new datasets, and emerging domains can be transferred
and applied quickly, demonstrating a time-sensitive
advantage.

In deep learning, the model-based transfer learning
approach, also called fne-tuning, which is a part of inductive
migration, is the most commonly used. According to the
literature [59, 60], it is assumed that each parameter w of the
task in the deep learning model contains two terms: one is
a generic term about the task, and the other is a term specifc
to the task. In inductive transfer learning, w can be expressed
as

FFN
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Embedding
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Ren
People
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Xi
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Tong
Unity

Wurenji
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Head

Tail

1 4 5 6 7 1 432
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Figure 3: FLAT model architecture.
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ws � w0 + vs andwT � w0 + vT, (9)

where ws and wT are the deep learning model parameters for
the source and target learning tasks, respectively. w0 is
a generic parameter, and vs and vT are specifc parameters
for the source and target tasks, respectively.

Additionally, the principle of deep migration learning is
illustrated in Figure 4 [61]. First, the network is trained in the
source domain using a large-scale training dataset. Ten,
part of the network pretrained for the source domain is
transformed into a part of the new network designed for the
target domain. Finally, the transferred subnetwork is
updated with a fne-tuning strategy to enhance its gener-
alization ability.

5. Results of Ablation and
Validation Experiments

5.1. Experimental Environment and Evaluation Criteria

5.1.1. Experimental Environment. Te Python pro-
gramming language was used to code the NER algorithm,
which was implemented on a 64-bit Ubuntu 18.04.5 LTS.
PyTorch was installed to evaluate the performance of the
designed model. All methods were tested on the same
computer model with the following main computer
confgurations: an Intel(R) Core (TM) i7-9700F CPU@
3.00 GHz, 8.00 GB of RAM, and an NVIDIA RTX2080Ti
graphics processing unit (GPU). Te FLAT model [52]
was used for the ablation experiments, and Lexicon was
released by Zhang and Yang [32]. Te main parameter
settings on the training CLUENER2020 dataset are shown
in Table 1.

Te parameter settings on the AM_NER dataset were
fne-tuned after migration of the best model obtained after
training on the CLUENER2020 dataset, and the main pa-
rameter settings are shown in Table 2.

5.1.2. Experimental Data. Te article used three datasets:
CLUENER2020 [62], Weibo-NER [63, 64], and AM_NER
(ours). CLUENER2020 is a fne-grained Chinese NER
dataset based on the THUCNEWS open-source text
classifcation dataset from Tsinghua University, and the
data were selected for fne-grained annotations. Te
dataset contains 10 entity categories, such as organiza-
tions, people, addresses, companies, governments, books,
games, movies, jobs, and attractions, with a more bal-
anced distribution among the entity categories. Te
Weibo-NER data were fltered based on historical data
from Sina Weibo from November 2013 to December
2014. Te dataset contains four categories: people, or-
ganizations, addresses, and geopolitical entities, and each
category can be subdivided into specifc and generic
categories. Te AM_NER dataset is the dataset we con-
structed (see 5.4.1 for details). Te characteristics of each
dataset are shown in Table 3.

5.1.3. Evaluation Criteria. In this study, we mainly used the
precision, recall, and F1 score metrics as the model evalu-
ation parameters. Precision is judged by the prediction
results as the proportion of the samples that are correctly
predicted as positive cases. Te recall is based on the actual
sample as the proportion of correctly predicted cases among
the actual positive cases. Te values of the precision, recall,
and F1 score metrics are between 0 and 1.

Input: Character text c1, c2, ..., cm

Output: model evaluation parameters F1,Precision,Recall
Paramerters:

Wr: the leanable parameter
N: length of text

emb⟵ lattic embedd i ng
fori � 1⟶ Ndo:
forj � 1⟶ Ndo:

d
(hh)
ij � head[i] − head[j]

d
(ht)
ij � head[i] − tail[j]

d
(th)
ij � tail[i] − head[j]

d
(tt)
ij � tail[i] − tail[j]

Ri,j is calculated by equation (6)
A∗i,j is calculated by equation (8)

end for
end for
a � Att(A∗, V)

b � Add&Norm(emb, a)

c � FFN(b)

d � Add&Norm(b, c)

pred � Linear(d)

return: model evaluation parameters F1, Precision,Recall

ALGORITHM 1: Pseudocode for the optimization model.
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Recall �
TP

(TP + FN)
× 100%,

Precision �
TP

(TP + FP)
× 100%,

F1 �
2 × precision × recall
precision + recall

× 100%.

(10)

5.1.4. Experimental Design. Due to the small size of the
constructed dataset, we designed the following two main
experiments:

(1) Optimization and improvement experiments in-
volving the FLATmodel. Based on the FLATmodel,
the CLUENER2020 dataset was used to derive the
best-performing model according to its performance
achieved under diferent parameter settings; then,
the resulting optimal model was tested against the
baseline model to verify the excellence of the model.

(2) Validation experiments based on transfer learning.
Te purpose of this experiment was to combine the
best model obtained from Experiment 1, migrate this
model to the Weibo and AM_NER datasets, and
verify whether the model could be well adapted to
our UAS text entity recognition task.

5.2. Results ofAblation ExperimentsConductedwith the FLAT
Model. Ablation tests were designed for each parameter
according to 3.1, and the results are shown in Figure 5.

As seen from Figure 5, the parameters used by the best-
performing version of the model are as follows: (1) Choosing
SGD as the optimization function can achieve better results;
(2) the model performs better when layer� {1, 2}; the model
applies lr� {6e− 4, 8e− 4}; and the model performs better
when head_dim� {22, 20}.

Based on the experimental results in Figure 5, the best-
performing model was selected to make the model achieve
its relatively optimal performance in terms of the optimizer,
lr, layer, and head_dim parameters for the combination test,
the details of which are shown in Table 4.

Te abovementioned model was tested, and the test
results are shown in Figure 6.

Source
domain

 Target
domain

TransferFinetuning

Figure 4: Principle of model-based transfer learning.

Table 1: Main parameter settings on the CLUENER2020 dataset.

Parameters Values
Batch 10
Epoch 100
Output dropout 0.3
Embed dropout 0.5
Heads 8
Warmup 0.1

Table 2: Main parameter settings on the AM_NER dataset.

Parameters Values
Batchsize 10
Epoch 100
Warmup 0.2
Learning_rate 8e− 4
Head_dim 22

Table 3: Te characteristics of each dataset.

Dataset Type Train Dev Test
CLUENER2020 Sentence char 10.748 k 1.343 k 1.343 k
Weibo Sentence char 1.4 k 0.27 k 0.27 k
AM_NER Sentence char 1.03 k 0.316 k 0.316 k
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From Figure 6, it can be seen that the F1 score reached
76.26%; the recall value was maximized at 77.36% when the
model was set to the ffth group of test parameters; and the
precision reached 75.83% when the model was set to the sixth
group of test parameters. Furthermore, the precision value was
75.20% in the ffth set of trials.Tus, the validation experiments
showed that the model performed best when its parameters
were set to the ffth set of parameters: optimizer� SGDM,
lr� 8e− 4, layer� 2, and head_dim� 22; better performance
was achieved when the sixth set of parameters was used:
optimizer� SGDM, lr� 8e− 4, layer� 2, and head_dim� 20.
Terefore, we used the FLAT_5th Experiment version as the
base model for the Optimized FLAT model.

5.3. Comparison Experiments with the Baseline Models
without Transfer Learning

5.3.1. Baseline Models. BiLSTM: Tis model is a combina-
tion of forward LSTM and backward LSTM, which not
only inherits most of the characteristics of RNN models

and solves the vanishing gradient problem due to the
gradient backpropagation process but can also capture
semantic dependencies in both directions better
than LSTM.

BiLSTM_CRF [9]: Tis model is also a classic network in
NLP that combines both the BiLSTM and CRF approaches
to complete the sequence annotation task and achieves good
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Figure 5: Optimization results obtained on CLUENER2020 (%). (a) Performance of the model with diferent optimization models;
(b) performance of the model with diferent numbers of layers; (c) performance of the model with diferent values of lr; (d) performance of
the model with diferent head_dim values.

Table 4: Statistics regarding the best values for each model
parameter.

Experiment number lr Layer head_dim Optimizer
1st experiment 6e− 4 1 22 SGDM
2nd experiment 6e− 4 1 20 SGDM
3rd experiment 8e− 4 1 22 SGDM
4th experiment 8e− 4 1 20 SGDM
5th experiment 8e− 4 2 22 SGDM
6th experiment 8e− 4 2 20 SGDM
7th experiment 6e− 4 2 22 SGDM
8th experiment 6e− 4 2 20 SGDM
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performance with strong robustness and less dependence on
word embedding properties.

Transformer [50, 53]: Tis model was proposed by
Vaswani et al. of the Google team in 2017. Te transformer
outperforms RNNs and CNNs on machine translation tasks
while using only encoder-decoder and attention mecha-
nisms to achieve good results; its biggest advantage is that it
can be efciently parallelized.

Lattice-LSTM [32]: Lattice_LSTM selects the most rel-
evant characters and words by encoding the input character
sequences and matching all potential words with the dic-
tionary with the help of gated circular cells. Te model
efectively avoids the shortcomings of character-based and
word-based approaches by utilizing not only word and word
sequence information but also without cutof errors.

Optimized FLAT model (ours): Tis model can fully
model the lattice input directly using a transformer, whose
attention mechanism allows characters to interact directly
with any potential word, including automatic word
matching. Unlike the original FLAT model, we fnd the
optimal model by experimenting with optimization models
such as SGD and Adam and diferent parameters (layers, lr,
head_dim); then, the experimentally derived optimal model
is compared with the more classic NER method to verify the
superiority of the resulting model. Additionally, the pa-
rameter of the dropout function is set with reference to the
literature [57] as 0.3–0.5, and the multihead attention matrix
is changed to a sparse matrix by using dropout in the
multihead attention layer to improve the running speed of
our model. Other parameter settings are derived from the
literature [52].

5.3.2. Experimental Results Compared with Tose of the
Baseline Model. We used the CLUENER2020 dataset for
comparison tests involving BiLSTM, BiLSTM_CRF,
Transformer, Lattice_LSTM, and the optimized FLAT
model, and the results are shown in Table 5.

As seen from Table 5, the optimized FLAT model
achieved the best performance, with F1 score improvements
of 11.25%, 5.94%, 4.49%, and 2.88% over the BiLSTM,
BiLSTM_CRF, transformer, and Lattice_LSTM models,
respectively; precision value improvements of 4.32%, 2.04%,
4.72%, and 1.84%, respectively; and recall value improve-
ments of 14.20%, 7.68%, 15.19%, and 3.97%, respectively, as
shown in Figure 7.

As shown in Table 6, compared to the other baseline
models, the optimized FLAT model has the highest GPU
utilization of 21.61% and the lowest CPU occupancy of
12.2%, with a total time of 4580 s, and the total number of
parameters is approximately 9,508,591. Specifcally, com-
pared to Lattice_LSTM, the improvement is 91.64%, the
GPU usage is 169.12%, and the CPU usage is 48.74% lower.
Te abovementioned numerical results show that the pro-
posed model can make good use of the parallel computing
of GPUs.

5.4. Experimental Validation of TL_FLAT for a UAV Power
System Text Dataset

5.4.1. Construction of the AM_NER UAV Power System
Dataset. Although some researchers have conducted re-
lated studies in the area of manufacturing patents, fewer
studies have been conducted on UAV power system texts.
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Figure 6: Comprehensive results of the validation experiments.

International Journal of Intelligent Systems 11



Since there is no publicly available dataset, the aviation-
manufacturing-NER (AM_NER) dataset used in this
paper includes text data crawled by Scrapy from web pages
and knowledge networks, mainly product standard doc-
uments, product design specifcations, patents, technical
reports, and so on, as shown in Table 7. Annotation was
performed manually on the key features of 7 types of
components (parts, components, parameters, materials,
functions, structures, and features) using the YEDDA [53]
system, a lightweight collaborative text cross-annotation
tool. Te corpus was in Chinese, and the BIO annotation
method was used to obtain high-quality label prediction
results and add the corresponding constraints, with each
element annotated as “B-Entity,” “I-Entity,” or “O”. “B-X”
means that the entity type is X and that the element is

located at the beginning of the entity; “I-X” means that the
entity type is X and that the element is located in the
middle of the entity; “O” means that the entity does not
belong to any type.

5.4.2. Experimental Results and Analysis before and after
Applying Transfer Learning. According to the experimental
results in 5.2–5.3, the proposed TL_FLAT model achieved
good NER performance on the CLUENER2020 data. Due to
the small size of the dataset, we constructed the trained
TL_FLAT model, which was migrated based on the idea of
transfer learning after being fne-tuned on the public Weibo
dataset and the AM_NER dataset. Te before and after
results are shown in Table 8.

Table 5: Results obtained by diferent models on CLUENER2020 (%).

Models F1 Precision Recall
BiLSTM 68.55 72.08 65.36
BiLSTM_CRF 71.99 73.69 70.38
Transformer 72.99 71.80 74.21
Lattic_LSTM 74.13 73.84 74.41
Optimized FLAT model 76.26 75.20 77.36
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Figure 7: Improvements of the optimized FLAT model values over those of the comparison models (%).

Table 6: Numerical results showing the complexity of the CLUENER2020 dataset.

Models GPU memory consumption
ratio (%)

CPU memory consumption
rate (%) Time consumptions (s) Number

of model parameters
BiLSTM 8.63 17.1 2981 6,368,093
BiLSTM_CRF 9.07 13.4 9539 6,373,493
Transformer 6.80 13.2 2979 9,437,487
Lattice_LSTM 8.03 23.8 54766 11,104,850
Optimized FLAT model 21.61 12.2 4580 9,508,591
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As shown in Table 8, the model performance improved
on the Weibo dataset before and after model migration; in
particular, the F1 score improved most signifcantly from
60.61% to 62.18%, which proved the efectiveness of the
TL_FLAT model. On the AM_NER dataset, after model
migration and fne-tuning, the F1 score improved by 4.53%,
the precision improved by 2.78%, and the recall improved by
6.25%. From Figure 8, the accuracy, F1, precision, and recall
metrics converge gradually with the increase in the number
of epochs. Tis indicates that the proposed method is ap-
plicable to our dataset and can achieve good results.

6. Conclusions

In this paper, the NER model for Chinese text datasets
involving UAV power systems was studied using deep
learning, and experimental validations showed that the
proposed model is applicable. In response to the lack of
available text data for UAV power systems, a Chinese as-
sembly text dataset was created and annotated with entities
to address this issue for aerospace power systems. Te ef-
fectiveness of the method proposed in this paper, which can

be used to solve the problem of automatic entity extraction
from the Chinese text datasets of UAV power systems, lays
the foundation for the construction of knowledge graphs for
assembling important components. Te following are some
special conclusions:

(1) It was concluded from 19 sets of ablation tests that
the FLAT model performed better when SGD was
chosen as the optimization function with layer� {1,
2}, lr� {6e− 4, 8e− 4}, and head_dim� {22, 20}.
Ten, the results of the validation tests showed that
the goal of improving the performance of the FLAT
algorithm could be achieved by using the SGDM
optimizer and performing hyperparameter
adjustments.

(2) A comparative validation of the optimized model
with the main parameters set to optimizer� SGDM,
lr� 8e− 4, layer� 2, and head_dim� 22 was per-
formed based on the CLUENER2020 dataset.
Compared with the BiLSTM, BiLSTM_CRF, and
transformer models, the optimized model performed
the best.

Table 7: Dataset descriptions of AM_NER.

Dataset Train Dev Test Classes Entities
AM_NER 1030 316 316 7 Models, parts, parameters, materials, functions, structures, and features

Table 8: Experimental results of the TL_FLAT model.

Weibo AM_NER
Before After Before After

F1 60.61 62.18 72.96 76.26
Precision 69.08 70.23 74.90 76.98
Recall 53.98 55.78 71.11 75.56
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Figure 8: AM_NER results relative to the number of epochs for the TL_FLAT model.
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(3) A Chinese text dataset for UAV power system as-
semblies was created and named AM_NER. Based on
transfer learning, the TL_FLAT model was further
proposed and validated on the dataset: the F1 score
reached 76.26%, the precision value reached 76.98%,
the recall value reached 75.56%, and the accuracy
reached 89.65%. Te performance of the model was
improved after transfer learning was performed
based on the Weibo dataset and AM_NER.
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