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Air pollution is a signifcant public concern worldwide, and accurate data-driven air pollution prediction is crucial for de-
veloping alerting systems and making urban decisions. As more and more cities establish their monitoring networks, there is
a pressing need for coldstart model training with limited data accumulation in new cities. However, traditional spatial-
temporal modeling and transfer learning schemes have been challenged under this scenario because of insufcient usage of
available source data and suboptimal transferring strategy. To address these issues, we propose a meta-learning-based spatial-
temporal adaptation solution for coldstart air pollution prediction. Our approach is a model-agnostic framework that enables
a given backbone predictor with adaption ability across diferent space and time locations. Specifcally, it learns a factorization
of the available source data distribution and recognizes the target city as one of its components, greatly reducing the data
accumulation requirement and providing coldstart capability. Furthermore, we design a novel bidirectional meta-learner that
can simultaneously leverage task embeddings learned from data and features constructed based on prior knowledge. We
conduct comprehensive experiments on both synthetic and real-world air pollution datasets of four distinct pollutants. Te
results demonstrate that our proposed method achieves a 5.2% lower 24-hour prediction mean absolute error (MAE) than
pretraining and fne-tuning solutions when facing a new city with only 200 hours of data, which empirically verifes the
efectiveness of our approach as a coldstart training solution.

1. Introduction

1.1. Background and Contribution. Air pollution has been
a pressing global issue in recent years. Te heavy air
pollution not only puts public health at risk but also to
a great extent constrains the city development [1]. Under
this circumstance, accurate air pollution prediction has
become an increasingly urgent necessity to mitigate its
adverse efects. Timely government warnings and emer-
gency actions such as trafc restrictions and road sprin-
kling can be undertaken to minimize the damage caused
while citizens can also plan their outdoor activities ac-
cordingly. Recent advances in deep learning have sparked
increasing research interest in data-driven air pollution
prediction to achieve this goal [2–4].

However, most existing deep learning models require
large amounts of data accumulation for model training.
Consequently, their applicability is severely limited in some
practical scenarios with only a few valid samples available.
For instance, a newly established monitoring station in
a new city may have only a few days or weeks of data, or
a mobile sensing system may be unable to gather sufcient
data in a constrained spatial-temporal (ST) window. In such
cases, it is notoriously hard or computationally expensive to
develop a customized prediction model using limited data,
either from scratch or fne-tuning from pretrained one. Tis
issue is referred to as the coldstart model training problem.

Take transferring to a new city as an example; traditional
transfer learning solutions typically involve pretraining
a deep network using a mixed dataset from source cities and
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fne-tuning it on the target city’s data. However, this ap-
proach may sufer from overftting, catastrophic forgetting,
and negative transfer, particularly when the target data are
extremely limited [5–7], thereby leaving the coldstart
problem quite challenging [8, 9]. Nevertheless, pretraining
and fne-tuning schemes are usually designed for general
and unspecifed case, without considering possible scenario-
specifc knowledge. For coldstart air pollution prediction
problem, data inefciency can be attributed to an insufcient
usage of available source data and suboptimal transferring
strategy.

Insufcient usage of available source data. Te pretraining
stage of the general transfer learning scheme usually takes
independent and identically distributed (i.i.d.) assump-
tions over the source data distribution and neglects po-
tential fner distribution structures. However, it is widely
acknowledged that air pollutant patterns can difer
depending on the underlying physical dynamics [10],
such as temporally diferent dominant pollution processes
(e.g., difusion of local sources, transition from remote
sources, or transformation from other pollutants) and
spatially diferent environments (e.g., industrial areas,
residential areas, or park areas). Terefore, constructing
samples from this consecutive spatial-temporal process
can yield highly correlated samples that belong to dif-
ferent pattern-specifc sub-distributions [11, 12]. Mixing
up all samples and shufing datasets under i.i.d. as-
sumptions compromise the valuable source data struc-
tures and lead to performance degradation [13].

Sub-optimal transferring strategy. Te general transfer
learning scheme assumes arbitrary source and target
distribution relationships without considering possible
biases. However, as a physical system, the target air
pollution distribution is likely to be recognized as an
existing sub-distribution in the source dataset [14]. In
this case, the data accumulation requirement may be
signifcantly reduced compared to training the target
distribution directly. Furthermore, the fne-tuning re-
sult under limited target data can sufer from overftting
and be unreliable [13, 15].

In order to address these challenges, we propose a meta-
learning-based [16] spatial-temporal adaption solution for
the coldstart air pollution prediction task. Instead of
assuming the source dataset as i.i.d. samples from a fxed
distribution, we assume that the samples within a small
spatiotemporal window follow a pattern-specifc sub-
distribution. Accordingly, we learn ameta-model that can
utilize a few nearby samples to identify and adapt to the
corresponding data distribution with explicitly optimized
performance across diferent spatial-temporal locations.
Te learned meta-model can then address the coldstart
problem by adapting to the target spatial-temporal lo-
cation even with very limited data. Tis formulation is
illustrated in Figure 1. To more efectively learn the
correlation between provided samples and target patterns,
we further propose a bidirectional meta-learner that si-
multaneously utilizes both end-to-end learned features

[17] and prior constructed features [18]. Our framework is
model-architecture-agnostic and can provide spatial-
temporal adaptation features and coldstart capabilities to
various customized backbone networks and prediction
settings. We validate our method through comprehensive
experiments on both synthetic and real-world air pol-
lution datasets.

Our contribution can be summarized as follows:

(i) We propose a novel formulation of the spatio-
temporal adaptation problem for air pollution
prediction, which enables the meta-model to cap-
ture diverse data patterns and provide dynamic and
adaptive predictions across time and space.

(ii) We address the coldstart air pollution prediction
problem by leveraging the inference procedure of
the meta-model at a new spatiotemporal location.
Te adapted model can achieve better ft to the
target pattern even with very limited available
samples.

(iii) We design a bidirectional meta-learner that in-
corporates both learned task representation and
iteratively constructed support features. Tis
structure is empirically a simple but efective meta-
learner that works well in our experiments.

Tis paper is organized as follows. We frst briefy review
the related works in Section 1.2. Ten, we formalize the
problem formulation and explain the proposed method in
detail in Section 2. Our main experiment results and the
corresponding discussion are presented in Section 3 and
Section 4. We conclude this paper in Section 5.

1.2. Diference to Related Work. Our work is closely related
to two research topics, i.e., data-driven air pollution pre-
diction models and meta-learning models.

1.2.1. Air Pollution Prediction. Data-driven air pollution
prediction problem [2] has been long discussed as a time
series forecasting problem, has been considered as spatial-
temporal forecasting problem when spatial typology is
available [3, 19–22]. Remarkable eforts have been devoted
to better temporal sequential modeling as well as spatial
feature construction. On the one hand, for temporal se-
quential modeling, traditional statistical methods like
ARIMA [23, 24], HMM [25], and linear models [21] have
been considered but their performance tends to be less
satisfactory due to over-simplifed probabilistic assumptions
over temporal models. With the fast development of ma-
chine learning techniques, especially deep learning models,
automatic feature extraction learned from big data shows
great potential. Deep neural networks based on sequence-to-
sequence framework [26] have been widely adopted with
various temporal models, including recurrent neural net-
works [3, 10, 27, 28], full convolutional structures [20, 29],
and transformer architectures [30]. Tere also exists
a branch of work that tries to enhance learned features with
signal processing techniques like Fourier or wavelet
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transform [31]. On the other hand, for spatial correlation
modeling, handcrafted spatial features have been widely
considered [3, 21, 32]. Beyond these heuristically and
carefully designed features, deep spatial features given by
embedded spatial modules like spatial convolutions
[28, 33, 34], graph convolution networks [20, 35–38], and
transformers [39] have shown better performance. Being
parallel to network architecture design, learning framework
research focusing on mining fne-grained data structures
and improving adaptive abilities has also been investigated
[40, 41]. Among these works, transfer learning techniques
have been used to handle limited data problem [42], and
meta-learning-based models are designed to better process
diferent environment conditions and/or human activities
[11, 12]. Using deep learning methods to time series
modeling, either with or without causal constraints as re-
quired in prediction task, has signifcant implications and
advantages for air pollution analysis applications such as
missing-value imputation and data preprocessing [43, 44].

Our work is complementary to most existing air pol-
lution model structure designs. Our approach does not
involve the design of a specifc spatial-temporal neural
network. Instead, our aim is to create a model-agnostic
framework that facilitates the adaptation of a given backbone
network across space and time. On the other hand, we focus
on amore challenging scenario of coldstart model training at
new city under extremely limited data and propose a new
coldstart algorithm that outperforms traditional transfer
learning solutions.

1.2.2. Meta-Learning. Meta-learning [16, 45], also known as
learning to learn, is a learning scheme under deep learning that
aims tomimic the human learner’s abilities of being able to fast
adapt to a new task based on a few samples/demonstrations/
hints after experiencing a tremendous number of other tasks.
Based on diferent settings on what task refers to, recently the
meta-learning techniques have been successfully applied to
few-shot learning [13, 18], model adaption [11, 12, 41], transfer
learning [46, 47], and data compression [48]. On the one hand,
the meta-learning model can be roughly categorized into three
classes based on the task inference procedure.Temodel-based
meta-learning, also known as black-box meta-learning, uses
a learnable meta-model to directly generate model for target

tasks [17, 49, 50]. Te metric-based meta-learning, mostly
designed for classifcation tasks, learns an embedding space and
corresponding learner that can generalize across tasks [51–53].
Te optimization-based meta-learning constructs the target
model by explicitly solving a learnable optimization problem or
learning an updating rule [18, 54–57]. On the other hand, the
Bayesian meta-learning algorithms set up a probabilistic
generative model to explicitly describe prior assumptions over
support set and query set [58–60]. Ten, specifc meta-learner
and their variants can be derived by choosing diferent dis-
tribution models and inference methods [61, 62]. Te meta-
learning algorithms have also been used in spatial-temporal
prediction tasks, not limited to air pollution prediction, to
better learn hybrid patterns across environment [12] or
POI [63].

Diferent from previous approaches that apply meta-
learning to air pollution prediction task for learning dy-
namic environments, our research takes a step further by
utilizing this adaptation capability to address the challenging
coldstart model training problem. In addition, we introduce
a novel bidirectional meta-learner that can efectively le-
verage both black-box task embedding and optimization-
based feature construction, resulting in improved adaptation
performance for spatial-temporal data structures.

2. Dataset and Method

We will frst describe the problem formulation and the used
notations in Section 2.1. Ten, we introduce the proposed
spatial-temporal adaption (STA) solution in Section 2.2. In
Section 2.3, we introduce the bidirectional meta-learner we
designed for STA problem. In Section 2.4, we describe
a novel algorithm based on STA formulation and bi-
directional meta-learner for the challenging coldstart air
pollution prediction task. In Section 2.5, we introduce the
dataset and experiment setting that we used to validate the
efectiveness of the proposed method.

2.1. Problem Formulation. Te air pollution data can be
sensed and stored as a series simultaneously indexed by time
and space coordinates. Let the coordinate tuple (t, p) be
a spatiotemporal location at a specifc time stamp t and
position p. With ct,p denoting the scalar concentration of
some air pollutants reported by the sensor, a sample at (t, p)

can then be defned as a regression variable pair (xt,p, yt,p):

xt,p ≔ ct′,p􏽮 􏽯
t−Lo≤t′≤t,

yt,p ≔ ct′,p􏽮 􏽯
t<t′≤t+Lp,

(1)

where the regression input (covariate) xt,p is a vector of
history observations and the regression output (target) yt,p is
a vector of future trends. Lo and Lp are correspondingly
observation length and required prediction length. Ten the
air pollution prediction task is the regression problem to fnd
a predictor f such that yt,p � f(xt,p).

In most previous data-driven air pollution prediction
solutions, a supervised training dataset D � (xti,pi

, yti,pi
)􏽮

| i � 1, . . . , |D|} can be constructed from history records by
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Figure 1: A spatiotemporal adaption approach for coldstart air
pollution prediction.
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randomly sampling possible spatiotemporal locations
(ti, pi). Here |D| denotes the size of dataset. Ten, the
empirical estimation over D of some expected prediction
loss l (like mean squared error) is optimized within some
predictor family F :

minθ 􏽘
xi,yi∈D

l yi, fθ xi( 􏼁( 􏼁􏼂 􏼃

s.t. fθ ∈ F :R
dx↦R

dy ,

(2)

where we use (xi, yi) to denote the sample (xti,pi
, yti,pi

) for
succinctness and dx and dy are correspondingly the vector
dimensions. In practice, F is usually parameterized by θ,
a carefully designed deep neural network.Te learned model
fθ∗ is expected to generalize to unseen samples and have
good prediction ability in the future.

Note that equation 1 is for a temporal-only predictor.
Tough it is usually the case that the new city does not have
monitoring networks and only supports temporal pre-
diction, equation 1 and the following derivation over it can
be easily extended to more specifc settings when additional
information is available. For example, one can introduce
readings from surrounding sensors into input vector as
xt,p:� ct′ ,p′􏽮 􏽯

t−Lo≤t′≤t,p′∈N(p)
to include spatial correlations

and build spatial-temporal predictors. N(p) is a set of
positions that are considered as a neighborhood of p. It is
also a common practice to append some other auxiliary
features like weather observation, weather forecast, or trafc
status as a part of xt,p for better prediction accuracy. For
these cases, the structure of predictor family F has to be
correspondingly modifed to ft the input. However, in this
paper, we will focus on developing a model-agnostic algo-
rithm, i.e., a framework that can enable, in principle, any
given backbone predictor the coldstart ability. Terefore,
without losing generality, we will use the equation 1 through
this section.

We further consider the coldstart prediction task. It is
a common situation in practice that we need to set up
a prediction model for a target city p∗ with very limited data
accumulation. In such case, we may only have days to weeks
data accumulation, and the number of samples at p∗ is very
small. However, there exists a set of source cities pi􏼈 􏼉 where
abundant samples at these locations are available. Ten, the
problem is how to derive a good predictor for target city by
efciently using source city data.

2.2.TeSpatiotemporalAdaptionProblem. As the samples at
target city p∗ are very limited, training the model from
scratch on a few samples as equation (2) can be impracti-
cable, and fne-tuning the model pretrained on source cities
also sufers from issues like overftting. In this section, we
propose to treat the coldstart prediction problem as a spa-
tiotemporal adaption (STA) problem. Instead of directly
training or fne-tuning a new model for target city, we seek
a meta-model on source data that learns to adjust the given
backbone model to make it adapt across space and time.
Consequently, the resulting meta-model can be used to
generate an adaptive model for the target city as the required

coldstart result. Te diference between several learning
schemes is illustrated in Figure 2.

We start by providing a probabilistic view of the tra-
ditional workfow in equation (2). Suppose that all samples
(xi, yi) are drawn from an underlying true joint distribution
pd(x, y). We will use the subscript d to denote true data
distribution through this paper. Optimization objective 2
can then be considered as the expected KL divergence be-
tween the true predictive distribution pd(y | x) and an energy
model surrogate defned by predictor and loss function.

Tis means in problem (2) the predictor is asked to
directly approximate an atomic predictive distribution
pd(y | x) across time and space. However, this may lead to
data inefciency and prediction accuracy sacrifce for the air
pollution prediction task because it neglects the fne-grained
structure of the target distribution. Te fne-grained dis-
tribution structure means that the predictive distribution
can have inherent spatial-temporal structure as a mixture of
several time-space-dependent subdistribution. For specifc
underlying physical dynamics around a spatiotemporal
coordinate, it is possible to give a better prediction using
a localized or adaptive predictive distribution instead of the
global one. Moreover, samples that are close in spatio-
temporal coordinates can be strongly correlated to identify
such adaptive predictive distribution and should not be set
to i.i.d. as equation (2) did.

In order to address the above issues, we propose to
explicitly learn the fne-grained structure of the predictive
distribution to obtain an adaptive prediction model. With
the assumption that the local predictive distribution is stable
in a local spatial-temporal (ST) window, we learn a meta-
model g that can generate a ST-specifc predictor optimized
for this window. More specifcally, a ST window at (t, p) is
defned as a set of ST locations centered at (t, p), i.e.,
Wt,p ≔ (t′, p′) | d[(t′, p′), (t, p)]<d0􏽮 􏽯, where we use sym-
bols d(·, ·) and d0 to denote a selected distance measure
between two ST locations and corresponding ST window
radius. It is convenient to represent the ST window by the
samples over it, i.e., let Dt,p � (xt′ ,p′ , yt′ ,p′) | t′, p′ ∈Wt,p􏽮 􏽯.
Note that we are considering a window at the sample level
(with sample (x, y) as elements) instead of at the sensory
data level (with concentration reading c as elements). As
result, we decompose the source dataset D into a group of
mini-datasets D � ∪Di, where Di is short for Dti,pi

.
Ten, we can formally defne the learning objective of the

adaptive predictor g. Instead of directly learning one model
for the overall dataset as most previous works did, we learn
a meta-model g that frst generates an adapted model for
a specifc ST location based on some provided samples from
the corresponding mini-dataset. Te generated model can
then be used to make predictions for new samples from the
same mini-dataset. Following popular meta-learning termi-
nology convenience, we split each Di into two disjoint parts.
Labeled samples from the frst part, called support set Ds

i , will
be used to identify local task characteristics and generate an
adapted prediction model. Samples from the second part,
called query set D

q
i , will be used to evaluate prediction loss

and update the adaption strategy. Note that typically there are
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only a few samples in the support set and samples in the
support set are temporally anterior to the query set for
causality. We can then optimize the average performance of
the adapted prediction model with respect to the original
meta-model within some parameterized function family G:

minθ 􏽘
Di

􏽘

x,y∈Dq

i

l y, fi(x)( 􏼁􏼂 􏼃

s.t. fi � gθ D
s
i( 􏼁,

gθ ∈ G:R
dx+dy( 􏼁 Ds

i| |↦F .

(3)

We use a deep network as gθ to learn the complex
spatial-temporal correlations between provided samples Ds

i

and optimized local predictor fi. We will detail the design of
the learnable meta-model gθ in Section 2.3. Te learned
model gθ∗ is then likewise expected to generalize to unseen
ST locations, i.e., have the ability to use a few samples at
a new ST location and generate a good adaptive predictor,
which can be further used to derive adapted predictions
within target ST window. Once the gθ∗ is learned, we can
complete the second step of coldstart task by feeding the
available samples at p∗ to gθ∗ and use the returned f∗ as the
fnal predictor which has explicitly optimized adaption
performance.

We also provide a probabilistic interpretation of the
proposed formulation following basic Bayesian meta-
learning settings similar to [59]. As we will see, the proposed
formulation reveals the fne-grained ST structure in pre-
dictive distribution by learning a latent factorization of it.

Assuming that there exists a latent state ϕ encoding the
ongoing physical air pollution process for a specifc ST
location, then the samples around it can be considered as
i.i.d samples from a parameterized distribution pθ(y | x,ϕ).
As the data generation process, the latent states ϕ are frst
independently sampled from a prior distribution pθ(ϕ) for
all spatiotemporal windows. Ten, the samples from each
window, including both support set Ds

i and query set D
q
i , can

be considered as independent samples from this local dis-
tribution when given a specifc ϕ.Tis model allows diferent
data distribution under diferent latent variable ϕ and
therefore is able to provide distinct and adapted prediction
patterns for diferent ST locations. Note that this is a con-
ditional independence assumption and will naturally lead to
marginal correlation if the latent variable is integrated out.

Te probabilistic graph of mentioned variables is illustrated
in Figure 3.

Te likelihood of observed data under such model can
therefore be written as a marginal distribution by integrating
over the latent variable, or equivalently we obtain a learnable
factorization of the original data distribution, namely,

pθ Di( 􏼁 � 􏽚 pθ(ϕ) 􏽙

x,y∼Ds
i
,D

q

i

pd(x)pθ(y | x, ϕ)dϕ, (4)

where pθ(ϕ) is a parameterized prior for the latent variable.
Learning such a factorization model across diferent ST
locations instead of a merged model explicitly describes the
fne-grained ST structures and the sample-level correlations
mentioned above. Terefore, it enables us to infer the best
posterior (adapted) prediction for the query set when given
support set as observations:

pθ y | x, D
s
i( 􏼁 � 􏽚 pθ ϕ | D

s
i( 􏼁pθ(y | x, ϕ)dϕ, (5)

where we make use of conditional independency between
query sample (x, y) and support set Ds

i . In equation (5),
pθ(ϕ | Ds

i ) is a posterior distribution over a latent variable
that is implicitly defned by equation (4) with Bayes rule.Te
exact evaluation of pθ(ϕ | Ds

i ) is usually intractable and
needs appropriate approximation. For example, as in [59],
we can use a Dirac delta distribution centered at the mode of
pθ(ϕ | Ds

i ) as a proxy, and this requires us to learn a model
that can give a good MAP estimation of ϕ given Ds

i :

maxg:ϕ�g Ds
i( ) EDi

logpθ D
s
i |ϕ( 􏼁 + logpθ(ϕ), (6)

where we omit the intractable normalizer pθ(Ds
i ) because it

is independent of optimization variable g.
In the case that pθ(ϕ | Ds

i ) is estimated with a delta
function, the integral for pθ(y | x, Ds

i ) in equation (5) then
can also be easily computed. We therefore can learn this
parameterized probabilistic model by simple maximizing
(conditional) log-likelihood estimation criterion:

maxθEDi
logpθ D

q

i D
s
i

􏼌􏼌􏼌􏼌􏼐 􏼑. (7)

We fnd that the proposed learning objective equation
(3) can be derived from equation (7) by clarifying specifc
choice of distribution form. Specifcally, by following
settings,

Model
Fit

(Unused) Source Samples Target Samples

(a)

Pretrain Pretrained
Model Model

Fine-Tune

(Mixed) Source Samples Target Samples

(b)

Meta-train Meta
Model Model

Predict

Source Samples Target Samples

(c)

Figure 2: Illustration of diferent learning schemes for coldstart prediction task: (a) train from scratch, (b) pretrain and fne-tune transfer,
and (c) STA. Each curve stands for a sample (blue part as input and red part as label, auxiliary input omitted). Te color of the curve box
denotes samples from diferent ST windows.
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(i) Set latent prior pθ(ϕ) to a fxed normal distribution
without learnable parameters.

(ii) Set conditional predictive distribution p(y | x,ϕ)

into a probabilistic model determined by backbone
network b and loss function l. For instance, use
Gaussian distribution with model prediction as
mean and a constant covariance when using
MSE loss.

(iii) Set the meta-learner g in equation (3) as an ap-
proximated optimizer for equation (6). We will
discuss later in detail why our choice of meta-
learner can be considered as such an approximation
(Section 2.3).

Under this probabilistic model, we can interpret the
proposed STA formulation as simultaneously learning three
components.Tey are a latent representation of the underlying
ST process, an inferencer that recognizes the posterior latent
estimation through a few given samples, and an adaptive
predictor conditioned on diferent latent status. Te inferencer
is capable of identifying ongoing patterns, e.g., diferent city
characteristics or diferent temporal patterns, based on given
support samples. Te predictor can then use the pattern-
specifc conditioned prediction, which is trained to better ft
local prediction distribution than the global one. Considering
the ubiquitous existence of complicated mixed pattern data
such as the air pollution process, explicit factorization mod-
eling can potentially make improvements compared to one-
model-for-all-sample learning strategy.

2.3. Te Bidirectional Meta-Learner. One of the most
critical challenges for designing meta-learner g is to better
learn the sample level correlations between support and

query set, consistent with additional prior knowledge or
constraint in equation (6). For the STA problem discussed
above, smaller model space and lower data requirement
can be achieved by better utilizing the fact that the
support set Ds

i is a set of samples rather than arbitrary
objects. Tis leads to three key motivations for the design
of support set processing module: Firstly, it should be a set
function. It should be invariant to sample order per-
mutation and capable of processing sets of various sizes
(M1). Secondly, it should be able to optimize the selected
metric. It needs sufcient capacity to automatically learn
the task embedding that leads to better adaption per-
formance on query set (M2). Tirdly, it should be able to
incorporate the prior knowledge on the similarity be-
tween support set and query set. Te adapted model that
works well for query set should frst be accurate for the
support set (M3).

We introduce a specifcmeta-learner structure, called the
bidirectional meta-learner, that simultaneously meets the
above motivations. Our meta-learner produces a task-spe-
cifc adapted model by conditioning a given backbone
predictor with task embeddings extracted from the given
support set. As illustrated in Figure 4, the task embeddings
are generated by two mechanisms. On the one hand, we use
a parametric set function to automatically extract a support
set feature that is used to end-to-end optimize required
adaption performance on query set (meeting M2). On the
other hand, we update the learned embeddings by explicitly
requiring its improvement on support set as well (meeting
M3).Te resulting support set embedding is naturally a valid
set function since both involved operators are permutation
invariant (meeting M1).

Specifcally, for a given parameterized backbone network
b0 ∈ F that is designed for air pollution prediction task, we
frst augment it to accept an additional input for task em-
beddings ϕ as

􏽢y � b(x, ϕ | θ) � MLP b0(x), ϕ􏼂 􏼃 | θ( 􏼁, (8)

where [·] is the vector concatenate operation and
MLP(· | θ) is a dense layer parameterized by θ. Without
losing generality, we simply concatenate the output of b0
and provided ϕ and pass them through another dense
layer to get a fusion result. Note that there is a little as-
sumption we made on the detailed structure of backbone
b0 to make it a model-agnostic framework. Most favorable
ST deep network design can therefore be incorporated
into our framework and obtain improvement as long as it
can be abstracted as 􏽢y � b0(x | θ). However, it is still
possible for users to customize the way to introduce ϕ
according to case-by-case network architecture and fur-
ther increase performance.

Te task embedding is composed of two parts
ϕ � [ϕF, ϕB] and is a function of the support set. Te frst
part ϕF is obtained by the forward path which is a black-box
learnable network with support set as input. Te second part
ϕB is obtained by the backward path which solves an op-
timization problem conditioned on the support set.

× |D|

× |DS| × |Dq|

θ

x'

y'

x

Deterministic Parameter
Probabilistic Dependency

Visible Random Variable

Hidden Random Variable

Invisible when testing

Repeat N Times× N

θ
x

x

x

y

ϕ

Figure 3: Illustration of the probabilistic graph.
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Ten, our meta-learner gθ that gives the ST-location-
specifc model fi given the local support set Ds

i can be
defned as

fi(x) � gθ D
s
i( 􏼁(x) � b x, ϕF D

s
i( 􏼁,ϕB D

s
i , x( 􏼁􏼂 􏼃( 􏼁, (9)

where we omit dependency on θ for b, ϕF, and ϕB for
succinctness.Te detailed structures for two paths ϕF and ϕB

are described as follows.

2.3.1.Te Forward Path. We learn a forward feature that can
optimize future query prediction. In order to enable the
model to automatically learn the best task embedding
without heuristic restriction, we directly use a deep set
network [64] to map the entire support set to the forward
feature ϕF:

ϕF D
s
i( 􏼁 � o

1
D

s
i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽘
(x,y)∈Ds

i

h(x, y | θ)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
θ⎛⎜⎝ ⎞⎟⎠, (10)

where h:Rdx+dy↦Rdh and o:Rdh↦RdϕF are two diferent
learnable networks with parameter θ. We use θ to denote all
learnable parameters in our model for succinctness, where it
does not mean o and h share the parameter. Tis network
frst independently uses h to map items in support set into
a feature space and then puts the mean of all features into
another postmapping layer o to derive the fnal output.

It is well acknowledged that the forward path defned in
equation (10) is not only a valid set function due to the
permutation invariance of the mean pooling operator but
also a universal approximator and thus is capable of learning
complex feature from input support set in a black-box
fashion. Terefore it satisfes M1 and M2. Similar design has
also been adopted in recent works [17, 65].

However, the forward path alone is not enough to provide
a satisfying result for the STA problem.Te forward path treats
the input as general set elements and lacks sufcient usage of
important prior knowledge on ST structure and sample level
correlation between the support set and target query set. For
example, we expect the extracted feature should frst best
explain the available support set before being used to predict
query samples (to satisfy the Motivation M3). But features
extracted by black-box learner may not provide such prop-
erties. Tough there exist various improvements on the deep
set structure to enable usage of additional meta-input as
conditioned model [64, 66], it will be more efcient to directly
embed the knowledge as a soft or hard constraint to model
learning. Terefore, we additionally introduce the backward
path in supplement to the forward path to leverage such prior
knowledge.

2.3.2. Te Backward Path. We fnd a backward feature that
can best explain the available support set. Specifcally, be-
sides the forward feature that seeks the best query loss, the
backward feature is selected as the one that can complete the
forward feature to achieve optimal adaptive performance on
support set as well. Tis can be considered as explicit
consideration of consistency between the support set and
query set. We also let the backward feature as a function of
query input. It can be described as the following optimi-
zation problem:

ϕB D
s
i , x( 􏼁 � argminϕ:ϕ(x)Ex,y∼Ds

i
l y, fi(x)( 􏼁􏼂 􏼃, (11)

where fi � gθ(Ds
i ) is defned by equation (9) by replacing

required ϕB(Ds
i , x) with optimization variable ϕ(x). ϕB is

then also a valid set function due to the permutation in-
variance of the expectation operator. Note that the task
embedding derived from equation (11) also makes it con-
sistent with the requirement of being an approximated
posterior estimator shown in equation (6).

However, directly solving equation (11) as a part of
optimization equation (3) will lead to a complex bilevel
optimization problem. On the one hand, since the optimal
ϕB is dependent on Ds

i , it will be computationally expensive
to run a solver ϕB for each possible Ds

i over which an ex-
pectation is required in equation (3). On the other hand, the
implicit and non-analytical dependency between ϕB and θ in
equation (11) will make it hard to estimate the gradient of ϕB

with respect to θ to enable gradient descent-based optimi-
zation procedure of equation (3). Terefore, we need to fnd
a surrogate to ϕB that can have a similar efect but an easier
optimization procedure.

In order to address the above problem, we resort to
a truncated gradient descent estimator as an amortized
approximation to equation (11) similar to some previous
works [18, 59, 61]. More specifcally, we use several gradient
descent steps on the objective in equation (11) starting from
a learnable initial point to derive an approximated solution.
In other words, we learn an initial point ϕB,0(x |ψ) that can
achieve as good as possible ϕB(x) for each givenDs

i in several
gradient descent steps.

ϕB D
s
i , x( 􏼁 � ϕB,0 x |ψ′􏼒 􏼓,

ψ′ � ψ − α∇ψEx,y∼Ds
i

l y, fi(x)( 􏼁􏼂 􏼃,

(12)

where α is a predefned hyperparameter that controls update
step length and ψ is a learnable parameter and will be
considered as a part of θ in the rest of this paper. Here we
describe a special case of one gradient step, and the gen-
eralization to more steps is straightforward. We emphasize
that ϕB given by equation (12) removes bilevel optimization
issues of equation (11) since it is analytically defned (thus
can be conveniently evaluated for given Ds

i ) and is difer-
entiable (thus being compatible to backpropagation for
equation (3)). Te evaluation of equation (12) includes
a gradient term that can also be directly computed by
backpropagation algorithm, and that is why we name it the
backward feature. Tough the approximated ϕB in equation

Bidirectional
Meta LearnerSupport Set

DS

x

ŷ

Task
Embeddings

Backbone

Adapted
Predictor

Forward Feature

Backward Feature
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ϕ

Figure 4: Illustration of the proposed bidirectional meta-learner.
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(12) is not exactly the solution to equation (11) but a solution
to a regularized surrogate according to [59, 67], it is still able
to carry similar prior knowledge.

We empirically fnd that the combination and syner-
gism of the forward path and the backward path lead to
a simple but efective meta-learner for the STA problem.
Intuitively, we attribute such improvement to the following
reasons. Te feature ϕF in the forward path can be con-
sidered as a black-box meta-learner. It is capable of mining
underlying task patterns from data in an end-to-end
fashion. Besides its generality, this procedure can be less
efcient not only because of large assumption space caused
by ignorance of specifc ST data structure but also because
of defciency in fnding a feature with the desired property.
However, the feature ϕB in the backward path can be
considered as a heuristically designed meta-learner. It is
designed to explicitly describe the prior knowledge on the
STconsistency of the support set and query set. It generates
a feature with a specifc property but to some extent may
miss underlying statistical information and degrade by
prior bias. Terefore, the two meta-learners are func-
tionally complementary to each other to leverage learning
information simultaneously from prior knowledge and
available dataset. A detailed ablation study can be found in
Section 4.

Te datafow of our model is illustrated in Figure 5. For
a support set that consists of a few labeled samples at a given
ST location, the forward feature is frst computed by the
forward path. Te initial backward feature is appended to
this forward feature to get an initial value for task em-
bedding.Ten, the task-specifc model conditioned by initial
task embedding is evaluated on the entire support set, where
the adaption gradient for backward feature that improves
support set performance can be further calculated. Ten,
a few gradient steps are applied to the initial value to get
a fnalized estimate of the backward feature.Te task-specifc
model conditioned on the updated task embedding can f-
nally be used to evaluate adaption performance on query set
samples. Te gradient of query set performance with respect
to all (initial) model parameters can be calculated to update
all model parameters.

2.4. A New Coldstart Algorithm. We summarize and in-
stantiate our novel learning algorithm based on the afore-
mentioned STA formulation and bidirectional meta-learner
for the challenging coldstart air pollution prediction
scenario.

Our algorithm frst learns a meta-model that has STA
ability from the source city dataset, which can learn and
identify specifc ST patterns within a ST window and make
adaptive predictions. Ten, with an assumption that the
prediction pattern at target city can be found in source
history records (i.e., we assume invariant distribution at task
level instead of data sample level), we can naturally recognize
target city with a few labeled samples as a new ST window.
Terefore, an adapted prediction model for the target city
can be generated by the trained meta-model and can be
directly used for future usage.

Te main workfow is illustrated in Figure 6. Te al-
gorithm can be decomposed into three phases, i.e., meta-
dataset construction from raw source sensing data, training
ameta-model to enable given backbone network STA ability,
and generating an adapted model for the target city. Te
detailed algorithm can be found in Algorithm 1.

Compared to the traditional pretraining and fne-tuning
scheme, the proposed STA formulation and the corre-
sponding bidirectional meta-learner are favorable for
addressing the coldstart problem for the following reasons.
Firstly, the proposed model does not learn a predictive
distribution directly from the limited target data but instead
recognizes it as a component of the source dataset. Tis
approach intuitively reduces the requirement for target data
accumulation and can lead to better coldstart performance.
It also avoids model parameter updates that can be unstable
when dealing with limited samples. Secondly, compared to
the heuristic efectiveness of the fne-tuning procedure, the
output of the meta-model is explicitly optimized over the
source dataset to give better spatial-temporal adaptation
performance.

(1) We frst sample several ST windows of length 2d0 �

Ls + Lq from source cities as meta-datasets, from
which several samples (x, y) can be further sampled
by sliding windows to construct a local mini-dataset
Di. Di is further split into the support set and query
set. In other words, we are constructing some sim-
ulated coldstart tasks in the available source data.

(2) Te meta-model, i.e., the aforementioned bi-
directional meta-learner, is explicitly trained on the
constructed meta-dataset. For a given ST window
and corresponding support and query set, the sup-
port set is sent into the bidirectional meta-learner to
get a task-specifc prediction model. Model perfor-
mance is evaluated on the query set and optimized
with respect to meta-model parameters until
convergence.

(3) Te adapted prediction model for the target city can
be given by the trained meta-model with provided
samples as support set. Te trained meta-model can
also provide consecutive adaption results if further
labeled samples can be provided.

2.5. Experiment Setting

2.5.1. Dataset. In order to analyze model performance
under a clear and controllable data distribution, we con-
struct a synthetic sinusoidal dataset similar to [18]. Te
dataset is designed to have a similar spatiotemporal data
structure to real air pollution data but has much simpler
dependency between covariant x and target y. More spe-
cifcally, we consider y � A sin(ωx + φ) as ground-truth
prediction function for each space/time stamp, where x is
a scalar independently and uniformly sampled from [0,1].
Te parameters of the sinusoidal function A, ω and φ, are
used to mimic the diferent underlying physical processes.
Tese parameters will be identical for all samples within
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a spatial-temporal window. Parameters for diferent ST
windows will be diferent and will be independently sampled
from the Gaussian distributions A ∼ N(10, 4),

ω ∼ N(10, 4), and φ ∼ N(π/2, π2/4). For a specifc ST
window, we set the size of the support set to 5 and the query
set to 100, i.e., the model is required to use 5 recent samples

Σ

Support Set Forward Feature Path

Backward Feature Path
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Embedding Augmented Backbone

Support Loss

Query Loss
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l l

θl

Query
Sample

−
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Inference Task Embedding
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Support Data

Initial Embedding

Updated Meta Model

Query Prediction

Backward Gradient
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Copy
Gradient Backpropagation

ϕF

ϕF

α
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ϕB,0

Figure 5: Illustration of model datafow. Te text fowchart on the left summarizes the main steps of the computation, while the rest shows
the datafow of corresponding steps in detail. We use neural networks in diferent colors to denote learnable parts in diferent modules, i.e.,
blue for the forward feature path o and h, green for the backward feature path ψ, and red for augmented backbone network b.

Adapt
Optimize

Adapt

Phase 1)
Meta Dataset Construction

Phase 2) Meta Training

Phase 3) Prediction

Source Cities
Target Cities

p1

p2

p3

p4

p5

p6

p*

t*, p*

t1, p1

t2, p1

t2, p2

t4, p3

Adapted
Model

Adapted
Model

Adapted
Model

Adapted
Model

Target
Model

Meta
Model
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to recognize the current task and will be evaluated on future
100 samples. Note that a traditional training scheme that
mixes up all samples and ignores STstructure can only learn
an averaged curve (expectations over parameters) and fail to
give a satisfying result. 500 independent tasks are generated
on fy for each training epoch. Other 1000 and 10000 in-
dependent tasks are independently generated as the vali-
dation set and test set.

We also evaluate our model on a real-world air pollution
dataset, where we collect air pollution data in 50 main cities
in China for 4 distinct pollutants. Te air pollution con-
centration is hourly reported by national air quality mon-
itoring stations, and we choose one monitoring station that
has the longest available history record at each city. We also
collect regional same-period meteorological data as auxiliary
features. Te meteorological data including temperature,
humidity, wind speed, and wind direction are reported in
three-hour intervals, and thus we linearly upsample them
into hourly series in alignment with air pollution data. We
also apply some common preprocessing on raw data for
machine learning convenience, e.g., complete a few missing
values by linear interpolation across time and normalize
diferent physical values to 0-1 with their global statistics (1%

and 99% percentile values in consideration of extreme
values). Detailed dataset statistics are summarized in Table 1.
Data samples are illustrated in Figure 7. We can see that data
pattern signifcantly difers across space (cities) and time and
adaptive predictions are required. Te geographical distri-
bution of the involved cities is presented in Figure 8. Te
dataset exhibits a comprehensive coverage of diverse loca-
tions, where spatial-temporal adaption ability can be better
learned.

Te dataset is frst spilt along time at a ratio of
50%:25%:25% as training, validation, and testing period. We
also exclusively and randomly choose 30, 10, and 10 cities out
of total 50 cities as training, validation, and testing cities. Data
splits across time and space are correspondingly paired. More
specifcally, data from the frst 50% time in the frst 30 cities
are used to train the model. Model selection and hyper-
parameter tuning are performed on the next 25% time and 10
cities. Ten, the model is evaluated on the last 25% time and
10 cities. We adopt such disjoint separation to best test model
performance under canonical coldstart prediction data set-
tings. Without losing generality, this split is fxed for all
experiments and we did not test other split.Ten, we generate
a meta-dataset from raw time series according to Algorithm 1.

(i) Input: Source city data ct,pi
􏽮 􏽯, target city data ct,p∗

􏽮 􏽯, backbone network b0
(ii) Output: Prediction model for target city f∗
(1) ∗ Construct Meta-Dataset
(2) Init D � { }

(3) for τ in range of target meta-dataset size do
(4) Sample a source city pi

(5) Sample a window slice [t0 − Ls, t0 + Lq], Ls + Lq≫ Lo + Lp

(6) Build Ds
τ � (xt,pi

, yt,pi
) | t ∈ [t0 − Ls, t0]􏽮 􏽯 as support set using equation (1)

(7) Build D
q
τ � (xt,pi

, yt,pi
) | t ∈ [t0, t0 + Lq]􏽮 􏽯 as query set using equation (1)

(8) Append Dτ � (Ds
τ , D

q
τ) into D

(9) end for
(10 )
(11) ∗ Meta-Training
(12) Random initialize θ
(13) while not convergence do
(14) Sample a batch of STA tasks B � (Ds

i , D
q
i )􏼈 􏼉 ⊂ D

(15) for (Ds
i , D

q
i ) ∈ B do

(16) Compute ϕF using 10
(17) Compute fi with ϕ � [ϕF, ϕB,0] using 9
(18) Compute ϕB using 12
(19) Update fi with ϕ � [ϕF, ϕB] using 9
(20) Evaluate objective 3 and corresponding gradients with respect to θ
(21) end for
(22) Apply a gradient update on θ using average gradient within batch B.
(23) end while
(24)
(25) ∗ Generate Target Model
(26) Build Ds

∗ � (xt,p∗
, yt,p∗

)􏽮 􏽯 as target support set using equation (1)
(27) Compute ϕF using 10
(28) Compute f∗ with ϕ � [ϕF, ϕB,0] using 9
(29) Compute ϕB using 12
(30) Update f∗ with ϕ � [ϕF, ϕB] using 9
(31) Return f∗

ALGORITHM 1: Spatiotemporal adaption for coldstart prediction.
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For the training set, a time window of length 350 hours (i.e.,
Ls + Lq � 350, roughly two weeks) for a single site is con-
sidered as a ST neighborhood, where the frst 200 hours is
used to build support set and the rest 150 hours is used to
build query set. Te covariate x of a sample is composed of
Lo � 8-hour pollutant concentration observations along with
corresponding weather observation and Lp � 24-hour
weather forecast. Te target y is then the future 24-hour
pollutant concentration that follows x. At last, the number of
diferent ST tasks in the training, validation, and testing set is
5040, 830, and 830, where in each task there are 168 support
samples and 118 query samples.

2.5.2. Model Parameters. Considering that the proposed
method is a model-agnostic algorithm and without loss of
generality, we use an MLP as the backbone predictor b

throughout the experiment. We also set o, h, and ψ to MLP
as well. All involved MLPs have two 128-neural hidden
layers and use the ReLU activation. Te forward feature and
backward feature are both set to 32 dimensions, and thus the
fnal task embeddings have 64 dimensions. Te number of
truncated gradient steps in the backward feature is set to 1,
and the update step length is set to α � 0.06 for the synthetic
dataset and α � 0.6 for the air dataset.Te loss function is set
to MAE loss l(y, 􏽢y) � |y − 􏽢y|. Most hyperparameters are set
by empirical values or grid-searched within a predefned set.

We implement the model with the TensorFlow package.
Te model is optimized for 300 epochs by the Adam op-
timization algorithm with the default settings in the Ten-
sorFlow package. Te learning rate is fxed at 0.001 during
the training process. We select the model with the best
validation performance during training as the trainedmodel.
All experiments, if available, are repeated 5 times with

Table 1: Statistics of the China air pollution dataset.

Item Description
Number of cities 50
Latitude span 18.24°N–45.75°N
Longitude span 87.58°E–126.54°E
Time span (UTC+8) 2015/1/2 00:00–2020/10/30 23:00
Pollutants PM2.5, O3, NO2, SO2
City avg. PM2.5 span 14.35–75.52 (μg/m3)
City avg. O3 span 40.77–82.67 (μg/m3)
City avg. NO2 span 9.24–58.49 (μg/m3)
City avg. SO2 span 2.91–56.41 (μg/m3)
Meteorologic Temperature, humidity, wind speed, wind direction
Record interval 1 h (pollutants), 3 h (meteorologic)
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Figure 7: Samples from the China air pollution dataset. Here we show PM2.5 (a), O3 (b), NO2 (c), SO2 (d), temperature (e), humidity (f ),
north wind speed (g), and east wind speed (h) data from three cities. Here pollutants are the target variables to be predicted and others are
considered auxiliary information.
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diferent random seeds.We report the result as themean and
95% confdence interval evaluated from 5 outcomes.

2.5.3. Baselines and Metrics. We compare the proposed
method with the following baseline models. All baselines are
implemented with the same backbone network as ours for
a fair comparison. First, we list three approaches that are not
trained under the proposed STA formulation:

(i) Backbone Net. We trained the backbone network as
a conventional data-driven air pollution prediction
model learning scheme, i.e., mix up all training
samples and optimize average sample prediction
MAE. Te trained model is directly applied to new
cities in the test set without further adjustment. We
list this as a reference line under specifc model
capacity and data accumulations for the given
backbone. Tis is a non-adaptive approach.

(ii) Linear Regression. We train a ridge regressionmodel
from scratch on the provided support samples for
each test task. Tis approach ignores available
source city data. We did not test more complex
models for this case in consideration of overftting
to extremely limited support samples.

(iii) Transfer Learning. We report the performance of
the popular pretraining and fne-tuning strategy.
We use the trained model in backbone net as
pretrained model and update model prediction
error on the provided support samples in-
dependently for each test task by a fxed number of
gradient steps.

We also include diferent meta-learning models as the
meta-learner under the proposed STA formulation:

(i) MAML [18]. Te model-agnostic meta-learning
method is a meta-learner that adapts to the target
task purely relying on gradient information on

support set. Te parameters of MAML are set
similarly to the backward path in our model.

(ii) CNP [17]. Te conditional neural process method is
a meta-learner that adapts to the target task purely
relying on a learnable feature computed from the
support set. Te parameters of CNP are set similarly
to the forward path in our model.

(iii) MetaST [11]. As a variation of the MAML model,
a learnable memory unit is added along the gradient
information on the support set to learn both short-
term and long-term temporal dependencies in data.
Since the model is originally designed for the few-
shot spatiotemporal trafc prediction task, we re-
place its backbone network and meta-learning pa-
rameters to be similar to our model for the air
pollution prediction task.

(iv) cSTML [12]. Te continuous spatial-temporal meta-
learner is a variation of CNP models that use
a learnable long short-term memory (LSTM) net-
work to extract a time-dependent (rather than
permutation invariant) feature on the support set. It
is customized for trafc status prediction and we
also replace its backbone network and meta-
learning parameters similar to ours.

(v) MetaFun [56]. Te iterative functional meta-learner
considers a functional representation of a task instead
of fnite-dimension embeddings. In implementation,
it introduces a learnable parameter update formula
based on gradient information on the support set.

(vi) Ours. Te proposed method.

We use the mean absolute error (MAE) between pre-
diction and target as the evaluation metric in most of our
experiments, which is averaged across diferent test tasks,
diferent query samples within each task, and diferent di-
mensions of the target variable. More specifcally, we have

CHINA

Study Area
200 km

North
Studied Cities

Figure 8: Te geographical distribution of 50 cities in the China air pollution dataset.
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where we use Z to denote the total number of averaged terms
in the summation. Te lower the MAE is, the better the
model is. We also tested the root mean square error (RMSE)
and the mean absolute percentage error (MAPE) for our
main result, which are defned as
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3. Result

With our main result presented as the proposed new
coldstart algorithm (Algorithm 1), in this section, we report
the main experimental result that validates its efectiveness
under a typical coldstart scenario.

3.1. Results on the Synthetic Dataset

3.1.1. Prediction Samples. Can the proposed method adapt
to the target with a few samples on synthetic dataset? We
visualize model samples in Figure 9. Te result shows that
the model correctly learns the common knowledge that all
tasks involved are sinusoidal waves and can give a reasonable
adaptive prediction for each task with only a few support
samples. Tis means that the STA formulation can enable
the model to have adaption performance, i.e., to fnd fne-
grained structure and learn common knowledge across tasks
and adapt to target task with only a few available obser-
vations. We also fnd that task inference quality and
adaption performance can be well improved by providing
more support samples, though themodel is only trained with
5 support samples. Tis implies that the model correctly
learns to extract useful support set embeddings. Note that
ignorance of the sample-level data structure will be equiv-
alent to stacking all possible sinusoidal curves together and
will lead to huge ambiguity (possible y for a specifc x will be
almost uniformly distributed instead of a clear curve).

3.1.2. Baseline Comparison. Can the proposed method ef-
fectively improve coldstart prediction precision on synthetic
dataset? We evaluate the adaptive prediction MAE of our
model and other baselines on the synthetic dataset in Table 2.
Te results reveal the following insights. (1) Te model
trained with the proposed STA formulation signifcantly
outperforms those without it. Tis is expected since the
synthetic dataset has clear data structures and sample-level
correlations, i.e., there is an underlying process of varying

sinusoidal parameters and nearby samples are more likely to
share similar task parameters. Ignoring such structures and
mixing up all samples, e.g., traditional transfer learning
strategies, will result in an over-smoothed average pattern,
which can be far worse than the optimal solution. Discarding
source datasets and learning a low-complexity model using
limited available data, like linear regression, is also sub-
optimal. (2) Our bidirectional meta-learner achieves the best
performance among all tested meta-learning algorithms. We
attribute this performance to the synergy of using both
black-box learned support embeddings and optimization-
based feature construction. On average, we can draw
a similar conclusion to [68] that black-box meta-learners,
like CNP, outperform gradient-based meta-optimizers, like
MAML, and MetaST. In particular, we fnd that MetaFun,
which is designed as a black-box meta-learner but also
implicitly performs gradient-based update, can be also
considered as a two-mechanism meta-learner like ours and
shows good performance among all baselines. However, our
model explicitly uses two mechanisms and achieves the best
result. (3) Almost all models beneft from more support
samples, i.e., the performance improves from 5-shot test to
20-shot test. Our model shows the largest relative im-
provement, and the previous two conclusions consistently
hold for diferent numbers of support samples.

3.2. Results on the Air Pollution Dataset

3.2.1. Prediction Samples. Can the proposed method enable
better adaptive air pollution prediction? We visualize in
Figure 10 some of the samples of our model compared to the
backbone network trained without STA modeling. We fnd
that our model can better trace the true curve trend as well as
better estimate the peak and valley value. As shown in
Table 1, the average pollution level can be very diferent
across cities. Terefore, it is necessary for a newly settled
model to make a target-adapted prediction rather than using
a fxed strategy that works averagely well in history. We
attribute this improvement of our model to the usage of STA
formulation and better target pattern estimation.

3.2.2. Baseline Comparison. To what extent the proposed
method can reduce the coldstart prediction error? We
compare our model with all baselines for four diferent air
pollutants. We frst report the result of the source test in
Table 3, i.e., we train themodel on history source city data and
test the adaptive prediction performance on future source city
data. Tis aims to refect the model’s adaption ability within
source cities that have sufcient history training data. From
the result, we can see that transfer learning-based solutions
can only provide slight improvement (on average 2.4% rel-
ative error reduction over the backbone network). However,
the proposed STA formulation, equipped with various meta-
learner implementations, can give far better results with the
same backbone network, same source dataset, and similar
training resources. Especially, our bidirectional meta-learner
achieves the best result that on average reduces 11.1% relative
error over the backbone network. Among the diferent
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Table 2: MAE comparison on synthetic dataset.

Method
MAE

5-shot 20-shot
W/o STA
Linear regression 6.389± 0.014 6.286± 0.014
Backbone net 6.164± 0.010 6.164± 0.010
Transfer learning 5.416± 0.069 5.079± 0.082
With STA
cSTML [12] 4.011± 0.476 4.293± 0.742
MAML [18] 2.256± 0.089 0.928± 0.031
CNP [17] 1.638± 0.053 0.665± 0.082
MetaST [11] 2.093± 0.050 0.744± 0.056
MetaFun [56] 2.026± 0.051 0.333± 0.011
Ours 1. 75± 0.060 0. 3 ± 0.008
Bold values indicate the best performance.
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Figure 10: 24-hour samples on air pollution dataset: (a) PM2.5, (b) O3, (c) NO2, and (d) SO2.TeX-axis is the prediction time stamp in hour,
i.e., from +1 to +24 for 24 h prediction. Y-axis is the concentration value in μg/m3.
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choices of meta-learners, we fnd similar phenomena ob-
served in the synthetic dataset under high dimensional input
structure, i.e., gradient-based meta-learner (like MAML)
gives better results than learnable support set feature extractor
(like CNP).Te proposed bidirectionalmeta-learner shows its
compatibility towards such data characteristic and still pro-
vides reliable adaption ability, not only outperforming both
MAML and CNP but also providing slight improvement.

We then report results on coldstart test in Table 4, i.e., we
train the model on history source city data and test the
adaptive prediction performance on unseen target cities.
Tough being a much harder scenario and with generally
larger error, we still fnd similar results to the above source
test case. Transfer learning-based solution failed to provide
reasonable transfer benefts on average and even led to
negative transfer for some pollutants (e.g., −3.9% relative
error reduction on SO2 dataset), which can be considered as
the result of overftting to the limited target data. However,
our STA formulation still shows satisfying adaption results
and our bidirectional meta-learner achieves the best 5.2%
average relative error reduction. It is important to note that
such improvement is obtained under same backbone net-
work, same dataset (without additional auxiliary data), and
similar optimization procedure.

In order to more comprehensively report the statistics of
prediction error, the coldstart test performance under dif-
ferent error metrics is listed in Table 5 for PM2.5 as an
example. Besides the MAE (μg/m3) mentioned above, we
also list the root mean square error (RMSE, in μg/m3) and
mean absolute percentage error (MAPE). We fnd that their
results are similar to MAE case and our previous analysis
between baselines also holds. Our method gives better result
than both non-adaptive solutions and adaptive solutions
implemented by other meta-learners.

4. Discussion

We present the discussion about the proposed coldstart
algorithm through comprehensive experiments.

4.1. Discussion on the Synthetic Dataset

4.1.1. Ablation Study. How do submodules of the proposed
bidirectional meta-learner contribute to improvement? We
further demonstrate the efectiveness of the proposed bi-
directional meta-learner by conducting the module abla-
tion study. In Table 6, we list the MAE performance of our
model under diferent module combinations. We, re-
spectively, remove (indicated by ×) the STA formulation
(MA, result in backbone alone), the forward feature (FF), or
the backward feature (BF) from our model (correspond-
ingly named as Ours-MA, Ours-FF, and Ours-BF). AUG is
an augmented module for the forward path and will be
discussed later. We fnd that when only using the forward
feature alone (row 2), our model degenerates to a special
case similar to CNP.When only using the backward feature
alone (row 3), our model degenerates to another special
case similar to MAML. Tough the two features alone can
to some extent provide adaption performance, their

combination (row 4) ofers additional improvement and
achieves the best MAE. We intuitively attribute this to the
fact that the two mechanisms can functionally complete
each other.

How does the proposed bidirectional meta-learner ft
diferent input structures? Te two mechanisms involved in
the proposed bidirectional meta-learner can, respectively,
contribute more to the fnal result when the data charac-
teristic changes. We empirically verify it through two ad-
ditional cases. On the one hand, we frst consider a case
where it is possible to access extra task information beyond
the target support set. We may not have precise prior
knowledge to design corresponding optimization problems
as the backward feature, but it is compatible to include it in
forward feature. To investigate this, we modify the task
generation process to let the parameters of diferent tasks on
one time slice be correlated with each other (A,ω,φ is
sampled from a joint Gaussian with non-diagonal co-
variance). Te forward feature is then augmented with
a multi-head attention block [69] (named AUG module) to
fuse other task’s support set as additional input. In row 5 and
row 6 of Table 6, we can see that the AUG module can bring
additional error reduction by making good use of this in-
formation. On the other hand, the backward feature that
builds with prior knowledge may be more efcient when the
input data structure is of high complexity or high dimension,
where it may be difcult to automatically learn efective task
embeddings from limited data resources. We simulate
complex sample structure by appending additional dummy
dimensions of noise onto input x (but target y remains
unchanged), thus turning the scalar-scalar regression
problem into a vector-scalar regression problem. When
setting task variance ϵ � 0.2 and setting additional input
dimensions to 0, 32, and 64, Ours-FF model reports robust
MAE of 0.604, 0.636, and 0.644. But Ours-BF degrades fast
when the dimension increases, reporting MAE of 0.408,
0.560, and 0.767, respectively. Our full model consistently
shows the best performance, with MAE of 0.259, 0.504, and
0.604, respectively. Tese results imply that our bidirectional
meta-learner, as the combination of two mechanisms, can ft
wider data characteristics and therefore have boarder ap-
plication potential.

4.1.2. Parameter Study. How does result change with model
hyperparameters? We draw the prediction MAE under
diferent backward feature update step numbers and step
lengths in Figures 11(a) and 11(b). We fnd that the best
update step length is around 0.06. Lower or larger step length
deteriorates the performance. In particular, the step length
0 will lead to a dummy backward path (the backward feature
is directly computed and not adjusted by support data), and
model performance will degrade to a level similar to forward
path only case in Table 6. Step number 1 can provide good
performance and results are similar for 1–4 steps.

How does result change with task properties? Te syn-
thetic dataset allows us to control the properties of the
generated dataset and allows us to study how data structure
infuences model performance. We vary the variance of task
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parameters and therefore control the signifcance of inner
data structures. Specifcally, we time the standard deviation
of task parameters A,ω,φ with an additional parameter
ϵ ∈ [0.1, 1], e.g., sample A ∼ N(10, 4ϵ2). Terefore, ϵ � 0
will be identical to traditional i.i.d. settings and ϵ � 1 re-
covers previous experiments. Te result shown in
Figure 11(c) indicates that our model can consistently

provide adaption ability when task data structure exists.
When increasing the task discrepancy, both the absolute
improvement of adopting the STA, i.e., the diference be-
tween backbone network and meta-learning-based method
group, and relative advantages of using the bidirectional
meta-learner, i.e., ours compared to other meta-learners, are
getting larger.

Table 3: MAE comparison on air dataset: source test.

Method
MAE (μg/m3)

PM2.5 O3 NO2 SO2 Average

W/o STA
Linear regression 15.745± 0.000 25.274± 0.000 11.458± 0.000 3.785± 0.000 14.065
Backbone net 9.983± 0.094 18.347± 0.176 8.313± 0.070 2.542± 0.042 9.796
Transfer learning 9.880± 0.105 18.096± 0.101 7.874± 0.042 2.384± 0.026 9.558
With STA
cSTML [12] 10.594± 0.322 18.827± 0.223 8.677± 0.081 3.139± 0.170 10.309
MAML [18] 9.413± 0.080 16.147± 0.089 7.451± 0.065 2.295± 0.020 8.827
CNP [17] 9.503± 0.090 16.764± 0.212 7.834± 0.072 2.329± 0.031 9.108
MetaST [11] 9.413± 0.057 16.088± 0.257 7.470± 0.071 2.327± 0.035 8.825
MetaFun [56] 9.447± 0.072 16.566± 0.398 7.551± 0.056 2.265± 0.028 8.958
Ours 9.437± 0.05 15.817± 0.076 7.350± 0.051  . 35± 0.04 8.710
Bold values indicate the best performance.

Table 4: MAE comparison on air dataset: coldstart test.

Method
MAE (μg/m3)

PM2.5 O3 NO2 SO2 Average

W/o STA
Linear regression 19.272± 0.000 30.136± 0.000 14.440± 0.000 10.975± 0.000 18.706
Backbone net 11.420± 0.168 18.572± 0.103 9.476± 0.100 6.204± 0.041 11.418
Transfer learning 11.374± 0.049 18.672± 0.196 9.131± 0.094 6.452± 0.064 11.407
With STA
cSTML [12] 11.997± 0.141 18.772± 0.112 9.708± 0.165 6.692± 0.034 11.792
MAML [18] 11.145± 0.051 17.635± 0.120 8.779± 0.049 6.060± 0.044 10.905
CNP [17] 11.205± 0.123 18.371± 0.241 8.878± 0.035 5.998± 0.095 11.113
MetaST [11] 11.132± 0.103 17.648± 0.054 8.732± 0.035 6.071± 0.031 10.896
MetaFun [56] 11.115± 0.091 17.849± 0.075 8.856± 0.090 6.009± 0.086 10.957
Ours 11.043± 0.09 17.595± 0.069 8.671± 0.057 5.961± 0.015 10.817
Bold values indicate the best performance.

Table 5: Coldstart test for diferent error metrics.

Method
PM2.5 prediction error

MAE RMSE MAPE

W/o STA
Linear regression 19.272± 0.000 31.558± 0.000 1.174± 0.000
Backbone net 11.420± 0.168 18.278± 0.135 0.673± 0.043
Transfer learning 11.374± 0.049 18.395± 0.093 0.670± 0.016
With STA
cSTML [12] 11.997± 0.141 18.757± 0.166 0.769± 0.062
MAML [18] 11.145± 0.051 18.215± 0.167 0.631± 0.015
CNP [17] 11.205± 0.123 18.050± 0.028 0.661± 0.053
MetaST [11] 11.132± 0.103 18.273± 0.056 0.633± 0.032
MetaFun [56] 11.115± 0.091 18.019± 0.116 0.650± 0.033
Ours 11.043± 0.09 18.006± 0.19 0.6 1± 0.0 0
Bold values indicate the best performance.
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4.2. Discussion on the Air Pollution Dataset

4.2.1. Ablation Study. How do submodules of the proposed
bidirectional meta-learner contribute to improvement on
real-world coldstart data? We test the prediction MAE of
diferent ablation variants of our model on the air pollution
dataset to verify the efectiveness of the bidirectional meta-
learner. As the result shown in Table 7, our full model
achieves the best coldstart prediction MAE on all 4 pol-
lutants compared to Ours-FF and Ours-BF. Te result is
consistent with our fndings on the synthetic dataset that
both the forward feature and backward feature alone can
have a certain adaption ability (compared to MAE of
backbone network trained without STA formulation listed in
Table 4), while their combination as the proposed bi-
directional meta-learner can further provide improvement.

Can the model beneft diferent backbone networks? Te
proposed method is a model-agnostic framework that enables
a given backbone predictor the STA and coldstart ability. We
conduct experiments to evaluate the performance of the pro-
posed method using diferent backbone networks (b0), and the
results are presented in Table 8. In addition to the MLP
structure, we employ three commonly used architectures for
temporal modeling, namely, 1D convolutional network (CNN),
long short-term memory (LSTM), and transformer decoder.
Tese networks were used to extract temporal features from
historical observations and weather forecasts independently,
and the resulting outputs were concatenated to form the
backbone output. Te results in Table 8 demonstrate that by
incorporating the proposed spatial-temporal adaptation (STA)
formulation, all backbone networks achieved improved cold-
start performance. Diferent architectures show similar per-
formance, and transformer decoder slightly outperforms others.

4.2.2. Parameter Study. How does result change under dif-
ferent prediction ranges? It is intuitive that adaptive pre-
diction can better ft mid-term or long-term target patterns
and thus bring larger benefts when a longer prediction
length is required. We empirically verify it by testing our
model at diferent prediction lengths between 1 and
24 hours. In Figure 12(a), we draw the prediction MAE of
our model compared to the backbone network with respect
to diferent settings of Lp for all four pollutants. We fnd that
our model consistently outperforms the baseline backbone
network. Te performance gap gets larger at longer pre-
diction interval lengths like 24 hours.

How much data do we need at target city? We are also
interested in how much data we need to have good coldstart

prediction performance, in sense of both source city data
used for meta-training and target city data used for inference
prompting. In Figure 12(b), we report the relative perfor-
mance change of our model under diferent lengths of
available target city data. We test the same model listed in
Table 4 (trained with 200 hours support length) but only
input with fewer target support data, varying from 1 day to
roughly 9 days (specifcally, 40, 50, 60, 70, 80, 90, 100, 125,
150, 175, and 200 hours). We calculate and plot the relative
improvement (MAE reduction normalized by baseline)
compared to the non-adaptively pretrained backbone net-
work. Note that this fgure is in logarithmic axis. While
pretraining and fne-tuning have shown limited transfer
improvement even with 9 days target data (refer to Table 4),
the proposed model can provide positive transfer im-
provements with only 3 days target data (2 days for NO2).
When target data are at extremely low level, our model may
also get worse than pretrained backbone network. In such
case, the available target city data are too scarce to support
accurate target city pattern inference, and directly using
pretrained network in a zero-shot style is recommended.

How does source city coverage infuence coldstart result? In
Figure 12(c), we report the prediction MAE of our model,
compared to the non-adaptive backbone network and two
representativemeta-learnersMAMLandCNP,when only using
a subset of available source cities in themeta-training phase.We
train the model with 10, 20, and 30 source cities on the SO2
dataset while keeping all other settings unchanged (e.g., still test
model on the same 10 leave-out target cities). We fnd that our
model successfully enables backbone network’s adaptive pre-
diction ability and improves its MAE by 5.2%, 4.0%, and 3.9%,
respectively, for 10, 20, and 30 source cities. Te absolute error
decreases as more source cities are available, i.e., coldstart
performance benefts from larger coverage of source cities. We
attribute the phenomenon that our model has slightly better
relative performance at fewer source cities to larger distribution
diference caused by limited source dataset coverage. Our STA
formulation can better handle the data distribution shift than
pretrained models that do not explicitly consider distribution
structures and diferences.Te result also shows that our model
can consistently outperform two meta-learner baselines.

4.3. Limitations. Te proposed coldstart algorithm has
certain limitations. Firstly, this method assumes that the
pattern distribution during training and testing is the same.
However, if the target city pattern difers greatly from the
training source and has not occurred before, the algorithm’s
performance may be poor. Note that this same pattern

Table 6: Module ablation study on synthetic dataset.

MA FF BF AUG MAE
× × × × 6.164± 0.010
√ √ × × 1.610± 0.059
√ × √ × 2.789± 0.027
√ √ √ × 1. 75± 0.060
√ √ × √ 1.358± 0.068
√ √ √ √ 1.051± 0.059
Bold values indicate the best performance.
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Figure 11: (a) Parameter study on the update step length of the backward feature.We ft the mean of the result to a second-order polynomial
for better reference (shown in the dashed curve). (b) Parameter study on the update step number of the backward feature. (c) Parameter
study on task parameter variance. Te working point denotes the default parameter setting of all other experiments.

Table 7: Module ablation study on air dataset.

Pollutants
MAE (μg/m3)

Ours-FF Ours-BF Ours
PM2.5 11.199± 0.188 11.214± 0.100 11.043± 0.092
O3 17.636± 0.127 18.276± 0.218 17.595± 0.069
NO2 8.768± 0.087 8.907± 0.083 8.671± 0.057
SO2 6.029± 0.048 5.984± 0.052 5.961± 0.015

Table 8: Backbone ablation study on air dataset.

Backbone network
MAE (μg/m3)

W/o STA With STA (ours)
MLP 11.420± 0.168 11.043± 0.092
CNN 11.447± 0.124 11.146± 0.144
LSTM 11.554± 0.185 11.030± 0.122
Transformer 11.567± 0.170 11.008± 0.129
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Figure 12: Task parameter studies on air pollution dataset. (a) Prediction MAE for diferent prediction lengths. (b) Relative MAE im-
provement of our method compared to non-adaptively pretrained backbone, under diferent lengths of target support data. (c) Prediction
MAE on SO2 dataset for a diferent number of source cities.
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distribution assumption between source and target is in-
dependent from the non-i.i.d modeling of source data
distribution. Secondly, while the algorithm does not require
direct training of a target distribution, but instead recognizes
it as a source component, there appears to be a trade-of
between the resolution of the fner structure of the predictive
distribution and the size of the spatiotemporal window, as
well as the number of support samples. In our experiments,
we preset these values as hyperparameters empirically, but
further theoretical analysis remains an interesting topic in
future work. Tirdly, as the proposed model is a model-
agnostic framework, we only test temporal predictor as the
backbone network in our experiment because there is only
one fxed monitoring site for each city in our dataset. While
this aligns with the common coldstart scenario that the
target city may only have one newly built monitoring station
[8], we acknowledge that the test over spatiotemporal
backbone networks can be further investigated when sensory
network data for individual cities become available.

5. Conclusions

Te development of accurate data-driven air pollution pre-
diction systems is crucial to mitigate the harmful efects of air
pollution. However, predicting air pollution in a new city with
extremely limited data accumulation remains a signifcant
challenge. Traditional transfer learning solutions may not be
satisfying due to the insufcient usage of available source data
and suboptimal transferring strategy. To address this problem,
we propose formulating the air pollution prediction task as
a STA problem.Tis involves decomposing the source dataset
into a mixture of spatial-temporal-specifc subdistributions
and learning to adapt across space and time. By doing so, it is
possible to signifcantly reduce the data accumulation re-
quirement for the new city and improve coldstart prediction
performance. We further propose an efective bidirectional
meta-learner and derive a coldstart training algorithm based
on them. Results from both synthetic and real-world air
pollution datasets demonstrate the efectiveness of our ap-
proach. Our proposed method outperforms pretraining and
fne-tuning solutions by 5.2% in 24-hour prediction mean
absolute error (MAE) when only 200 hours of data are
available for a new city.
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