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Internet of Tings, low energy consumption, and intelligent and functionally integrated urban infrastructure construction are
crucial elements in the development of smart cities. Distributed generation (DG) and electric vehicle charging infrastructure play
a vital role in the planning and construction of smart cities. However, the uncertainty associated with the power output of
distributed generation signifcantly impacts the planning of distribution networks. To address this issue, this paper proposes a site-
selection recommendation algorithm that leverages urban multimedia data and improved generative adversarial networks. Te
proposed algorithm begins by modeling the uncertainty of wind power and photovoltaic (PV) generation using an enhanced
conditional generative adversarial network model. To generate multimedia datasets with time-series characteristics for wind
power and PV generation scenarios, monthly multimedia data labels are incorporated into the model. Tese multimedia datasets,
representing a wide range of scenarios, are then clustered using the K-means clustering method. Furthermore, a distributed
generation planning model is established, aiming to minimize the annual integrated cost. Te planning problem is efciently
solved using CPLEX, a mathematical programming solver. In the simulation experiments, the proposed scheme is compared with
alternative schemes.Te results demonstrate that the proposed scheme achieves a signifcant total cost saving of 21.95% compared
to the comparison scheme. Moreover, the experimental comparison reveals that the proposed scheme exhibits higher stability.
Additionally, in terms of algorithm efciency, the proposed algorithm outperforms the other three algorithms tested in terms of
the number of iterations and speed. Te experimental results highlight the efectiveness of the proposed planning model in
improving the economy and stability of the distribution network. Furthermore, it enhances the computational efciency of the
planning problem associated with distributed power supply and electric vehicle charging stations. Te fndings of this research
hold substantial research signifcance for the site selection planning of distributed power supply.

1. Introduction

tWith the advancement of the Internet of Tings, cloud
computing, and multimedia technologies, the concept of
“smart cities” has been gaining prominence as the future
direction of urban planning and development. Te goal of
urban planning is to leverage big data and artifcial in-
telligence to enhance the quality of life for the inhabitants
and establish sustainable and people-centric cities. Facility
siting has emerged as a signifcant concern in the context of
smart cities and has found applications in diverse domains
[1, 2]. In the 21st century, electric vehicles play a crucial role
in realizing a low-carbon environment and establishing

a robust smart grid [3]. For ease of understanding, each
acronym and its corresponding full explanation are listed
here, as shown in Table 1.

As an ideal substitute for fuel vehicles, EVs are rapidly
emerging in the market with their advantages of low pol-
lution, low emissions, and high energy utilization. In the
near future, the ratio of traditional fuel vehicles to EVs will
change signifcantly, and the reasonable planning of
charging facilities is the key to further promoting the de-
velopment of EVs [4]. As the proportion of EVs continues to
increase, the randomness of their charging loads exacerbates
the load-side uncertainty. EV charging loads have a certain
degree of randomness in both time and space. In areas with
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dense electricity consumption loads, the charging behavior
of EVs will increase the pressure of power supply in the
power system. During peak hours, the access of EV charging
load will further aggravate the peak-valley diference in load,
which has a certain impact on the safe and reliable operation
of the distribution network and electricity-using equipment.
With the increase in EV users, it greatly complicates the
structure of the distribution network and brings new impact
and challenges to the location of DG.

In response to this situation, scholars at home and
abroad have conducted relevant research on the siting of
DG. Ufa et al. [5] established a mathematical model for the
planning of DG with the main objective of economic cost
and the total cost of annual construction investment, op-
eration and maintenance, power purchase, and environ-
mental protection. Liu et al. [6] introduced environmental
coordination factors, thus adding the environmental and
social benefts of DG and V2G into the optimization ob-
jective function, and built a constant volume model of DG
location considering V2G. Veeresha et al. [7] used the K-
means clustering algorithm to reduce the operating sce-
narios and obtained a typical operating scenario model with
diversity. He et al. [8] considered the uncertainty of the
output power of wind turbine and photovoltaic generators
and expressed it by fuzzy variables; the objective function
was to minimize the annual investment and operation cost,
and the constraints of economic and reliable operations were
used. Jiménez-Fernández et al. [9] took the maximum
beneft of independent generators as the objective function
and adopted the simulated plant growth algorithm to es-
tablish the location planning model of DG access to the
distribution network. Venkatesan et al. [10] considered the
uncertainty of DG output and built a planning model with
a minimum energy cost. Panda et al. [11] designed a DG
confguration model for EV impact and demand-side
management based on the consideration of DG output
volatility and then solved it by the diferential evolutionary
algorithm and the original pairwise interior point method.
Shuaibu Hassan et al. [12] used the DG planning model, in
which the environmental pollution cost generated by
microgas turbines is taken into account and solved using
a genetic algorithm. Jallad et al. [13] proposed an improved

frefy algorithm for solving the DG planning model with the
objective of minimizing the cost of economic loss due to
voltage dips.

Although the abovementioned literature has made some
progress in the problem of stochastic optimal allocation of
DG capacity, most of the current generation scenarios use
sampling methods such as Latin hypercube and Monte
Carlo, which require prior assumptions that the data obey
a specifc probability distribution before using these sam-
pling methods. A generative adversarial network (GAN), on
the other hand, learns from multimedia data directly and
generates new multimedia data samples without assuming
that the data obey a specifc probability distribution in
advance [14]. Terefore, GAN has received a lot of attention
since it was proposed.

Based on the aforementioned research, this paper ad-
dresses the issue of generating unrealistic scenarios caused
by the disparity between assumed and actual multimedia
data distributions in traditional sampling methods. To
overcome this, an enhanced conditional generative adver-
sarial network model is employed, which does not rely on
prior assumptions about the original multimedia data dis-
tribution. Tis model is utilized to generate wind and
photovoltaic (PV) output scenarios based on real multi-
media data. Subsequently, a distributed generation (DG)
optimization allocation model is formulated with the ob-
jective of minimizing the annual integrated cost. Trough
simulation experiments, the efectiveness of the proposed
planning model is validated, providing valuable insights for
the analysis of the EV charging load’s spatiotemporal dis-
tribution and DG site selection.

2. State of the Art

2.1. Development of GAN. Generative adversarial networks
have become a hot research topic in academia since their
introduction, andmany excellent researchers have improved
and optimized them from diferent perspectives. Te orig-
inal GAN network only takes noise as input and cannot
control the output of the network model [15]. Some scholars
proposed a conditional generative adversarial network
(CGAN) [16] based on GAN, which adds conditional in-
formation to the input of the original model structure so that
the output of the model can be infuenced by the specifed
input conditions. Some scholars proposed ACGAN [17] on
the basis of CGAN, which adds category judgments while
identifying the authenticity of images, allowing the network
to better learn the data features of the samples and generate
high-quality images. Other scholars proposed Triple-GAN
[18], which adds classifers to the structure of CGAN and
uses classifers and generators to simultaneously learn the
multimedia data labels and the conditional distribution of
images. It can generate more multimedia datasets while
generating better images, reducing the cost of manual
labeling.

Te original GAN network uses a fully connected layer
architecture, which can only generate images with low
resolution due to the large number of parameters.Terefore,
many researchers have improved and optimized the network

Table 1: List of abbreviations.

Abbreviations Full explanation
IoT Internet of Tings
DG Distributed generation
PV Photovoltaic
EV Electric vehicle
CPLEX CPLEX mathematical programming solver
GAN Generative adversarial network
WGAN Wasserstein generative adversarial network
GP Gradient penalty
CGAN Conditional generative adversarial network
LAPGAN Laplacian pyramid generative adversarial network
LSGAN Least squares generative adversarial network
ACGAN Auxiliary classifer generative adversarial network
BN Batch normalization

2 International Journal of Intelligent Systems



structure to generate higher quality images. Some scholars
proposed the LAPGAN model [19]. It uses the cascaded
generative adversarial network, takes the picture generated
at the upper level as the condition variable of the next level,
and then uses this Laplacian pyramid structure to generate
the precise picture. Other scholars proposed StackGAN [20].
Tis approach generates low-resolution images in the frst
stage by using two successive generator models and gen-
erates high-resolution graphs in the second stage using the
generated low-resolution images and text descriptions as
conditional information inputs. Tis hierarchical model
framework efectively improves the network’s ability to
generate high-resolution images.

Te original GAN network also uses JS divergence to
measure the disparity of data distribution, which is prone
to the problem of training instability [21]. Terefore,
many researchers have tried to use a better distance
measure. Some scholars have proposed LSGAN [22]. Tis
model uses a least squares loss function to replace the
cross-entropy loss function of the original GAN network,
which makes the training of the GAN network more stable
and generates higher quality images. Other scholars
proposed Wasserstein Generative Adversarial Network
(WGAN) and Wasserstein distance and used them to
construct the evaluation function [23]. Tis method solves
the problem of gradient disappearance and instability
caused by the JS divergence as the evaluation function and
reduces the difculty of network training. To address the
problems of gradient disappearance and parameter cen-
tralization during training of WGAN, the team also
proposed the Gradient Penalized Generative Adversarial
Network-Gradient Penalty (WGAN-GP), which in-
troduces a gradient penalty strategy to further improve
and optimize WGAN.

GAN networks have been widely studied because of their
powerful generative power. In addition to improving and
optimizing GAN from the abovementioned perspectives,
many studies have been conducted on improving the
training techniques of GAN networks. Many researchers
have improved and optimized GAN networks from diferent
perspectives, and many researchers have summarized and
concluded the development history of GAN networks. Some
of the GAN network development genealogies mentioned in
this paper are shown in Table 2.

2.2. Research onGAN inUrban Planning. Machine learning
builds on traditional big data analysis methods to make
decisions and predictions about urban construction by
using input multimedia data and algorithms to estimate
unknown outcomes. Among machine learning models,
GAN is a deep learning architecture proposed by Newton
[24] from the University of Montreal in 2019. It aims to
model the distribution of the latter through the generated
multimedia data sample information with natural im-
ages, enabling the GAN to learn and generate higher-
order features. To build a predictive model for urban
facility planning using GAN, multimedia datasets need
to be produced to be fed into the generator and

discriminator for training so that the generated images
obtained from the input multimedia dataset in the
generator are counterbalanced with the real images in the
output multimedia dataset. Generative adversarial net-
works have become an important tool in the current
study of urban space, and their predictive features can be
used to generate urban images or interest point layouts.
Zhao et al. [25] applied the WGAN-GP algorithm to
generate topography and build masks to predict eleva-
tion information for unknown areas. Ji et al. [26] gen-
erated multimedia datasets to predict building rows in
urban planning maps based on labeled spatial elements
such as roads, green spaces, and rivers. Man et al. [27]
used the Pix2PixHD algorithm to combine pedestrian
fow and urban spatial multimedia data to predict heat
maps of street hawker distribution. Newton et al. [24]
used the pix2pix technique to conduct a morphogenetic
simulation of residential areas. Li et al. [28] conducted
a plan generation simulation of building clusters using
the WGAN technique. Gong et al. [29] proposed the use
of GAN to process unfamiliar data to support urban
design. Te results show that the method can efectively
formulate urban design decisions. All these studies have
achieved certain results, and the generated models refect
consideration of the surrounding urban fabric, in-
dicating the feasibility of smart city site selection through
artifcial intelligence technology.

3. Methodology

3.1. Improved GANModel Design Based onMultimedia Data.
Te GAN consists of two parts, namely, a generator and
a discriminator. Te generator generates new samples by
learning the probability distribution of real multimedia data.
Te discriminator determines whether the input data are real
multimedia data, and both improve the quality of the
generated samples through game learning. CGAN is a gen-
erative network that improves on GAN. It combines su-
pervised and unsupervised learning and adds label
information to the input of the model, which can be used to
guide the generation of multimedia data. CGAN is a method
to implicitly learn the probability distribution of historical
multimedia data from it using game adversarial ideas, as
shown in Figure 1. By training the generator and discrim-
inator alternately, the fnal efect is to transform the noise
into a probability distribution similar to the historical data.
CGAN can map the noise into diferent conditional prob-
ability distributions according to the given diferent con-
ditional information and has good generation ability for
multimedia data from multiple distributions.

As can be seen from Figure 1, the conditional in-
formation c and the noise vector k are used as the inputs of
the generator A. Te generator A outputs the generated
samples i′ � A(k|c). Te discriminator D determines
whether the generated sample i’ satisfes the conditional
information c while judging the similarity between the
generated sample distribution u(i′) and the real sample
distribution u(i). Te loss functions of the generator and
discriminator in CGAN are shown in the following:
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LossA � −Ei′∼u i′( ) D i
′
|c􏼒 􏼓􏼔 􏼕, (1)

LossD � −Ei∼u(i)[D(i|c)] + Ei′∼u i′( ) D i
′
|c􏼒 􏼓􏼔 􏼕, (2)

where E is the expected value of the corresponding distri-
bution, D(∼) is the discriminator function, c represents
conditional information, z represents noise vectors, A rep-
resents the generator, andD represents the discriminator.Te
loss function of the generator (LossA) is optimized by
maximizing the probability of the discriminator, classifying
the generated samples as real. Te generator aims to deceive
the discriminator by generating samples that cannot be ac-
curately distinguished as fake. Terefore, the generator’s
objective is to minimize the negative logarithm of the dis-
criminator’s probability of classifying the generated samples
as real. Te loss function of the discriminator (LossD) is

optimized by maximizing its ability to accurately distinguish
between generated samples and real samples. Te discrimi-
nator aims to correctly classify both types of samples. Tus,
the discriminator’s objective is to maximize the sum of two
probabilities, i.e., the negative logarithm of the discriminator’s
probability of classifying real samples as real and the negative
logarithm of the discriminator’s probability of classifying
generated samples as fake.Te generator aims to minimize its
loss function (LossA), while the discriminator aims to min-
imize its loss function (LossD). Trough alternating training
of the generator and discriminator and continuously opti-
mizing them, the generator can generate realistic samples that
match the given condition, and the discriminator can accu-
rately diferentiate between generated and real samples.
Eventually, the generator and discriminator gradually reach
a balance during the training process, resulting in high-quality
generated samples.

Table 2: Partial GAN network development genealogy.

Classifcation by conditional
information

Classifcation by model
structure

Classifcation by loss
function

Classifcation image by
transformation

CGAN DCGAN LSGAN Pix2pix
ACGAN LAPGAN WGAN Pix2pixHD
TripleGAN StackGAN WGAN-GP FUNIT
— — — —

Generator

True False Wind power data

Generate data

PV data

Wind power data PV data

Historical data

Conditional information Gaussian noise

Discriminator
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Figure 1: Basic structure of CGAN based on multimedia data.
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In the process of CGAN training, the training objective is
the minimal-maximal game with conditions, as shown in the
following equation:.

min
A

max
D

Q(A, D) � Ei∼u(i)[D(i|c)] − Ei′ ∼u i′( ) D i
′
|c􏼒 􏼓􏼔 􏼕.

(3)

At the end of training, the generator A can learn the
probability distribution characteristics of the real sample i
and thus can generate multimedia data obeying the real law
under the conditional information c.

Te traditional GAN often encounters training dif-
culties and sufers from pattern collapse, leading to a de-
crease in the accuracy of generated samples i′. To address
these issues, the loss function based on the Wasserstein
distance is adopted as a replacement for the JS divergence
used in the traditional GAN [23]. Te Wasserstein distance
is capable of quantifying the similarities between two distinct
probability distributions, where a smaller value indicates
a higher degree of similarity. It is defned as shown in the
following equation:.

M u(i), u i
′

􏼒 􏼓􏼒 􏼓 � inf
π i,i′( )

􏽚 d i, i
′

􏼒 􏼓π di, di
′

􏼒 􏼓, (4)

where π(i, i′) is the joint probability density distribution,
satisfying the marginal distributions of u(i) and u(i′), d(i, i′)

is the interscenario distance measure, and “inf” indicates the
lower bound (infmum), which is the maximum lower
bound. Te Wasserstein distance is generally solved in the
Kantorovich–Rubinstein dual form, which is applied to
WGAN, as shown in the following equation:

M
ui,ui′( 􏼁

� sup
fD‖ ‖L
⩽ 1

Eu(i)[D(i|c)] − Eu i′( ) D i
′
|c􏼒 􏼓􏼔 􏼕, (5)

where ‖fD‖L⩽ 1 means that the discriminator D needs to
satisfy the 1-Lipschitz continuum. In this paper, the loss
function of discriminatorD is modifed by adding a gradient
penalty term to the original loss function to make it satisfy
the 1-Lipschitz condition restriction. Te specifc form is
shown inthe following equation:

AU|􏽢i
� λE􏽢i∼u(􏽢i)

∇􏽢iD(􏽢i)
�����

�����u
− 1􏼒 􏼓

2
􏼢 􏼣, (6)

where ‖.‖u denotes the u parameter; λ denotes the regular
term coefcient; 􏽢i is obtained by random interpolation
sampling on the line between the real sample i and the
generated sample i’. 􏽢i � εi + (1 − ε)i′ and ε obey a uniform
distribution on [0, 1]. In summary, the overall training
objective function of WGAN-GP is as follows:

min
A

max
D

Q(A, D) � Ei∼u(i)[D(i|c)] − Ei′ ∼u i′( ) D i
′
|c􏼒 􏼓􏼔 􏼕 − λE􏽢i∼u(􏽢i)

∇􏽢iD(􏽢i|c)
�����

�����u
− 1􏼒 􏼓

2
􏼢 􏼣. (7)

A convolutional neural network is used instead of the
traditional multilayer perceptron to construct the gen-
erator and discriminator, and the generator and dis-
criminator are symmetric network structures. Te
generator has 4 layers, and the number of flters is 256,
128, 64, and 1. Te size of the convolutional kernel is 5 in
the frst layer and 4 in the last 3 layers. Te frst 3 layers use
ReLU [30] as the activation function, and the last layer
uses Tanh as the activation function. A batch normali-
zation (BN) layer is added after the frst three convolu-
tional layers to improve the robustness of the network.
Considering that the BN layer will be the output nor-
malized to a normal distribution ofN (0, 1), the BN layer is
not added after the output layer. Te discriminator is also
4-layer, the convolution kernel size is 4, and the number of
flters is 16, 32, 64, and 1. Te frst 3 layers use Leaky ReLU
[31] as the activation function. Due to the structural
characteristics of the WGAN-GP model, no activation
function is added to the last layer. Te network structures
and parameters of the generator and discriminator are
shown in Figures 2 and 3, respectively.

Due to the variation in wind power and solar power
output with seasons and weather conditions, they exhibit
strong randomness and volatility. Terefore, relying solely
on the daily values of multimedia data as planning pa-
rameters would lead to unreasonable results in distributed

power generation planning. Tis paper is based on the
concept of a multimedia dataset and wind-solar power
output scenarios. It utilizes the WGAN-GP model to learn
the distribution of historical wind-solar data and gener-
ates a collection of multimedia wind-solar power output
scenarios that include multiple dimensions such as wind
speed, solar radiation, air humidity, cloud coverage,
temperature, and rainfall. Tese multiple dimensions of
data provide more comprehensive environmental char-
acteristics to accurately describe the wind-solar power
output scenarios. Tese scenario collections compre-
hensively consider the predictive capabilities of wind
power and solar power systems at diferent times and
locations, incorporating multimedia information. How-
ever, conducting extensive simulation calculations based
on the entire dataset is challenging due to the enormous
computational load. To address this issue while consid-
ering the temporal and stochastic nature of wind-solar
power output, this paper applies the K-means clustering
algorithm to analyze and cluster the generated multimedia
wind-solar power output scenarios. Te clustering cate-
gorizes the multimedia wind-solar power output scenarios
under diferent seasons and weather conditions into
typical categories such as sunny, cloudy, and rainy,
resulting in twelve clustered scenarios. Tese multimedia
wind-solar power output scenarios provide
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a comprehensive description of the output capabilities of
wind power and solar power systems by integrating mul-
tiple dimensions of data, including wind speed, solar ra-
diation, temperature, and humidity. Tese scenarios refect
the variations in energy production under diferent envi-
ronmental conditions. Generating and analyzing multi-
media wind-solar power output scenarios through
clustering contributes to the decision-making process in
energy planning, system design, and operational
management.

Te specifc steps of K-means clustering are as follows:

(1) According to the four seasons of the year, the scenery
output scenarios under diferent seasons are clus-
tered into three typical scenarios, namely, sunny,
cloudy, and rainy, so there are 12 scenarios after
clustering.

(2) 12 scenarios are randomly selected from the original
output scenario set as the initial clustering center
N(0) � (ψ(0)

1 ,ψ(0)
2 , · · · · · ·ψ(0)

z ), z � 12.
(3) Te Euclidean distance from each scenario to the

cluster center is calculated separately, and each
scenario is divided into the clusters with the closest
distance. Te formula for calculating the Euclidean
distance from each scenario to the cluster center is as
follows:

D ψx,ψy􏼐 􏼑 �

�����������������

􏽘

t

z�1
ψx(z) − ψy(z)􏼐 􏼑

2

􏽶
􏽴

, (8)

where D(ψx, y) is the distance between scenario
curves and ψx(z) is the z-th dimensional data of the
ith scenario.

(4) Calculate the centroids of each of the Z clusters and
update the cluster centers N(1) � (ψ(1)

1 ,

ψ(1)
2 , · · · · · · ,ψ(1)

z ).
(5) Repeat steps (3) and (4), the fnal clustering center

curve that corresponds to Z typical scenarios
ξ1, ξ2, · · · · · · , ξz􏼈 􏼉.

Te K-means clustering algorithm plays a key role in our
site-selection recommendation algorithm. By clustering the
dataset, we were able to identify representative site-selection
scenarios and capture the relationship between multimedia
data and optimal facility locations. Clustering facilitates
generalization to unseen scenarios and improves the accu-
racy of our site selection recommendations. We then utilized
these clusters in the recommendation process, training on
the labeled datasets within each cluster.Tis training allowed
the algorithm to learn the link between the city multimedia
data and the best site selection decision. As a result, the
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Layer 1

Name

Batch normalization layer

2 D deconvolution layer

Batch normalization layer

2 D deconvolution layer

Batch normalization layer

2 D deconvolution layer

2 D deconvolution layer

Parameter name Parameter

step size

Number of filters

Convolution kernel

Activation function

step size

Number of filters

Convolution kernel

Activation function
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Number of filters

Convolution kernel

Activation function
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Activation function
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4*4
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ReLU
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ReLU
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4*4

Tanh
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1

Figure 2: Generator structure diagram.
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algorithm can use the knowledge gained from the clusters to
provide informed and accurate recommendations when new
scenarios are encountered.

3.2. DG Site Selection Model

3.2.1. Objective Function. In this paper, we study three DGs,
namely, wind turbine (WT), photovoltaic (PV), and micro-
turbine (MT), and develop an optimal allocation model for
DGs with minimum annual integrated costs. Te cost in-
cludes the construction investment cost, operation and
maintenance cost, network loss cost, main grid purchase cost,
and the environmental benefts generated by DG generation.

minC � CX + COW + CL + CU − CS. (9)

Temathematical expressions of the various costs of DG
in (9) are as follows:

(1) Converting to the annual DG construction in-
vestment cost CX, the value of which can be cal-
culated by the following mathematical equation.

CX � G(d, j) 􏽘

Ttype

z�1
􏽘

y∈ΩDAz

c
DAz
X U

DAz
r,y􏼐 􏼑, (10)

whereG(d, j) � d(1 + d)j/((1 + d)j − 1) denotes the
present value to equal the annual value coefcient of

DG. Here, d is the discount rate and j is the planning
year.Ntype is the type of DG, with 1 and 2 representing
WTand PV, respectively, and y is the node where DG
is installed. ΩDAz is the set of nodes where the z-th
type of DG is installed, cDAzI is the construction in-
vestment cost coefcient per unit capacity of the z-th
type of DG installed at node y, and UDAz

r,y is the rated
capacity of the z-th type of DG installed at node y.

(2) DG annual operation and maintenance costs, COW:

COW � ndωs 􏽘

Ts

s�1
􏽘
n∈N

􏽘

Ttype

z�1
􏽘

y∈ΩDAz
c
DAz
OW U

DAz
y,s,n, (11)

where nd � 365; ωs is the probability of occurrence of
scenario s; Ts is the total number of scenarios; cDAzOW is
the operation and maintenance cost factor required
for the z-th DG installed at node y to emit a unit of
power; andUDAz

y,s,n is the active power emitted by the z-
th DG installed at node y at moment t of scenario s.

(3) Network loss cost, CL

CL � ndωs 􏽘

Ts

s�1
􏽘
n∈N

􏽘

xy∈ΩGrid
cLossX

2
xy,s,nrxy􏼐 􏼑, (12)

whereΩGrid is the set of all nodes; cLoss is the network
loss cost factor; Ixy,s,n denotes the current fowing
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2 D deconvolution layer

2 D deconvolution layer

Batch normalization layer

2 D deconvolution layer

2 D deconvolution layer

Batch normalization layer

Parameter name Parameter

step size

Number of filters

Convolution kernel

Activation function

step size

Number of filters

Convolution kernel

Activation function

step size

step size

Number of filters

Number of filters

Convolution kernel

Convolution kernel

Activation function LeakyReLU

LeakyReLU

LeakyReLU

4*4

4*4

16

2

2

32

4*4

2

64

4*4

2

1

Figure 3: Discriminator structure diagram.
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from node x to node y at moment n for scenario s;
and rxy denotes the resistance value of the line be-
tween node x and node y.

(4) Te value of Cu: the cost of purchasing power from
the upper grid can be calculated by the following
mathematical equation:

CU � ndωs 􏽘

Ts

s�1
􏽘
n∈N

􏽘

y∈ΩNR

cNRU
NR
y,s,n􏼐 􏼑, (13)

whereΩNR is the set of transformer nodes; cNR is the
unit power purchase cost coefcient of power

purchased from the main grid; and UNR
y,s,n is the

amount of power purchased from the main grid.
(5) Environmental benefts of DG generation, Cs: en-

vironmental benefts include 2 components, namely,
environmental pollution costs and government
subsidies. Here, the environmental pollution cost is
the compensation cost of environmental pollution
generated by MT power generation. Government
subsidies are the benefts generated by DG
generation.

CS � ndωs 􏽘

Ts

s�1
􏽘
n∈N

􏽘

y∈ΩMT

􏽘

t

m�1
Qm + Fm( 􏼁DmU

MT
y,s,n − 􏽘

Ttype

z�1
cfU

DAz
y,s,n􏼐 􏼑⎞⎠⎛⎜⎝ ⎞⎟⎠⎛⎜⎝ , (14)

where ΩMT is the set of nodes where MTs are installed. Vm

and Fm are the environmental values of the pollutant and the
penalty imposed, respectively. Dm is the emission of the
pollutant. UMT

y,s,n is the active power emitted by the MT in-
stalled at node y at time n under scenario s. cf is the
government subsidy cost factor.

3.2.2. Constraint Conditions. In the planning process, we
consider the tidal current constraint, nodal voltage con-
straint, branch current constraint, transformer power saving
constraint, and DG-related constraints, as described.

(1) Power fow constraint [32]:

􏽘
z∈δ(y)

Uyz,s,n − 􏽘
x∈π(y)

Uxy,s,n − X
2
xy,s,nrxy􏼐 􏼑 � 􏽘

y∈ΩNR

U
NR
y,s,n + 􏽘

Ttype

z�1
􏽘

y∈ΩDAz
U

DAz
y,s,n − 􏽘

y∈ΩGrid
U

Load
y,s,n ,

􏽘
z∈δ(y)

Vyz,s,n − 􏽘
x∈π(y)

Vxy,s,n − X
2
xy,s,nixy􏼐 􏼑 � 􏽘

y∈ΩNR

V
NR
y,s,n + 􏽘

Ttype

z�1
􏽘

y∈ΩDAz
V

DAz
y,s,n − 􏽘

y∈ΩLoad
V

Load
y,s,n ,

P
2
y,s,n � P

2
x,s,n − 2 Uxy,s,nrxy + Vxy,s,nixy􏼐 􏼑 + X

2
xy,s,n r

2
xy + i

2
xy􏼐 􏼑,

X
2
xy,s,n �

U
2
xy,s,n + V

2
xy,s,n

P
2
y,s,n

,

(15)

where δ(y) is the set of endpoints; π(y) is the set of
starting points;Uxy,s,n andVxy,s,n denote the active and
reactive power fowing from node x to node y in time
period n for scenario s, respectively. rxy and ixy denote
the resistance and reactance values of the line between
node x and node y. VNR

y,s,n and VD,z
y,s,n are the reactive

power of the transformer and the z-thDG connected to
node y at time period n of the s scenario, respectively.
ULoad

y,s,n and VLoad
y,s,n are the reactive power of the trans-

former and the z-th DG connected to node y at time
period n of the s scenario, respectively. Py,s,n and Px,s,n

are the voltage amplitudes of node y and node x in the
time period n of scenario s, respectively.

(2) Node voltage constraint:

Umin ⩽Uy,s,n ⩽Umax, (16)

where Pmax and Umin are the upper and lower limits
of the voltage at node y, respectively.

(3) Branch current constraint [33]:

0⩽ Ixy,s,n ⩽ Imax, (17)

where Imax is the maximum value of current allowed
in branch y.

(4) Transformer power saving power constraint:

U
NR,min
y ⩽ U

NR
y,s,n ⩽U

NR,max
y ,

V
NR,min
y ⩽ V

NR
y,s,n ⩽V

NR,max
y ,

⎧⎪⎨

⎪⎩
(18)
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where UNR,max
y and UNR,min

y are the upper and
lower limits of transformer active power, re-
spectively. VNR,max

y and VNR,min
y are the upper and

lower limits of transformer reactive power,
respectively.

(5) DG-related constraints:

0⩽U
DAz
y,s,n ⩽U

DAz,max
y,s,n ,

0⩽V
DAz
y,s,n ⩽V

DAz,max
y,s,n ,

0⩽U
DAz
r,y ⩽U

DAz,max
r,y ,

􏽘

Ttype

z�1
􏽘

y∈ΩDAz
U

DAz
r,y ⩽ μULtotal,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

where UDAz,max
y,s,n is the upper limit of the active power

output of DG installed at node y. VDAz,max
y,s,n is the upper

limit of the reactive power output of DG installed at node
y. UDAz,max

r,y is the maximum capacity of DG allowed to be
installed at node y; μ is the penetration rate. ULtotal is the
total active load of the distribution network. Finally, the
process of solving the DG optimal planning model using
the commercial software CPLEX is shown in Figure 4.
Here, the K-means clustering method to eliminate the
situation can be referred to in several steps before and
after equation (8).

4. Result Analysis and Discussion

4.1. Scenario Setting. In order to verify the advantages and
solution results of the model proposed in this paper, two
scenarios are designed for analysis and comparison with
diferent factors afecting DG. Scenario 1: DG is installed
under the planning scenario proposed in this paper, and
scenario 2: DG is installed under the wind power output
only, without considering PV.

Te data used in this paper are collected and obtained
from multiple sources, respectively, by the following
methods:

(1) Electric vehicle charging piles: we collaborate with
electric vehicle charging infrastructure providers to
access data on charging behaviors and usage
patterns.

(2) Power distribution: we collaborate with power dis-
tribution companies to obtain historical data on
network operations and load demand.

(3) Wind power and photovoltaic generation: we col-
laborate with renewable energy companies to obtain
historical generation data from wind farms and solar
installations.

(4) IoT: we collaborate with IoT platform companies
that specialize in IoT solutions to access aggregated
or real-time IoT data.

4.2. Scenario ComparisonAnalysis. Temodels in scenario 1
and scenario 2 are solved separately, and the results are
compared and analyzed. Te comparison of the costs under
scenario 1 and scenario 2 is shown in Figure 5.

According to Figure 5, compared with the planning cost,
scenario 1 is much lower than scenario 2. Te reason is that
Scenario 1 can save part of the planning cost by making
a reasonable planning of charging stations with the model in
this paper. Comparing the network loss cost, it shows that
scenario 1 is more advantageous. Tis is due to the rea-
sonable allocation of DG in the distribution network, which
reduces the power fow constraint in the distribution net-
work and efectively reduces the network loss. Comparing
the operation costs, scenario 1 is higher than scenario 2. It
indicates that scenario 2 does not consider that the PV
output will increase the voltage diference between the frst
and the end of the line, thus afecting the beneft of the
distribution system when it actually operates. Comparing
the total cost, scenario 1 saves 21.95% of the total cost
compared to scenario 2. Te service life of charging stations
is typically 15–20 years, making scenario 1 more advanta-
geous from a long-term development perspective.

With the increased construction and use of DG, the total
amount of EV charging load and conventional load will also
grow year by year, which will greatly afect the branch
currents in the distribution network and lead to the branch
currents crossing the limit under bad conditions, afecting
the stable operation of the charging piles of the system. As
shown in Figure 6, the number of overrunning branch
circuits in diferent scenarios.

It is clear from Figure 6 that when the total load increases
by 44%, the lines that cross the limit appear in scenario 2.
When the total load increases by 50%, the number of lines
that cross the limit increases to 3. When the total load in-
creases by 56%, the out-of-bounds lines start to appear in
scenario 1. When the load increases further, the number of
out-of-limit lines in scenario 1 increases to 2. Trough
comparative analysis, scenario 1 can signifcantly withstand
the growth of total load by reasonably matching the location
of the DG and charging station and efectively improving the
situation of branch circuit current overruns, thus improving
the stable operation of the distribution network.

Generation of sequential Wind and PV output
scenario based on conditional WGAN-GP

Start

K-means clustering to eliminate scenarios

Build DG stochastic optimal
configuration model

Yes

whether the optimal planning
conditions are satisfied

End

Output optimal planning
results

No

Call CPLEX to solve the
optimal configuration model

Figure 4: Flow chart of DG planning based on WGAN-GP.
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In this section, we take a region 2021 EV charging
station, user demand point, and DG collaborative planning
as examples and establish an xy coordinate system to get the
coordinates of DG candidate points under 2 scenarios. Te
topology of the DG planning connections corresponding to
the coordinates x, y under scenario 1 and scenario 2 are
shown in Figures 7 and 8.

It can be seen from the above fgures that the distribution
of DG candidate points in scenario 1 is relatively average,
which can meet the charging demand of more EV users.
Considering the local consumption of DG by EV charging
stations, the DG candidate sites in scenario 1 are selected
near EV charging stations and user demand points. Tis
realizes the local consumption of DG with high penetration
rate and reduces the pressure of EV load on the distribution
network. In scenario 2, DG candidates are unevenly dis-
tributed, and many customer demand points are far away
from DG candidates.

4.3. Comparison of Algorithm Efciency. In order to further
verify the rapidity and accuracy of the algorithm in this
paper, the algorithms of literature [34], literature [35], and
the proposed algorithm were used simultaneously to carry
out the optimization search. Te three optimization algo-
rithms were used to plan the optimization search under
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Figure 7: Schematic diagram of DG planning connection topology
under scenario 1.
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Figure 8: Schematic diagram of DG planning connection topology
under scenario 2.
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scenario 1 and scenario 2, respectively, and repeated 40
times, and the adaptation values of each optimization al-
gorithm in scenario 1 and scenario 2 were obtained as shown
in Figure 9. Te analysis of Figure 9 shows that in the re-
peated experiments of scenario 1 and scenario 2, the upper
and lower ranges and median values of the ftness function
obtained by the algorithms in this paper are the smallest
compared with those in literature [34] and literature [35],
which prove that this paper is more efective in the process of
seeking the best.

Figure 10 shows the comparison of the convergence
speed of the three algorithms in literature [34], literature
[35], and the algorithm in this paper for scenario 1 and
scenario 2.

Te comparison of the legend clearly shows that the
algorithm in this paper has the least number of iterations and
the fastest speed among the three algorithms. Also,

comparing the fnal convergence values of the three algo-
rithms, it is obvious that the results of the proposed algo-
rithm are more economical. Terefore, this algorithm works
better at solving DG planning and EV charging problems.

5. Conclusion

In today’s world, the increasing scarcity of traditional energy
sources and the pressing issue of environmental pollution
have led to the widespread adoption of distributed gener-
ations (DGs) and electric vehicles (EVs) as efective solutions
to address the energy crisis and pollution problems. Plan-
ning DGs in a rational manner to meet the growing demand
for the distribution load and trafc load has become a crucial
task to be addressed. Tis paper takes into account the
multimedia data characteristics of wind and photovoltaic
(PV) output scenarios and proposes the use of the
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Figure 9: Comparison of adaptation values. (a) Scenario 1. (b) Scenario 2.
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Figure 10: Convergence performance comparison. (a) Scenario 1. (b) Scenario 2.
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WGAN-GP model to generate multimedia data for these
scenarios. By doing so, it overcomes the problem of gen-
erating unreasonable scenarios that arise from the disparities
between the assumed and real data distributions in tradi-
tional sampling methods. Te generated scenarios are fur-
ther reduced using the K-means clustering algorithm, which
simplifes the complexity of modeling and calculation.
Moreover, an optimal planningmodel is formulated with the
objective of minimizing the annual comprehensive cost.
Comparative analysis with other planning schemes dem-
onstrates that the proposed scheme in this paper is not only
the least costly but also more reasonable, thus contributing
to the advancement and development of DG in the future.
Te approach presented in this paper not only provides
multimedia data support for DG planning but also lays the
foundation for subsequent analysis of EV charging load
spatiotemporal distribution and the planning of EV charging
stations. In future work, it is recommended to consider other
types of DGs to further enhance the reliability of distribution
networks and improve the integration of energy storage
devices for EV charging stations.
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