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Tis article discusses issues with disturbance rejection and periodic signal tracking in a specifc type of time-varying delay
nonlinear systems. Te proposed approach, known as the modifed repetitive controller (MRC) scheme, utilizes an equivalent-
input-disturbance (EID) estimator to enhance the system’s performance. It efectively improves the system’s ability to reject both
aperiodic and periodic unknown disturbances, while also achieving accurate tracking of periodic reference signals. A T-S fuzzy
model has been used to roughly represent the system nonlinearity. Additionally, a fuzzy state observer based on an adaptive
periodic event-triggered mechanism (APETM-FSO) has been used to decrease data transfer, energy use, and communication
resource utilization. Te APETM is able to identify the occurrence of an event by surpassing a predetermined threshold with the
error signal, thanks to the designed adaptive event triggering condition. Transmission of the current data only takes place when the
event happens, while data can remain unchanged using a zero-order hold if the event does not occur. In addition to, controller
parameters are tuned using a particle swarm optimization (PSO) approach. Hence, T-S fuzzy model-based EID, MRC, FSO-
APETM, and PSO construct the overall system. In order to ensure the asymptotic stability of the entire system in the presence of
unknown disturbances, the article establishes sufcient conditions using the Lyapunov–Krasovskii functional stability theory and
linear matrix inequalities (LMIs). Tese conditions are derived to guarantee the desired stability properties of the system. To
demonstrate the efectiveness and feasibility of the proposed scheme, simulation results with comparative study are presented.Te
proposed controller has achieved better tracking performance with less tracking error with maximum value of 0.05. In addition,
the suggested APETM has minimum triggering times which is 34 as comparison with PETM which is 40 times, and hence,
APETM is more efective than PETM in reducing data transmission frequency and using less communication resources overall.

1. Introduction

In control systems, there are two main important issues, the
periodic signal tracking and the rejection of unknown
disturbances. One of the better control systems for tracking
external periodic signals and adjusting the unknown peri-
odic disturbances through repeated learning tasks is the
repetitive control (RC) strategy [1]. Te RC is widely used in
many applications because it can produce a better control

performance, including robotic manipulators, servo motors,
power systems, inverted pendulums, and any systems that
need to reject or follow periodic signals [2–4]. Te RC
control technique involves learning from past errors and
modifying feedback control behavior for the following cycle.
As a result, it is possible to decrease tracking error and track
the reference input with output that is steady-state error-
free. A low-pass flter (LPF) has been added to the RC
scheme to create the modifed RC (MRC) scheme in order to
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stabilize precisely appropriate plants, which are more
challenging for the RC method [5]. Te incorporated LPF
can reject the high-frequency signals besides, improving the
stability and signifcantly decreasing the control efort. Te
incorporation of this approach guarantees that the steady-
state tracking error in MRC systems is reduced compared to
that of RC systems, resulting in an enhanced tracking
performance [5]. Te efects of aperiodic disturbances
cannot be rejected with MRC scheme as well as the periodic
ones because the RC feedback loop is unable to achieve it [6],
and this is a drawback for MRC scheme. Usually in practice,
disturbances commonly combine periodic and aperiodic
elements, and they happen at a range of frequencies.
Terefore, a number of control methods have been de-
veloped in order to overcome these disturbances [7–10] and
the references therein. It has been determined how much of
an impact output disturbances have using the disturbance
observer [8]. However, it is quite challenging to design the
flter for the disturbance observer because of the stability of
the overall system. In [8], high order RC technique, which
has been described as robust, handled the both components
of disturbances. Although an ideal performance balance has
been reached for the disturbances, one of the two types of
control performance has been degraded. Te MRC scheme
has been enhanced by integrating an equivalent-input-
disturbance (EID) estimator, which serves as a developed
approach to compensate for both aperiodic and periodic
disturbances. Tis integration ensures that the MRC is ca-
pable of efectively mitigating the impact of both types of
disturbances [9]. It is simple to implement EID into practice
due to its resilience in mitigating the disruptions. In addi-
tion, various control systems have been presented EID-based
control techniques, such as [11, 12], due to its efcient
performance.

On the other hand, in most of the practical applications,
the nonlinearity has been appeared such as in power sys-
tems, robots, and numerous physical systems [5, 13–16].
Terefore, a variety of control mechanisms have been de-
veloped to handle these nonlinear systems. Te T-S fuzzy
model is one of the methods used in system modeling and
control, and it can efectively characterize nonlinear systems
and well approximate the nonlinearity with the aid of the
universal approximation technique [16–18]. In comparison
to other fuzzy models, the T-S fuzzy model can more ac-
curately mimic nonlinearity in real systems for the same
nonlinear systems with fewer rules. More recent works for
T-S fuzzy systems have been presented [14–18]. For many
nonlinear systems, MRC had been combined with the T-S
fuzzy model such as [17, 18] to give an efective algorithm.

In addition to, the majority of systems heavily relied on
continuous parameters to perform various tasks related to
system modeling and control. Regardless of it is needed to
update the data or not, the timing-triggered control updates
it periodically. Tis may cause heavy communication load
on the controller and sensors. Hence, much literature in-
troduced the event-triggered mechanism (ETM) [15, 19–21].
Te ETM has a control fexibility and can save more
communication resources compared to the other schemes.
According to the designed ETcondition, ETM can detect the

occurrence of an event. Tis mechanism is incorporated to
decide that it is needed to send a new data or not according
to ET condition through communication channels. Tis
designed condition depends on an error signal in which it
goes over a set limit. Te data will not be sent until the
condition is achieved, and it will be maintained and pre-
served using a zero-order hold (ZOH) technique, which
involved holding their values constant until the next update
or sampling point. Unfortunately, because of continuous
sampling which is dependent on the frequency of the
conditions achieving, the majority of ETM techniques result
in undesirable Zeno behavior [19]. A solution to this issue
has been proposed in [19, 20] by the creation of a periodic
ETM (PETM), which periodically assesses an ET condition
at a predetermined sample time to decide whether or not to
broadcast a new control signal.

Additionally, a static triggering condition was consid-
ered when designing the PETM, which could be troublesome
if the dynamics of the system alter due to the static triggering
condition’s inability to change. An adaptive ETM (AETM)
technique with an adaptive threshold has been studied in
some studies to conserve more computing resources and
react to changes in system dynamics [22, 23].

Additionally, fve control schemes has been chosen and
presented through this paper to enhance the MRC systems’
control efciency. Due to its efciency and accuracy in
approximation, some of these schemes adopted the T-S
fuzzy model approach to approximate and characterize
this nonlinearity. Te frst method [5] was developed for
a family of nonlinear time delay systems. Te purpose of
a novel output feedback control methodology-based MRC
scheme is to track a periodic reference signal through time
but only with the exclusion of periodic disturbances. By
using free-weighting matrix technique with Lyapu-
nov–Krasovskii functional (LKF)-based fuzzy, the robust
stability of the augmented system is guaranteed based on
sum of sufcient conditions introduced in terms of LMIs.
Two applied applications are subjected to demonstrate the
theoretical fndings of the suggested controller with better
performance as compared with other existing schemes.
However, this scheme cannot deal with the aperiodic
disturbances.

Te second scheme [17] is designed for the periodic
tracking of nonlinear physical plant. Te states of the ma-
jority of physically nonlinear systems are not quantifable, as
is well known. Te sState observer is a flter used to get the
states’ information if the system is deterministic [24]. A
novel fuzzy state observer (FSO) and fuzzy-based MRC have
therefore been used as mixed controller for states estimating
and periodic tracking. For the stability requirement of the
entire closed-loop system, a fuzzy Lyapunov function is
proposed in forms of LMIs. Separate designs for the MRC
fuzzy controller and observer greatly increase designing
freedom while requiring the least amount of computing.Te
efcacy and adaptability of the controller scheme have been
verifed by the outcomes of the simulation. However, also
this scheme can deal only with the periodic disturbance type
because there is not an estimator or any other technique for
the aperiodic disturbances’ rejection.
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Te third scheme one of these control schemes has been
designed for a class of nonlinear systems with unknown
external disturbance, which is an EID estimator-based MRC
scheme [25]. Tis control scheme has been introduced in
such improving the performance of disturbance rejection in
the MRC system. Aperiodic disturbances’ efects on the
input are estimated and rejected. Tis has been achieved by
incorporating the estimation mechanism into MRC law.Te
stability guarantee in this paper has been derived using the
linear matrix inequality (LMI)-based Lyapunov function
method. Tere are two tuning parameters which would be
adjusted in order to achieving robust stability and improving
the performances of both steady-state and transient be-
haviors. Te simulation results proved the superiority of this
scheme over other classical methods such as conventional
RC. Although the efectiveness of this scheme in tracking the
periodic signals and rejecting the unknown disturbances
with its two types, this scheme was dependent on continuous
parameters such as output, observer states, or state variables.
Te controller and sensors may experience a lot of com-
munication burden as a result.

For a class of nonlinear systems with time delay, the
problems of disturbance rejection and periodic reference
tracking under constrained communication resources are
addressed by the fourth technique [19].Te efectiveness of the
suggested MRC-EID scheme’s periodic and aperiodic distur-
bance rejection has been enhanced, and it has demonstrated
favorable tracking performance when dealing with periodic
reference signals. Additionally, an FSO-based periodic ETM
(PETM) has been developed to build a (FSO-PRTM) that
reduces data transmission, conserves communication channels,
and uses less energy. Te PETM design relied on a static
triggering condition even though the control design had su-
perior tracking performance and utilized fewer communication
resources while rejecting the two disturbance types. As a result,
the static triggering conditions will not be able to adapt when
the dynamics of the system change.

Te ffth approach focuses on designing a two-
dimensional MRC system to achieve high tracking perfor-
mance for a nonlinear plant [18]. To boost design fexibility,
an MRC with two repeating loops is used. Ten, the im-
proved RC system’s 2D properties are used to build a con-
tinuous-discrete 2D model. Utilizing the particle swarm
optimization (PSO) technique in order to optimize control
and learning activities with low computing complexity and
good optimal-solution accuracy, three stability condition
parameters must be adjusted and the parameters of theMRC
and state-feedback controller are combined optimally. De-
spite this scheme’s efcacy in tracking periodic signals, it is
unable to handle unidentifed disruptions. Additionally,
there is no mechanism for decreasing data transfer, which
results in signifcant energy waste and a burdensome
communication load on the controller and sensors.

According to the prior discussions and the defciencies
noted therein, this work examines the construction of EID-
based MRC with FSO-based adaptive PETM (FSO-APETM)
for the time-delayed T-S fuzzy system. An optimization
technique is used to tune the controller parameters and
adjust the control and learning actions.

Te following is a list of the contributions:

(i) By utilizing the EID estimator, the suggested MRC
scheme enhances control performance by efectively
compensating for both aperiodic and periodic
disturbances besides tracking periodic signals in
a defned category of nonlinear systems with time-
varying delays. Tis approach yields comparable
results and enhances the overall system
performance.

(ii) Considering that the system states are not directly
measurable. Due to its straightforward structure
and the need for fewer tuning parameters during
implementation, an FSO can be utilized to estimate
these states.

(iii) Te FSO-APETM integrates adaptive triggering
conditions, allowing the event-triggered condi-
tion to dynamically adjust and adapt to variations
in the system dynamics. Tis adaptive mechanism
enhances the efciency of the triggering process
while conserving energy and communication
resources.

(iv) Te design of EID estimator is independent of the
MRC, resulting in a straightforward design process.
Te simplicity of the procedures allows for a more
convenient implementation.

(v) Te combination of APETM, EID, MRC, and FSO
poses a notable challenge in preserving the stability
of the closed-loop system, especially when con-
fronted with nonlinearity and time-varying delay.
However, the stability of the overall system is en-
sured by employing LKF candidate and utilizing the
stability criterion of LMIs. Additionally, the pro-
posed controller exhibits robustness against un-
known disturbances.

(vi) A PSO algorithm is used to fnd the appropriate
state-feedback control and FSO settings with good
optimal-solution accuracy and minimal computa-
tional complexity.

2. Problem Statement

Te proposed EID technique-basedMRC with FSO-APETM
for nonlinear systems with time-varying delays that are
infuenced by unknown aperiodic and periodic disturbances
is presented. In addition, using the PSO algorithm, the state
feedback controller and FSO parameters are optimized to
determine the most efective fusion of gains. Te structure of
the augmented system which consists of MRC system, FSO-
APETM, EID estimator, and T-S fuzzy model under ex-
ogenous disturbance is shown in Figure 1.

2.1. T-S Fuzzy Model. Consider a time-varying delay SISO
nonlinear system that is susceptible to disturbance input. T-
S fuzzy modeling approach can represent nonlinear into r

fuzzy plant rules as seen in the following [5]:
If ϕ1 is N1i,ϕ2 is N2i, . . . , and ϕp is Npi, then
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_χ(t) � Aiχ(t) + Awiχ(t − w(t)) + Biu(t) + Bdid(t),

y(t) � Ciχ(t) + Dviv(t),

χ(t) � α(t), t ∈ [ − σ, 0],

(1)

where χ(t) ∈ Rn represents system states, y(t) ∈ R is the
system output, u(t)∈ R stands for the control input,
v(t) ∈ Rq is the output noised signal, d(t) ∈ Rq is the ex-
ternal disturbances, and w(t) indicates the time-varying
delay. Besides, α(t) represents the initial state function.
Additionally, Adi and Ai ∈ Rn×n, Bwi ∈ Rn×1, Bi ∈ Rn×q, Dvi
∈ Rq, and Ci ∈ Rn are known matrices. Moreover, ϕp(t)

represents the premise variables; Npi, N2i, . . . , Npi stands for
the fuzzy sets. T-S fuzzy model (1) is deduced as following
according to the singleton fuzzifer, center average defuz-
zifer, and product inference:

_χ(t) � 

r

i�1
gi(ϕ(t)) Aiχ(t) + Awiχ(t − w(t))

+ Biu(t) + Bdid(t)],

y(t) � 

r

i�1
gi(ϕ(t)) Ciχ(t) + Dviv(t) ,

(2)

where gi(ϕ(t)) is the fuzzy weighting function, where
gi(ϕ(t)) satisfes the conditions; 0≤gi(ϕ(t))≤ 1,


r
i�1gi(ϕ(t)) � 1.

2.2. MRC System. Te periodic disturbances’ rejection and/
or periodic signal tracking can be performed using the MRC
system. According to Figure 2, theMRC has an LPF, which is
described as l(s) before the time-delayed element in positive
feedback confguration, where the reference is xd(t) with T

period. A frst-order LPF is introduced for the easiest
implementation and design. Terefore, l(s) � wa/(s + wa),
in such |l(jw)| ≈ 1, in which wa stands for the cutof fre-
quency of the LPF. Terefore, the MRC can be characterized
as the following state space:

_χa(t) � − waχa(t) + waχa(t − T) + waε(t),

υ(t) � χa(t − T) + ε(t),
(3)

where the LPF state is χa(t) ∈ Rn, υ(t) stands for output of
MRC system, and ε(t) represents the error in tracking which
can be computed as

ε(t) � χr(t) − y(t). (4)

2.3. FSO. Te system states are estimated using an FSO
because it is presumed that they are immeasurable. Based on
the parallel distributed compensation (PDC) technique, the
system observer dynamics (2) are determined as follows:

If ϕ1 is N1i,ϕ2 is N2i, . . . , and ϕp is Npi, then

χ (ts)

χ (t)

y (t)

d (t)

EID
Estimator 

ZOH

ETM

-

FSO

MRC 
-

Fuzzy State Feedback
Control Law (13) 

Adaptive
Condition 

PSO
Algorithm

χr (t) ε (t) υ (t) uf (t) u (t)

d (t)~

LPF

T1

APETM

T-S Fuzzy
Model 

y (t)

d (t)

Figure 1: Te proposed EID technique with FSO-APETM structure for a class of non-linear systems.
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_χ(t) � Aiχ(t) + Adiχ(t − w(t)) + Biuf(t)

+Li(y(t) − y(t)),

y(t) � Ciχ(t),

χ(t) � α(t), t ∈ [ − σ, 0].

(5)

where y(t), χ(t) stands for the output and states of the
observer, respectively. Moreover, Li represents the observer
gain of the i-th model, and the fuzzy feedback control input
is denoted as uf(t).

To get the overall FSO, we employ the following ar-
chitecture: center average defuzzifer, singleton fuzzifer, and
product inference.

_χ(t) � 
r

i�1
gi(ϕ(t)) Aiχ(t) + Adiχ(t − w(t)) + Biuf(t) + Li(y(t) − y(t)) ,

y(t) � 
r

i�1
gi(ϕ(t)) Ciχ(t) .

(6)

2.4. MRC Based on FSO-APETM. Tis subchapter starts out
by talking about APETM before moving on to MRC based
on FSO-APETM.Te event detector in Figure 1 samples the
observer’s states χ(t) at a fxed interval T1 in order to watch
for an event occurrence. Te instants (ts) of the event
triggered can be described as ts � isT1, where ts, T1 ∈ N with
i0 � 0 and ts < ts+1. In addition, (ls,ℵ) which characterize the
periodic instants can be described by ls,ℵ � (is +ℵ)T1 where
ℵ � 0, 1, 2, . . . , ds with ds � is+1 − is − 1. Ten,
[ts, ts+1) � ⋃ds

ℵ�0[ls,ℵ, ls,ℵ+1). Te condition of ETM is
designed using εo(t) which is the error signal of the observer
described as [19]:

εo(t) � χ ts(  − χ ls,ℵ , t ∈ ls,ℵ, ls,ℵ+1 . (7)

Based on εo(t), the condition of the event-triggering is
constructed as

εT
o (t)Θ1εo(t)≤ ϵ ls,ℵ χT

ls,ℵ Θ2χ ls,ℵ , (8)

where ϵ(ls,ℵ) is a time-dependent event-triggered threshold
function and Θ1,Θ2 > 0 and symmetric matrices. Te fol-
lowing adaption law can be used to update ϵ(ls,ℵ):

ϵ ls,ℵ+1  � Sat ϵ,ϵ[ ] ϵ ls,ℵ  +K χT
ts( Θ1χ ts(   − χT

ls,ℵ Θ2χ ls,ℵ  , ϵ(0) ∈ ϵ, ϵ , (9)

where K> 0 is a parameter to be adjusted.

Sat ϵ,ϵ[ ][χ] �

ϵ, χ ≥ ϵ,

χ, ϵ ≤ χ ≤ ϵ

ϵ, x≤ ϵ,

⎧⎪⎪⎨

⎪⎪⎩
, (10)

where the parameters ϵ and ϵ stand for the lower and upper
bounds of ϵ(ls,ℵ), respectively, i.e., the bounds of triggered
threshold function, while taking into account the restriction
0< ϵ ≤ ϵ< 1. Current data are provided to ZOH when
condition (8) is broken, and hence, the event takes place. If
the triggered condition is not met, ZOH retains previous
data and event detector continuously samples the observer

state x(t). Moreover, ℵ � 0, ts � ls,ℵ, and εo(t) are reset to
zero with reference to (7). Moreover, condition (8) can be
confrmed at the subsequent periodic instant ls,ℵ+1. As
a result of this ETM, is+1 is computed from

is+1 � min
ℵ∈N

ls,ℵ
 εT

o (t)Θ1εo(t)> ϵ ls,ℵ χT
ls,ℵ Θ2χ ls,ℵ  .

(11)

As a result, the ETM design eliminates the Zeno behavior
problem. Defne τs(t) � t − ls,ℵ, t ∈ [ls,ℵ, ls,ℵ+1), and hence,
(7) can be rewritten as follows:

χ ts(  � εo(t) + χ t − τs(t)( . (12)

ε (t)

l (s)
xa (t)e–sT

υ (t)

Figure 2: Te MRC system confguration.
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Te reference χr(t) can be monitored by system output
y(t) based on the PDC algorithm. Tis can be achieved
based on the fuzzy rule given below, which depends on
signals from the FSO-APETM and MRC.

2.4.1. Control Rule. If ϕ1 is N1j,ϕ2 is N2j, . . . , and ϕp is Npj,
then

uf(t) � κcjυ(t) + κpjχ ts( , (13)

where κcj and κpj are the parameters for the developed fuzzy
state feedback controller. In addition, N1j, N2j, . . . , Npj are
the control fuzzy sets. Hence, fuzzy controller output is
deduced from (13) as follows:

uf(t) � 
r

j�1
gj(ϕ(t)) κcjυ(t) + κpjχ ts(  . (14)

2.5. EID Estimator. By incorporating the EID estimator into
the established system, the aperiodic and periodic distur-
bances together can be reduced. Te EID estimation is
expressed as follows, as introduced in [12]:

d(t) � 
r

i�1
hi(ϕ(t)) B

+
i LiCi(χ(t) − χ(t))  + uf(t) − u(t),

(15)

with B+
i � BT

i /(BT
i Bi). Moreover, the estimated disturbance

d(t) may be impacted by the output measurement noise. In
order to remove the noise from the estimate, an LPF f(s) is
used [12]. Te LPF may be set to f(s) � df/(s + df), where
df is the LPF cutof frequency, to make design and usage
simple. LPF state space can be formulated as follows:

_χf(t) � Afχf(t) + Bf
d(t),

d(t) � Cfχf(t),
(16)

the flter output and states, respectively, are denoted by d(t)

and χf(t). Te combined output of the EID and the state
feedback control is used to create the most recent control
law, which is

u(t) � uf(t) − d(t). (17)

Remark 1. Te periodic disturbance rejection and periodic
signal tracking can be just achieved usingMRC. Two degrees
of freedom are included into the EID-based MRC system to
improve control performance for addressing aperiodic and
periodic disturbances as well as periodic signal tracking.

With the help of the EID-based MRC in system (1),
which is operating under the enhanced feedback control law
(17), disturbance attenuation and periodic signal tracking
are accomplished with successful way. Furthermore, because
of APETM, data updates only occur at predetermined pe-
riods, which results in a reduction in communication
resources.

2.6. PSO Algorithm. Intelligent optimization methods sto-
chastically and heuristically investigate an ideal solution.
Tey exhibit the traits of a global optimum, high speed, and
great precision. Te PSO is a metaheuristic method of in-
telligent optimization that can search a wide range for
potential solutions while making little to no assumptions
about an optimization problem.

Te PSO algorithm fnds the appropriate state-feedback
control and FSO settings with good optimal-solution ac-
curacy and minimal computational complexity. In order to
change the activities for control and learning, it modifes the
parameters. To get the T-S based controller in Figure 1 to
work well under control, the PSO technique is employed to
determine the best set of those parameters. Hence, a PSO
method is employed to look for the T-S based MRC
system gains.

3. Formation Control Design

Te modeling of the entire system is initially presented in
this section, after which there is a discussion of the control
design analysis for the T-S fuzzy using suggested method-
ology. Moreover, the parameter optimization is discussed at
the last subsection.

3.1. System Modeling. Te external disturbance and the
periodic reference signal in the suggested design have no
efect on the closed-loop system stability. Terefore,
creating a state feedback control rule that is unafected by
the disturbance and periodic reference is adequate. Be-
cause stability is independent of external signals, external
signals are set to zero in the control design technique for
simplicity’s sake.

Exogenous signals are therefore equal to zero;
v(t) � d(t) � χr(t) � 0. Consequently, the formulation of
the tracking error, in addition to the system state equations,
can be redefned as follows:

_χ(t) � 

r

i�1
gi(ϕ(t)) Aiχ(t) + Awiχ(t − w(t)) + Biu(t) ,

y(t) � 
r

i�1
gi(ϕ(t)) Ciχ(t) ,

(18)

ε(t) � − 
r

i�1
gi(φ(t)) Ciχ(t) . (19)

Te following equation describes the estimation error
between the observer and system states:

χe(t) � χ(t) − χ(t). (20)

As a result, the augmented system of Figure 1 is char-
acterized by the following formulated state equations that
describe the overall system dynamics:
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_χ(t) � 
r

i�1


r

j�1
gi(φ(t))gj(φ(t)) Ai − BiκcjCi χ(t)

+ Awiχ(t − w(t)) + Biκcjχa(t − T) + Biκpjχ t − τs(t)( 

− Biκpjχe t − τs(t)(  + Biκpjεo(t) − BiCfχf(t),

(21)

_χe(t) � 
r

i�1


r

j�1
gi(φ(t))gj(φ(t)) Ai − LiCi( χe(t) + Awiχe(t − w(t)) − BiCfχf(t) , (22)

_χa(t) � 
r

i�1
gi(φ(t)) − waχa(t) + waχa(t − T) − waCiχ(t) , (23)

and

_χf(t) � 
r

i�1
gi(φ(t)) BfB

+
i LiCiχe(t) + Af + BfCf χf(t) . (24)

Terefore, equations (21)–(24) describe the overall
system of Figure 1.

3.2. Analysis of Stability and Control Gain Design. Te entire
system stability is examined in this paragraph using the LKF
theory and the presumptions are listed below:

Te LKF theory and the following suppositions are used
in this subsection for the stability analyses of the overall
system:

Assumption 2. For asymptotic stability and perfect perfor-
mance tracking, system (1) is anticipated to be observable
and controllable.

Assumption 3 (see [19]). Suppose that Bi ∈ Rn×m is a matrix
of rank m. Tus, the SVD of Bi is as

Bi � Υ
Λ

0
 ϑT

. (25)

where Υ and ϑ are unitary matrices and Λ is a diagonal
matrix.

Lemma 4 (see [19]). Based on the SVD (25), there is a matrix
χ that meets the equality; χBi � Biχ and that holds if

χ � Υ diag χ11, χ22 ΥT
, (26)

Lemma 5 (see [22]). Any constant matrices G and Y are
subject to the following inequality:

G + ϵ(t)Y< 0, (27)

for ϵ ≤ ϵ(t)≤ ϵ, if and only if

G + ϵY< 0, G + ϵY< 0. (28)

In terms of LMIs, the following theorem determines the
requirement of closed-loop system stability.

Theorem 6. By considering the positive defnite matrices
P1,P2,P3,P4, ς1, ς2, μ, Γ,Θ1,Θ2,ψ1,ψ2,ψ3 and arbitrary
matrices F1,

F2,
F3, ζ1i, ζ2j, ζ3j, ζ4i of appropriate dimensions,

with the constant parameters T, T1, λ, ϵ, wf and positive
tuning parameters c, β, α and wa, the following LMIs hold:

51 �

ψ3
F3 0

∗ βe
− βT1ς2 0

∗ ∗ ce
− cT1μ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≥ 0,

52 �
52.1 52.2

∗ 52.3
 ≥ 0,

(29)

where 52.1 � diag ψ1,ψ2 , 52.2 � diag F1,
F2 , 52.3 � diag

αe− αT1ς1, 0 

Σ �
Σ1 Σ2
∗ Σ3

 < 0, (30)

where Σ1 �
Σ1.1 Σ1.2
∗ Σ1.3

 , Σ2 �
Σ2.1 Σ2.2
0 Σ2.3

 ,Σ3

�
Σ3.1 Σ3.2
∗ Σ3.3

 ,
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Σ1.1 �

sym P1Ai − Biζ2jCi  0 − ωaP3Ci

∗ sym P2Ai − ζ1iCi  0

∗ ∗ − 2ωaP3 +Ξ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ1.2 �

− P1BiCf Biζ3j + F
T

1 − Biζ3j

− P2BiCf + BfB
+
i ζ4iCi 0 F

T

2

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ1.3 �

sym P4Af +P4BfCf  0 0

∗ − sym F1  + T1ψ1 + εΘ2 0

∗ ∗ − sym F2  + T1ψ2 + εΘ2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ2.1 �

− P2Adi + F
T

3 Biζ2j Biζ3j

P2Adi 0 0

0 ωaP3 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ2.2 �

P1Ai − Biζ2jCi 0 0 0

0 P2Ai − ζ1iCi 0 0

0 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

Σ2.3 �

− P1BiCf − P2BiCf 0 0

Biζ3j 0 0 0

− Biζ2j 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ3.1 �

− sym F3  + σψ3 0 0

∗ − Ξ 0

∗ ∗ − Θ1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ3.2 �

P1Adi P2Adi 0 0

Biζ2j 0 0 0

Biζ3j 0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Σ3.3 �

− sym P1  +ψ1 +ψ2 0 0 0

∗ − sym P2  + μ 0 0

∗ ∗ − ς2(1 − Ξ)e− βσ 0

∗ ∗ ∗ − μ(1 − Ξ)e− cσ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(31)

Terefore, the asymptotic stability of the system is
achieved. After that, the following equations can be used to
compute the observer and controller parameters in accor-
dance with the solved LMIs:

Li � P
− 1
2 ζ1i, (32)

κpj � P
− 1
1 ζ3j, (33)

κcj � P
− 1
1 ζ2j, (34)

Proof. By selecting a LKF candidate as described

V(t) � 
4

i�1
Vi(t), (35)

where
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V1(t) � χT
(t)P1χ(t) + 

t

t− τs(t)
e
α(s− t)

_χT
(s)ς1 _χ(s)ds + 

t

t− w(t)
e
β(s− t)

_χT
(s)ς2 _χ(s)ds, (36)

V2(t) � χT
e (t)P2χe(t) + 

t

t− w(t)
e

c(s− t)
_χT

e (s)μ _χe(s)ds, (37)

V3(t) � χT
a (t)P3χa(t) + 

t

t− T
χa

T
(s)Ξχa(s)ds, (38)

V4(t) � χT
f(t)P4χf(t). (39)

Te derivative of the function V(t) can be calculated
using the following expression:

V
.

(t) � 
4

i�1
V

.

i(t), (40)

where

_V1(t)≤ 
r

i�1


r

j�1
gi(φ(t))gj(φ(t))2χT

(t) P1Ai − P1BiκcjCi 

× χ(t) + 2χT
(t)P1Adiχ(t − w(t)) + 2χT

(t)P1Biκpjχ t − τs(t)( 

− 2χT
(t)P1Biκpjχe t − τs(t)(  + 2χT

(t)P1

× Biκcjχa(t − T) + 2χT
(t)P1Biκpjεo(t) − 2χT

(t)P1

× BiCfχf(t) + _χT
(t) ς1 + ς2(  _χ(t) − (1 − λ)e

− βσ
_χT

(t − d(t))

ς2 _χ(t − w(t)) − α
t

t− τs(t)
e
α(s− t)

_χT
(s)ς1 _χ(s)ds

− β
t

t− w(t)
e
β(s− t)

_χT
(s)ς2 _χ(s)ds,

(41)

_V2(t)≤ 
r

i�1


r

j�1
gi(φ(t))gj(φ(t))2χT

e (t) P2Ai − P2LiCi( 

× χe(t) + 2χT
e (t)P2Adixe(t − w(t)) − 2χT

e (t)P2Bi

× Cfχf(t) + _x
T

e (t)μ _χe(t) − (1 − λ)e
− cσ

_χT
e (t − w(t))

× μ _χe(t − w(t)) − c 
t

t− w(t)
e

c(s− t) _χ
T

e (s)μ _χe(s)ds,

(42)

V
.

3(t) � 
r

i�1
gi(φ(t))χT

a (t) − 2ωaP3 +Ξ( χa(t) − 2ωaχ
T
a (t)

× P3Ciχ(t) + 2ωaχ
T
a (t)P3χa(t − T)

− χT
a (t − T)Ξχa(t − T),

(43)
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V
.

4(t) � 
r

i�1
gi(φ(t))2χT

f(t) P4Af +P4BfCf χf(t)

+ 2χT
f(t)P4BfB

+
i LiCiχe(t).

(44)

Based on Newton–Leibniz expression, which is
explained as

χ(t) − χ t − τs(t)(  − 
t

t− τs(t)
_χ(s)ds � 0. (45)

Terefore, it is possible to establish the following
equality:

2χT
t − τs(t)( F1 χ(t) − χ t − τs(t)(  − 

t

t− τs(t)
_χ(s)ds  � 0,

2χT
e t − τs(t)( F2 χe(t) − χe t − τs(t)(  − 

t

t− τs(t)
_χe(s)ds  � 0,

2χT
(t − w(t))F3 χ(t) − χ(t − w(t)) − 

t

t− τs(t)
_χ(s)ds  � 0,

(46)

Also, from (21) and (22), we have

2 _χT
(t)P1 

r

i�1


r

j�1
gi(φ(t))gj(φ(t)) Ai − BiκcjCi χ(t)

+ Adix(t − w(t)) + Biκcjχa(t − T) + Biκpjχ t − τs(t)( 

− Biκpjχe t − τs(t)(  + Biκpjεo(t) − BiCfχf(t)

− _χ(t) � 0,

2 _χT
e (t)P2 

r

i�1


r

j�1
gi(φ(t))gj(φ(t)) Ai − LiCi( xe(t)

+ Adiχe(t − w(t)) − BiCfχf(t) − _χe(t) � 0.

(47)

Furthermore,

τs(t)χT
t − τs(t)( ψ1χ t − τs(t)(  − 

t

t− τs(t)
χT

t − τs(t)(  × ψ1χ t − τs(t)( ds � 0,

τs(t)χT
e t − τs(t)( ψ2xe t − τs(t)(  − 

t

t− τs(t)
χT

e t − τs(t)(  × ψ2χe t − τs(t)( ds � 0,

w(t)χT
(t − w(t))ψ3χ(t − w(t)) − 

t

t− w(t)
χT

(t − w(t))ψ3χ(t − w(t))ds � 0.

(48)

By replacing ϵ(ls,J) with ϵ in the condition (8), which is
reformulated as

− εT
o (t)Θ1εo(t) + ϵχT

t − τs(t)( Θ2χ t − τs(t)(  + ϵχT
e t − τs(t)( Θ2χe t − τs(t)(  − 2ϵχT

t − τs(t)( Θ2χe t − τs(t)( . (49)

After that, we plug P2Li � ζ1i into the previous equa-
tions. Following that, a matrix P1 satisfes the following
equality based on Assumption 3 and Lemma 4:

P1Bi � BiP1. (50)

In addition, there is a matrix P4 that satisfes

P4Bi � BiP4. (51)

Assume P1 � Υ diag P11,P22 ΥT, then we have
P1 � ϑΛ− 1P11Λϑ

T, and assume P4� Υ diag P41,P44 ΥT,
then we have P4 � ϑΛ− 1P41Λϑ

T. Ten, by substituting
ζ2j � P1κcj, ζ3j � P1κpj, and ζ4i � P4Li into the preceding
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equations and adding the equations be resulted; (41)–(44)
and (46)–(49), and hence, theV(t) derivative is estimated to

V
.

(t)≤ 
r

i�1


r

j�1
gi(φ(t))gj(θ(t)) ΩT

(t)χΩ(t) 

− 
t

t− w(t)
Π1

T
(t, s)51Π1(t, s)ds

− 
t

t− τs(t)
Π2

T
(t, s)52Π2(t, s)ds,

(52)

where Π1T(t, s) � [χT(t − w(t)), _χT(s), _χe
T(s)],Π2T(t, s)

� [χT(t − τs(t)), χT
e (t − τs(t)), _χT(s), _χT

e (s)], ΩT(t) � [χT

(t), χT
e (t), χT

a (t), χT
f(t), χT(t − τs(t)), χT

e (t − τs(t)), χT(t − w

(t)), χT
a (t − T), εT

o (t), _χT(t), _χe
T(t), _χ(t − w(t)), _χe(t − w

(t))]. Furthermore, 51, 52 can be produced as in (29) and Σ is
identical to (30).

According to Lemma 5, Σ � Σ+ ϵ(ls,j)
Σ< 0 applies to

Σ � Σ+ ϵ Σ< 0, Σ � Σ+ ϵΣ< 0. For Σ> 0, the following in-
equity exists: Σ+ ϵ Σ≤ Σ+ ϵΣ.

So, Σ is equivalent to Σ+ ϵΣ and (30). Terefore, if
Σ< 0, 51 and 52 ≥ 0, as a result, _V(t)< 0, ensuring the sys-
tem’s asymptotic stability. Tis completes the proof, and
then the parameters Li, κpj and κcj may be obtained as
(32)–(34), respectively. □

3.2.1. Design Algorithm. To obtain the best feedback con-
troller and observer parameters, the following steps can be
used:

Step 1: calculate the period T of the time delay element
corresponding to MRC. In addition, for the LPF l(s),
we compute the cutof frequency wa, in which the
conditions of l(s) in subsection B of section II can be
satisfed.

Step 2: for the LPF f(s), we choose the matrices Af, Bf,
and Cf so that they satisfy the conditions in subsection
E of section II.

Step 3: set the APETM sample time (T1) and the
triggered threshold function bounds, i.e., ϵ, ϵ.

Step 4: based on the positive tuning parameters α, β, and
c, the LMI Matlab toolbox can be used to fnd
a workable solution to LMI (30).

Step 5: as a result and based on (32)–(34), the pa-
rameters Li, κpj and κcj can be obtained, respectively.

3.3. Parameter Optimization. Te PSO is a metaheuristic
algorithm because it searches a huge number of potential
solutions while making few or no assumptions about an
optimization issue. Hence, a PSO method is employed to
look for the T-S based MRC system gains. Te optimization
of tuning parameters in an LKF is turned into the design of
the MRC and controller parameters. To ensure that the T-S
based MRC system performs well under management, the
optimal possible combination of those parameters is found
using the PSO algorithm under an LMI-based stability
condition. In order to balance the control and learning acts,
we must devise a combination of wa, c, β, and α.

Because of the independently of these parameters for
each other, their connection makes parameter selection
challenging. Finding a method to pick optimal settings is so
important in both theory and practice. Intelligent optimi-
zation methods are rapid, efcient, and accurate. It gives us
a way to deal with this issue.

3.3.1. PSO Algorithm. In order to evaluate the PSO algo-
rithm’s performance, the following cost function developed
in [25] is chosen:

J
l
i � 0.5∗ 

K

ℵ�1

ℵT

(ℵ− 1)T
ε2i (t)d(t) , (53)

where εi(t) and Ji are the errors in tracking and performance
index of ith particle, respectively. Moreover, K is the re-
petitive periods’ number. Te optimization challenge cov-
ered in this study is to identify LMI (30) settings that
minimize (53). Te velocity and position updating laws are

δl
i � a9

l− 1
i + b1d1 9

l− 1
pi − 9

l− 1
i  + b2d2 9

l− 1
g − 9

l− 1
i ,

9
l
i � 9

l− 1
i + δl

i.
(54)

In (54), 9i � [wai,Υi, ϵi] is the ith particle’s current value
and δi is its current velocity. In addition, a is an inertia
weight, d1 and d2 are distributed vectors in [0, 1), and l is the
iterations’ number. Furthermore, the global and prior
learning coefcients are represented by b1 and b2, re-
spectively. Besides, 9g is the particle’s global optimal value,
and 9pi is the ith particle’s prior optimal value.

 . Simulation Results

In this section, the efectiveness and superiority of the
proposed APETM-MRC-based EID with the PSO algorithm
are illustrated through the application of a numerical ex-
ample within the context of a T-S fuzzy system that is
provided in [25].
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Example 1. Using the following parameters, let us examine
the T-S fuzzy system (2):

A1 �
− 1 3

2 − 3
 ,

A2 �
− 1 2

2 − 3.5
 ,

Aw1 �
5 − 1

− 2 − 3
 ,

Aw2 �
4 − 1

− 1.5 0
 ,

B1 � B2

�
1

0
 , and

C1 � C2

� 5 0 .

(55)

Take into account that the input signal is
χr(t) � sin(πt), ∀t> 0 and exogenous disturbances are
d1(t) � sin(πt),

d2(t) �
0.4(10 sin(πt) + 1.5 tan h(t − 27) + 13 tan h(t − 37)), 20≤ t≤ 35s,

0, elsewhere,
 (56)

as periodic and aperiodic disturbances, respectively. Addi-
tionally, we consider the delay which is varying with time as
w(t)� 0.5+ 0.5 sin(t). Moreover, we choose wa� 100 rad/
sec for MRC flter and wf� 100 of the EID flter. Te
membership functions are chosen to be

h1(χ(t)) � 0.5 1 − cos χ1(t)( ( ,

h2(χ(t)) � 0.5 1+ cos χ1(t)( ( .
(57)

By using the values of other parameters as
α� 0.4, β� 0.2, c � 0.6, ϵ � 0.01, ϵ� 0.5,K� 0.1, T1 � 1 sec,
and Θ1 � Θ2 � I2×2.

Next, we chose the parameters’ search ranges for the PSO
algorithm as ϵ ∈(1, 50),Υ ∈(0, 1), wa ∈ [0, 1), K� 30, n � 30,

b1 � 1, b2 � 1.2, a � 0.5, and Jset � 10− 3 Te least cost func-
tion and the tuning parameters were combined in the PSO
algorithm in the best possible way, where wa � 0.458,

ϵ � 35.61,Υ � 0.001, and J � 1.25∗ 10− 4. As demonstrated
in Teorem 6, by resolving the LMIs, fuzzy state feedback
and FSO parameters are realized as follows: κp1 �

189.254 − 5.521 , κp2 � 154.651 − 4.352 , κc1 � 85.540,

κc2 � 34.56, L1 � 2.254 − 4.635 
T, and L2 � 16.24 −

2.954]T. Te initial conditions have been taken to be
χT(0) � − 0.5 0.3 . In addition, we go over the system and
reference responses in the subsequent situations.

4.1. Case 1: System under MRC Based on T-S Fuzzy (without
APETM and EID Technique) [5] and System under the Pro-
posed Controller. Figure 3 illustrates the tracking efciency

for the output trajectories of the closed-loop system using and
without an EID technique. Good tracking performance has
been reached in this case without the usage of an EID esti-
mator. However, during the 20 − 35 second aperiodic dis-
turbance interval, the tracking error is larger and its amplitude
has reached to a value of 0.5, and after the aperiodic dis-
ruption, the stable state has been reached, as displayed in
Figure 3(b). In contrast, using the suggested controller, the
output y(t) goes in the direction of the signal χr(t) with
a minimum tracking error and without overshoot. Compared
to the system without EID, steady state was reached more
quickly. In addition to compensating for periodic distur-
bances, the control system can also handle aperiodic ones,
where the maximum tracking error reached 0.05.

4.2. Case 2: System under MRC Based on T-S Fuzzy with EID
Estimator [25] and the System under Proposed Controller.
Figure 4 shows the input χr(t) and system output y(t) state
responses over time. Compared to the traditional MRC, both
controllers have efciently attenuated both aperiodic and pe-
riodic disturbances. However, the system under the proposed
controller has the least tracking error as displayed in Figure 4(b).

As seen in Figure 5, the importance of the suggested
controller may be seen in the communication resources it
saves.Te time span between two sequential event triggering
instants for the data transmission is shown in Figure 5. In
contrast to the other system where the control activities are
constantly updated, only updating the control actions when
necessary can help in saving on computing and commu-
nication resources.
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Figure 3: System tracking responses under T-S Fuzzy based MRC system [5] and proposed controller: (a) y(t). (b) ε(t).
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4.3. Case 3: System under MRC Based on T-S Fuzzy with EID
Estimator-Based PETM [19] and System under the Proposed
Controller. As seen in Figure 6, the suggested controller’s
importance may be seen in its ability to conserve com-
munication resources. Te suggested APETM and the
traditional PETM’s data transmission interevent in-
tervals are contrasted in Figure 6. It is observed that the
suggested APETM has minimum triggering times which
are 34 in comparison with PETM which is 40 times. As
a result, interevent intervals are longer in the APETM
than in the PETM, and the amount of communication
resources saved is directly correlated with the length of

these intervals. Te amount of communication and
processing resources saved increases with the interevent
delay. As a result, it may be said that APETM is more
efective than traditional PETM at reducing data trans-
mission frequency and using less communication re-
sources overall.

Table 1 utilizes four performance indices to compare the
following: the MRC scheme based on the T-S fuzzy system
without the EID technique, the MRC scheme incorporating
the EID technique with the T-S fuzzy model, and the
proposed controller. Te performance indices considered
are the mean absolute error (MAE), the mean square error
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Figure 5: Te time between events under APETM.
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Figure 4: System tracking responses under T-S Fuzzy based MRC system based on EID [25] and proposed controller: (a) y(t). (b) ε(t).
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Table 1: Comparison results.

Comparison Reference [5] Reference [25] Proposed controller
MAE 0.0820 0.0745 0.0251
MSE 0.0139 0.0092 0.0012
RMSE 0.1180 0.0959 0.0347
S.D 0.0848 0.0457 0.0240
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Figure 7: System output under input disturbance. (a) Output. (b) Error.
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(MSE), the root mean square error (RMSE), and the stan-
dard deviation (S.D.). Te following defnitions can be
assigned to these indices:

MAE �
1
N



N

k�1
|ε(k)|,

S.D �
1
N



N

k�1
(y(k) − y),

MSE �
1
N



N

k�1
(ε(k))

2
,

RMSE �

�����������

1
N



N

k�1
(ε(k))

2




.

(58)

where the iterations number is defned as N and y is the
output data mean value. Table 1 shows that the proposed
controller’s MAE,MSE, and RMSE indices have lower values
than those of the other systems, i.e., [5, 25]. In light of this, it
can be concluded that in the face of aperiodic and periodic
disturbances as well as time-varying delay, the suggested
controller improves system performance.

4.4. Case 4: Incorporating External Disturbances to the Sys-
tem’s Output and Input Variables. Te system’s input and
output are subjected to a disruption from outside in order to
test the proposed scheme’s robustness.

4.4.1. External Input Disturbance. Te suggested controller
is noticeably quick to adapt for the disturbance and provides
good tracking performance by introducing an external input
disturbance in the form of 30 amplitude step signal at time
30 s as depicted in the illustration of Figure 7.

4.4.2. External Output Disturbance. A perfect tracking
performance may be obtained by applying an external step
signal with an amplitude of 10 at a time for 30 s as illustrated

in Figure 8 to the suggested controller, which corrects for
external output disturbance. At the 30 s time, the projected
controller efort is heightened to demonstrate the robustness
of the APETM-MRC based on EID against external dis-
turbances, as depicted in Figures 7 and 8.

5. Conclusions

Tis paper has looked at problems with tracking control and
disturbance rejection for nonlinear systems with time-
varying delays that are susceptible to undetected external
disturbances. Te suggested EID technique-based
APETM-MRC has been created to provide disturbances’
rejection, periodic reference tracking, and communication
resource savings for the T-S fuzzy model. Both periodic and
aperiodic disturbances are compensated using the EID-
based MRC design. Additionally, the APETM has been
implemented to transfer the data only when necessary in
order to conserve communication resources and lower
energy consumption. In order to respond tomodifcations in
the system dynamics and save more computational re-
sources, APETM has also researched an adaptive approach
with a changing threshold. Te LKF stability theorem has
been used to formulate some suitable constraints in terms of
LMIs in order to guarantee the stability of the closed-loop
system. Due to the perfect optimal-solution accuracy and
minimal computational complexity of the PSO, this tech-
nique is employed to look for the T-S based MRC system
gains. Te optimization of tuning parameters in a LKF is
turned into the design of the MRC and controller param-
eters. Te LMIs size increases in large-scale systems due to
the larger number of parameters involved. As a result, the
statistical efciency diminishes, and difculties arise in
obtaining optimal gain values. To address this issue, a di-
mension reduction technique should be employed to en-
hance the statistical analysis in such cases. Te simulation
results of a physical model have been provided to guarantee
the superiority and efcacy of the recommended strategy
over competing schemes. Future areas of interest include
expanding the proposed technique to be applicable to
switched systems and networked control systems.
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Figure 8: System output under output disturbance. (a) Output. (b) Error.
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Additionally, there is a plan to combine the proposed
controller with an adaptive fuzzy controller for some
application.
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