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A fxed-time event-triggered consensus control method is proposed for uncertain nonlinear multiagent systems with actuator
failures. Since actuator failures, external disturbances and control gains are time-varying and completely unknown, the efects of
these system constraints on the system are completely unknown, which makes the implementation of fxed-time tracking control
challenging. To deal with these system constraints, radial basis function neural networks (RBFNNs) are applied to approximate the
uncertain dynamics, and a boundary estimation method is presented to achieve adaptive compensation for them. Furthermore,
considering that the implementation of this boundary estimation method requires a large number of communication resources,
an event triggeringmechanism is designed to reduce the update frequency of the controller. It is theoretically confrmed that using
the proposed control scheme, all the followers can track the leader with sufcient accuracy in a predetermined time, and all the
closed-loop signals are bounded. Finally, the simulation experiments verify the theoretical results.

1. Introduction

With the swift advancement of communication and com-
puting technologies, the cooperative control of multiagent
systems (MASs) has emerged as a research hotspot in the
intelligent control feld [1–3]. As consensus control is an
important and fundamental issue of cooperative control, the
scientifc community has paid close attention to the con-
sensus control in recent years [4–7]. Te early works on
consensus control focused on asymptotic consensus, which
theoretically takes an infnitely long time to achieve uniform
boundedness. For example, the consensus control was in-
vestigated for multiple Euler–Lagrange systems with dis-
turbances in [5]. Te leader-following consensus problem
for MASs was addressed by an adaptive neural approach in
[7], and the asymptotic consensus of the system was
achieved. Recently, to improve the interference immunity
and convergence speed of the system, scholars have pro-
posed many fnite-time consensus control methods [8–12].
Wang et al. [9] studied the fnite-time consensus control
scheme for second-order MASs with mismatched

disturbances. Considering MASs under undirected graphs,
Du et al. [10] proposed a distributed fnite-time consensus
control algorithm. Nevertheless, since the initial system
states have an impact on the convergence time, these fnite-
time consensus control methods cannot obtain a fxed
convergence time. To remedy this defciency, the fxed-time
control whose convergence time is independent of the initial
system states was proposed in [13]. Because of this feature, it
was applied to the cooperative control of MASs [14–18]. In
[14], a summary of recent developments regarding fxed-
time cooperative control was provided. Liu et al. [15] studied
the fxed-time consensus tracking control for MASs with
input delays. For second-order MASs with external dis-
turbances, Liu et al. [17] investigated a fxed-time consensus
control method.

An important aspect of achieving cooperative control is
that the actuators work properly. Nevertheless, it is in-
evitable that actuator failures will occur over long periods of
system operation. Fault-tolerant control is one of the most
promising control techniques used to maintain system safety
and performance in the event of an unexpected failure. In
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recent years, scholars have proposed many fault-tolerant
control methods to cope with actuator failures [19–23].
Considering rigid spacecraft systems with actuator failures,
a fault-tolerant control method was presented in [20].
Considering nonlinear systems with actuator failures, the
trajectory tracking problem was investigated in [21]. For
fault-tolerant control methods for MASs, please refer to the
literature [22, 23]. In contrast to the works mentioned above,
which studied the time-invariant failure problem, the au-
thors in [24, 25] investigated the compensation problem of
time-varying failure for uncertain nonlinear systems and
MASs, respectively. However, to the best of our knowledge,
little work has been reported that explicitly addresses the
issue of actuator failures and fxed-time convergence for
nonlinear MAS. Terefore, it is signifcant to study fault-
tolerant control methods for nonlinear MAS in the
framework of fxed-time control.

On the other hand, the actual system requires high-
frequency communication to accomplish control tasks, so
a large number of communication resources are required.
Because the communication resources of the system are
limited, it is of great engineering value to study how to
reduce the communication burden. Event-triggered control
is of great interest to scholars because it can economize the
communication resources. Up to now, many event-triggered
control methods have been proposed [26–31]. Based on the
event-triggered control framework, Zhang et al. [26] in-
vestigated the adaptive consensus control for MASs with
actuator failures. In [27], to further save communication
resources, the control signal’s transmission bits are taken
into account, and a 2-bit-triggered control technique for
nonlinear MASs was developed. For more event-triggered
control methods of nonlinear systems, please refer to the
literature [29–31].

According to the previous analysis, there is little work on
fxed-time event-triggered fault-tolerant control for un-
certain nonlinear MASs, although there are many signifcant
results on consensus control. In particular, this control
problem becomes more interesting and challenging when
there are unknown and time-varying control gains and
external disturbances in the system. Tis study makes an
efort to address this issue by taking inspiration from pre-
vious studies. Te primary innovation of this study, as
compared to previous research outcomes, is evident in the
following two areas:

(1) Te long-term operation of the control system may
lead to actuator failures, which will afect system
performance or even lead to instability. In this re-
search, to cope with the efects of actuator failures,
external disturbances, and time-varying control
gains, a boundary estimation method is proposed to
compensate for their efects on the system. In ad-
dition, considering the large amount of communi-
cation resources required to implement this
compensation method, an event-triggered mecha-
nism is designed to relieve the communication
pressure.

(2) Considering the requirement for fast convergence in
engineering applications, a fxed-time consensus
control method is developed. Te fxed-time stability
of the system can be achieved by using the proposed
method. In other words, even if the system is afected
by actuator failures, time-varying control gains, and
external disturbances, the tracking error of the
system can converge to near the origin in a fxed time
independent of the initial states.

Te rest parts will be organized as follows: the system
model and preliminaries are given in Section 2. Section 3
introduces the fxed-time event-triggered controller design
and stability analysis. Simulations are shown in Section 4.
Finally, the conclusion is presented in Section 5.

2. Models and Preliminaries

2.1. Model Formulation. In this research, MASs made up of
one leader and N followers are considered. To facilitate the
description, the leader is marked as 0, and followers are
marked as k(k � 1, 2, . . . , N). Te model of follower k is
given as follows:

_xk,1 � xk,2,

gk(t) _xk,2 � uk + fk xk,1, xk,2􏼐 􏼑 + dk(t),

yk � xk,1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

where xk,1 � [xk,11, xk,21, . . . , xk,s1]
T ∈ Rs and xk,2 � [xk,12,

xk,22, . . . , xk,s2]
T ∈ Rs are state vectors, s is a positive integer;

gk(t) � diag gk,1(t), gk,2(t), . . . , gk,s(t)􏽮 􏽯 ∈ Rs×s is an un-
known and time-varying parameter vector; fk � [fk,1,

fk,2, . . . , fk,s]
T ∈ Rs represents an unknown and smooth

nonlinear function vector; dk(t) � [dk,1(t), dk,2(t),

. . . , dk,s(t)]T ∈ Rs is an unknown and continuous external
disturbance; uk � [uk,1, uk,2, . . . , uk,s]

T ∈ Rs and yk � [yk,1,

yk,2, . . . , yk,s]
T ∈ Rs represent the control input and system

output, respectively.
In practice, a long period of operation inevitably leads to

actuator failures. It can cause a diference in the actuator
input uk,i and the actuator output uk,i, which can afect
system performance. Inspired by the literature [32], this
diference is modeled as follows:

uk,i � ρk,i(t)uk,i + rk,i(t), t≥ tk,if, (2)

where i � 1, 2, . . . , s, ρk,i(t) is the health factor; rk,i(t) is the
uncontrollable parameter; tk,if denotes the moment when
the actuator starts to fail, and it is an arbitrary moment.

Tus, considering failure mode (2), dynamic model (1)
becomes

_xk,1 � xk,2,

gk(t) _xk,2 � ρk(t)uk + rk(t) + fk xk,1, xk,2􏼐 􏼑 + dk(t),

yk � xk,1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)
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where uk � [uk,1, uk,2, . . . , uk,s]
T ∈ Rs, ρk(t) � diag ρk,1(t),􏽮

ρk,2(t), . . . , ρk,s(t)} ∈ Rs×s, and rk(t) � [rk,1(t), rk,2(t),

. . . , rk,s(t)]T ∈ Rs.

Remark 1. Diferent from control schemes [19–21] in which
the parameters of actuator failures are constants, the control
scheme for uncertain MASs with time-varying actuator
failures is studied in this research. In engineering applica-
tions, the degree of actuator failures tends to vary with time,
so studying time-varying actuator failures is of more en-
gineering value. It is worth mentioning that the actuator
works properly (i.e., uk,i � uk,i) when t< tk,if. In addition,
the normal working model uk,i � uk,i is consistent with the
failure mode (2). During the design of the controller, the
compensation mechanism for unknown actuator failures
will be designed based on model (2).

Agents (leaders and followers) are connected by a known
and directed communication topology. Te directed com-
munication topology can be described by G(A,H,E,V),
where A � [akj] ∈ RN×N(k, j ∈ 1, 2, . . . , N{ }) is the
weighted adjacency matrix among followers;
H � diag h1, h2, . . . , hN􏼈 􏼉 ∈ RN is the weighted adjacency
vector between followers with leader 0; E � 0, 1, 2, . . . , N{ }

represents the set of leaders and followers; V⊆E × E is the
set of edges. If (j, k) ∈ V and j≠ k (follower k can receive
the information from follower j), then akj > 0, otherwise,
akj � 0. Tus, the neighbors of follower k is
Nk � j | (j, k) ∈V􏼈 􏼉. If follower k can receive the in-
formation from leader 0, then hi > 0, otherwise, hi � 0. Ten,
one can obtain a matrix D � diag d1, d2, . . . , dN􏼈 􏼉 ∈ RN×N

and a Laplacian matrix L � D − A where di � 􏽐
N
j�1aij,

i � 1, 2, . . . , N.
Terefore, we can defne the coordinate transformation

of follower k as follows:

ek,i1 � hk yk,i − y0,i􏼐 􏼑 + 􏽘
N

j�1
akj yk,i − yj,i􏼐 􏼑, (4)

ek,i2 � xk,i2 − αk,i1, (5)

where i � 1, 2, . . . , s, y0,i is the leader’s output; ek,i1 is
a synchronization error; ek,i2 is a virtual error; αk,i1 is a virtual
controller which will be designed.

Assumption 2 ([8]). All followers have a path from the
leader to themselves. Te leader’s output y0,i(i � 1, 2, . . . , s)

is bounded and continuous, and its 2nd order derivative €y0,i

is available.

Assumption 3 ([32]). Te time-varying parameter
gk,i(t)(i � 1, 2, . . . , s) is positive and bounded, and the ex-
ternal disturbance dk,i(t)(i � 1, 2, . . . , s) is bounded, i.e.,

0≤g
k,i
<gk,i(t)≤gk,i, and |dk,i(t)|≤dk,i, where g

k,i
, gk,i, and

dk,i are unknown positive constants.

Assumption 4 ([32]). Te parameters of the failuremodel (2)
ρk,i(t) and rk,i(t) are continuous and unknown (when
t> tk,if), and they satisfy 0< ρk,i(t)< 1 and |rk,i(t)|≤ rk,i with
rk,i > 0.

Remark 5. Assumption 2 is common and reasonable in
tracking control studies for uncertain nonlinear systems or
MASs, and similar assumptions can be found in [29–31, 33].
As illustrated in Assumption 3, in this study, external dis-
turbances and time-varying control gains are considered,
which is more reasonable and practical, although it makes
control tasks more difcult. In Assumption 4, the time at
which the actuator begins to fail tk,if is unknown and this
uncertainty together with the unknown and time-varying
parameters ρk,i(t) and rk,i(t) makes the controller design
interesting and challenging.

2.2. Preliminaries

Lemma 6 ([34, 35]). For ϵ ∈ R and δ > 0, one has
−ϵ tanh(ϵ/δ)≤ 0 and 0≤ |ϵ| − ϵ tanh(ϵ/δ)≤ 0.2785δ.

Lemma 7 ([36]). For ϵ1 ∈ R, ϵ2 ∈ R, ρ1 > 0, ρ2 > 0, and k> 0,
one has
|ϵ1|

ρ1 |ϵ2|
ρ2 ≤ ρ1/ρ2 + ρ1k|ϵ1|

ρ1+ρ2 + ρ2/ρ2 + ρ1k− ρ1/ρ2 |ϵ2|
ρ1+ρ2 .

Lemma 8 ([36, 37]). For κi > 0, 0< a≤ 1, 1< b< +∞, and
i � 1, 2, . . . , n, one has (􏽐

n
i�1κi)

a ≤􏽐
n
i�1κa

i , (􏽐
n
i�1κi)

b ≤ 1/n1− b

􏽐
n
i�1κb

i .

3. Main Results

3.1. Fixed-Time Controller. According to the previous
analysis, follower k can only obtain local system state in-
formation, so the design of the distributed controller uk,i is
presented in this subsection describes.

Step 9. Te frst Lyapunov function is constructed as
follows:

Vk,i1 �
1
2
e
2
k,i1. (6)

According to (4), the time derivative of ek,i1 is

_ek,i1 � hk + dk( 􏼁xk,i2 − 􏽘
j∈Nk

akjxj,i2 − hk _y0,i. (7)

Tus, one can obtain that

_Vk,i1 � hk + dk( 􏼁ek,i1ek,i2 + hk + dk( 􏼁ek,i1αk,i1 − 􏽘
j∈Nk

akjxj,i2 + hk _y0,i
⎛⎝ ⎞⎠ek,i1. (8)
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Te virtual controller αk,i1 is designed as follows:

αk,i1 �
1

hk + dk

−bk,i1e
3
k,i1 − ck,i1e

2q−1
k,i1 + 􏽘

j∈Nk

akjxj,i2 + hk _y0,i
⎛⎝ ⎞⎠, (9)

where bk,i1 and ck,i1 are positive design parameters.
Substituting (9) into (8) yields

_Vk,i1 � −bk,i1e
4
k,i1 − ck,i1e

2q

k,i1 + hk + dk( 􏼁ek,i1ek,i2. (10)

Step 10. According to (3), _xk,i2 � 1/gk,i(ρk,iuk,i +

rk,i + fk,i + dk,i). Ten, we defne functions ηk,i(t) � 1/gk,i

(rk,i + dk,i) and ζk,i � 1/gk,iρk,i. According to Assumptions 2
and 3, ηk,i and ζk,i are bounded. Tus, one can defne the
boundary ηk,i � supt≥0 |ηk,i|􏽮 􏽯> 0 and ζk,i � 1/ζ

k,i
> 0 with

ζ
k,i

� inf t≥0 ζk,i􏽮 􏽯> 0. Two adaptive parameters 􏽢ηk,i and 􏽢ζk,i

are defned to estimate ηk,i and ζk,i, and one can obtain
estimation errors 􏽥ηk,i � ηk,i − 􏽢ηk,i and 􏽥ζk,i � ζk,i − 􏽢ζk,i.

Remark 11. In order to cope with actuator failures, un-
known control gains, and external disturbances, two
adaptive parameters 􏽢ηk,i and 􏽢ζk,i are designed. Tis approach
reduces the impact of these system constraints by estimating
critical values. In the next step, two adaptive laws _􏽢ηk,i and

_􏽢ζk,i

will be designed to achieve fxed-time stability.
Te estimation of ϑk,i � ‖W∗k,i‖

2 is defned as 􏽢ϑk,i, where
W∗k,i is the ideal weight of RBFNNs. Ten, Vk,i2 is defned as
follows:

Vk,i2 � Vk,i1 +
1
2
e
2
k,i2 +

1
2σk,i

􏽥η2k,i +
ζ

k,i

2ck,i

􏽥ζ
2
k,i +

1
2lk,i

􏽥ϑ
2
k,i, (11)

where σk,i > 0, ck,i > 0, lk,i > 0, and 􏽥ϑk,i � ϑk,i − 􏽢ϑk,i.
Calculating the derivative of Vk,i2 yields

_Vk,i2 � _Vk,i1 + ek,i2 _xk,i2 − _αk,i1􏼐 􏼑 −
1
σk,i

􏽥ηk,i
_􏽢ηk,i −

ζ
k,i

ck,i

􏽥ζk,i

_􏽢ζk,i −
1

lk,i

􏽥ϑk,i
_􏽢ϑk,i

≤ _Vk,i1 + ζk,iuk,iek,i2 + ηk,i ek,i2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + fk,i χk,i􏼐 􏼑ek,i2 −
1
2
e
2
k,i2

− hk + dk( 􏼁ek,i1ek,i2 −
1
σk,i

􏽥ηk,i
_􏽢ηk,i −

ζ
k,i

ck,i

􏽥ζk,i

_􏽢ζk,i −
1

lk,i

􏽥ϑk,i
_􏽢ϑk,i, (12)

where fk,i(χk,i) � (hk + dk)ek,i1 + 1/gk,ifk,i + 1/2ek,i2 − _αk,i1,
χk,i � [xT

k,1, xT
k,2, xj,i1, xj,i2]

T (j ∈Nk), and χk,i � [xT
k,1, xT

k,2,

xj,i1, xj,i2, y0,i, _y0,i]
T if (0, k) ∈V. As fk,i is a continuous

function, it can be approximated by RBFNNs. Similar to [7],
RBFNNs were used to estimate the uncertainty function as
follows:

fk,i χk,i􏼐 􏼑 � W
∗T
k,i Sk,i χk,i􏼐 􏼑 + υk,i χk,i􏼐 􏼑, (13)

W∗k,i � [W∗k,i1, W∗k,i2, . . . , W∗k,in]T and S(χ)k,i � [Sk,i1(χ),

Sk,i2(χ), . . . , Sk,n(χ)]T are the ideal weight vector and the
basis function vector, respectively. Te approximation error
υk,i(χk,i) satisfes υk,i(χk,i)≤ υk,i with υk,i > 0.

Ten, one can get

fk,i χk,i􏼐 􏼑ek,i2 ≤
1

2ε2k,i

ϑk,i Sk,i

����
����
2
e
2
k,i2 +

1
2
ε2k,i +

1
2
e
2
k,i2 +

1
2
υ2k,i,

(14)

where εk,i > 0.
By substituting (14) into (12), one has

_Vk,i2 ≤ − bk,i1e
4
k,i1 − ck,i1e

2q

k,i1 + ζk,iuk,iek,i2 + ηk,i ek,i2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 +
1

2ε2k,i

ϑk,i Sk,i

����
����
2
e
2
k,i2

−
1
σk,i

􏽥ηk,i
_􏽢ηk,i −

ζ
k,i

ck,i

􏽥ζk,i

_􏽢ζk,i −
1

lk,i

􏽥ϑk,i
_􏽢ϑk,i +

1
2
ε2k,i +

1
2
υ2k,i.

(15)
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In the traditional time-triggered mechanism, the actu-
ator input uk,i is updated periodically, which requires a lot of
communication resources. In this study, a switching

threshold event-triggered mechanism is designed to reduce
the update frequency of uk,i. Te event-triggered mechanism
is defned as follows:

tk,i,z+1 �

inf t ∈ R | mk,i(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ sk,i1 + ϱk,i uk,i(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏽮 􏽯, uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤Δk,i,

inf t ∈ R | mk,i(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ sk,i2􏽮 􏽯, uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌>Δk,i,

⎧⎪⎪⎨

⎪⎪⎩
(16)

ωk,i(t) �

−αk,i2tanh
ek,i2αk,i2

δk,i

􏼠 􏼡 1 + ϱk,i􏼐 􏼑 −
1 + ϱk,i􏼐 􏼑ek,i2

2 1 − ϱk,i􏼐 􏼑
2 , uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤Δk,i,

αk,i2 −
1
2
ek,i2, uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌>Δk,i,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(17)

uk,i(t) � ωk,i tk,i,z􏼐 􏼑,∀t ∈ tk,i,z, tk,i,z+1􏽨 􏼑, (18)

αk,i2 � bk,i2e
3
k,i2 + ck,i2e

2q−1
k,i2 +

1
2ε2k,i

􏽢ϑk,i Sk,i

����
����
2
ek,i2 + 􏽢ηk,itanh

ek,i2

τk,i

􏼠 􏼡, (19)

where bk,i2, ck,i2, τk,i, Δk,i, sk,i1, sk,i2, and δk,i are positive
design constants; 0< ϱk,i < 1, mk,i(t) � ωk,i(t) − uk,i(t);
z ∈ Z+, tk,i,z+1 is the controller update time, and tk,i,1 rep-
resents the initial time t0.

Tree adaptive laws are established as follows:

_􏽢ζk,i � ck,iαk,i2ek,i2 − Jk,i
􏽢ζk,i −

Jk,i

ck,i

􏽢ζ
3
k,i, (20)

_􏽢ηk,i � σk,iek,i2tanh
ek,i2

τk,i

􏼠 􏼡 − lk,i􏽢ηk,i −
lk,i

σk,i

􏽢η3k,i, (21)

_􏽢ϑk,i �
1

2ε2k,i

lk,i Sk,i

����
����
2
e
2
k,i2 − ♭k,i

􏽢ϑk,i −
♭k,i

lk,i

􏽢ϑ
3
k,i, (22)

where Jk,i > 0, lk,i > 0, and ♭k,i > 0.

Remark 12. As shown in equation (16), an event is triggered
only when the trigger condition is satisfed. Whenever the
event is triggered, the control value uk,i(t) � ωk,i(tk,i,k+1) will
be applied to actuators, and the control value will remain
until the next event is triggered. Obviously, this update
mechanism of control signals can reduce the update fre-
quency and thus ease the communication pressure.

Ten, according to the analysis in the appendix, one has

ζk,iuk,iek,i2 ≤ ζk,iek,i2αk,i2 +
1
2
�ζk,is

2
k,i1 +

1
2
�ζk,is

2
k,i2 + 0.2785�ζk,iδk,i.

(23)

Te virtual controller αk,i2 is designed as follows:

αk,i2 � −
ek,i2

􏽢ζ
2
k,iα

2
k,i2��������������

e
2
k,i2

􏽢ζ
2
k,iα

2
k,i2 + μ2k,i

􏽱 . (24)

From (24), it can be derived that

ζk,iek,i2αk,i2 � −
ζk,ie

2
k,i2ζ̂

2
k,i�α

2
k,i2��������������

e
2
k,i2ζ̂

2
k,i�α

2
k,i2 + μ2k,i

􏽱

≤ − ζ
k,i

e
2
k,i2

􏽢ζ
2
k,iα

2
k,i2��������������

e
2
k,i2

􏽢ζ
2
k,iα

2
k,i2 + μ2k,i

􏽱

≤ ζ
k,i
μk,i − ζ

k,i
􏽢ζk,i�αk,i2ek,i2. (25)

It is true that

ζ
k,i

􏽢ζk,iαk,i2ek,i2 + ζ
k,i

􏽥ζk,iαk,i2ek,i2 ≥ αk,i2ek,i2. (26)

Substituting (23), (25), and (26) into (15) gives

_Vk,i2 ≤ − bk,i1e
4
k,i1 − ck,i1e

2q

k,i1 − αk,i2ek,i2 + ηk,i ek,i2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 +
1

2ε2k,i

ϑk,i Sk,i

����
����
2
e
2
k,i2

−
ζ

k,i

ck,i

􏽥ζk,i

_􏽢ζk,i − ck,iαk,i2ek,i2􏼒 􏼓 −
1
σk,i

􏽥ηk,i
_􏽢ηk,i −

1
lk,i

􏽥ϑk,i
_􏽢ϑk,i + δk,i, (27)
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where

δk,i �
1
2
ε2k,i +

1
2
υ2k,i +

1
2
�ζk,is

2
k,i1 +

1
2
�ζk,is

2
k,i2 + ζ

k,i
μk,i + 0.2785�ζk,iδk,i. (28)

Substituting (19) into (27) gets

_Vk,i2 ≤ − 􏽘
2

p�1
bk,ipe

4
k,ip − 􏽘

2

p�1
ck,ipe

2q

k,ip + �ηk,i ek,i2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − �ηk,iek,i2tanh
ek,i2

τk,i

􏼠 􏼡 −
ζ

k,i

ck,i

􏽥ζk,i

_􏽢ζ k,i − ck,i�αk,i2ek,i2)􏼒

−
1
σk,i

􏽥ηk,i
_̂η k,i − σk,iek,i2tanh

ek,i2

τk,i

􏼠 􏼡] −
1

lk,i

􏽥ϑk,i
_̂ϑ k,i −

1
2ε2k,i

lk,i Sk,i

����
����
2
e
2
k,i2) + δk,i.

⎛⎝⎡⎢⎢⎣ (29)

Using Lemma 6 and substituting (20)–(22) into (29)
gives

_Vk,i2 ≤ − 􏽘
2

p�1
bk,ipe

4
k,ip − 􏽘

2

p�1
ck,ipe

2q

k,ip +
ζ

k,i
Jk,i

ck,i

􏽥ζk,i
􏽢ζk,i +

ζ
k,i

Jk,i

c
2
k,i

􏽥ζk,i
􏽢ζ
3
k,i +

lk,i

σk,i

􏽥ηk,i􏽢ηk,i

+
lk,i

σ2k,i

􏽥ηk,i􏽢η
3
k,i +
♭k,i

lk,i

􏽥ϑk,i
􏽢ϑk,i +
♭k,i

l
2
k,i

􏽥ϑk,i
􏽢ϑ
3
k,i + δk,i + 0.2785ηk,iτk,i.

(30)

Obviously

ζ
k,i

Jk,i

ck,i

􏽥ζk,iζ̂k,i ≤
ζ

k,i
Jk,i

2ck,i

ζ
2
k,i −

ζ
k,i

Jk,i

2ck,i

􏽥ζ
2

k,i. (31)

By using Lemma 7 and letting ϵ1 � 1, ϵ2 � ζ
k,i

Jk,i/
2ck,i

􏽥ζ
2
k,i, ρ1 � 1 − q, ρ2 � q, and k � qq/1− q, (31) can be

written as

ζ
k,i

Jk,i

ck,i

􏽥ζk,i
􏽢ζk,i ≤

ζ
k,i

Jk,i

2ck,i

ζ
2
k,i −

ζ
k,i

Jk,i

2ck,i

􏽥ζ
2
k,i􏼠 􏼡

q

+ ι, (32)

where ι � qq/1− q(1 − q).
Similar to (31) and (32), one can obtain that

lk,i

σk,i

􏽥ηk,i􏽢ηk,i ≤
lk,i

2σk,i

η2k,i −
lk,i

2σk,i

􏽥η2k,i􏼠 􏼡

q

+ ι, (33)

♭k,i

lk,i

􏽥ϑk,i
􏽢ϑk,i ≤
♭k,i

2lk,i

ϑ2k,i −
♭k,i

2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

q

+ ι. (34)

Substituting (32)–(34) into (30) gives

_Vk,i2 ≤ − 􏽘
2

p�1
bk,ipe

4
k,ip − 􏽘

2

p�1
ck,ipe

2q

k,ip −
ζ

k,i
Jk,i

2ck,i

􏽥ζ
2
k,i􏼠 􏼡

q

+
ζ

k,i
Jk,i

c
2
k,i

􏽥ζk,i
􏽢ζ
3
k,i

−
lk,i

2σk,i

􏽥η2k,i􏼠 􏼡

q

+
lk,i

σ2k,i

􏽥ηk,i􏽢η
3
k,i −
♭k,i

2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

q

+
♭k,i

l
2
k,i

􏽥ϑk,i
􏽢ϑ
3
k,i + �δk,i, (35)

where
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�δk,i � δk,i + 0.2785ηk,iτk,i +
ζ

k,i
Jk,i

2ck,i

ζ
2
k,i +

lk,i

2σk,i

η2k,i +
♭k,i

2lk,i

ϑ2k,i + 3ι.

(36)

According to the defnition of 􏽥ζk,i, one has

􏽥ζk,i
􏽢ζ
3
k,i � 􏽥ζk,i ζ

3
k,i + 3ζk,i

􏽥ζ
2
k,i − 3ζ

2
k,i

􏽥ζk,i − 􏽥ζ
3
k,i􏼒 􏼓. (37)

Using Young’s inequality, we have

􏽥ζk,iζ
3
k,i ≤

ζ
4
k,i

12
+ 3ζ

2
k,i

􏽥ζ
2
k,i,

(38)

3􏽥ζ
3
k,iζk,i ≤

9π4/3k,i
􏽥ζ
4
k,i

4
+
3ζ

4
k,i

4π4k,i

, (39)

where πk,i > 0.
Combining (37)–(39) yields

ζ
k,i

Jk,i

c
2
k,i

􏽥ζk,i
􏽢ζ
3
k,i ≤ − 4ζ

k,i
Jk,i − 9ζ

k,i
Jk,iπ

4/3
k,i􏼐 􏼑

1
2ck,i

􏽥ζ
2
k,i􏼠 􏼡

2

+
ζ

k,i
Jk,iζ

4
k,i

12c
2
k,i

+
3ζ

k,i
Jk,iζ

4
k,i

4c
2
k,iπ

4
k,i

. (40)

Similar to (37)–(40), one can obtain that

lk,i

σ2k,i

􏽥ηk,i􏽢η
3
k,i ≤ − 4lk,i − 9lk,iπ

4/3
k,i􏼐 􏼑

1
2σk,i

􏽥η2k,i􏼠 􏼡

2

+
lk,iη

4
k,i

12σ2k,i

+
3lk,iη

4
k,i

4σ2k,iπ
4
k,i

, (41)

♭k,i

l
2
k,i

􏽥ϑk,i
􏽢ϑ
3
k,i ≤ − 4♭k,i − 9♭k,iπ

4/3
k,i􏼐 􏼑

1
2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

2

+
♭k,iϑ

4
k,i

12l
2
k,i

+
3♭k,iϑ

4
k,i

4l
2
k,iπ

4
k,i

. (42)

Substituting (40)–(42) into (35) yields

_Vk,i2 ≤ − 􏽘
2

p�1
bk,ipe

4
k,ip − 􏽘

2

p�1
ck,ipe

2q

k,ip −
ζ

k,i
Jk,i

2ck,i

􏽥ζ
2
k,i􏼠 􏼡

q

− 4ζ
k,i

Jk,i − 9ζ
k,i

Jk,iπ
4/3
k,i􏼐 􏼑

1
2ck,i

􏽥ζ
2
k,i􏼠 􏼡

2

−
lk,i

2σk,i

􏽥η2k,i􏼠 􏼡

q

− 4lk,i − 9lk,iπ
4/3
k,i􏼐 􏼑

1
2σk,i

􏽥η2k,i􏼠 􏼡

2

−
♭k,i

2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

q

− 4♭k,i − 9♭k,iπ
4/3
k,i􏼐 􏼑

1
2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

2

+ �δk,i,

(43)

where

�δk,i � �δk,i +
ζ

k,i
Jk,iζ

4
k,i

12c
2
k,i

+
3ζ

k,i
Jk,iζ

4
k,i

4c
2
k,iπ

4
k,i

+
lk,iη

4
k,i

12σ2k,i

+
3lk,iη

4
k,i

4σ2k,iπ
4
k,i

+
♭k,iϑ

4
k,i

12l
2
k,i

+
3♭k,iϑ

4
k,i

4l
2
k,iπ

4
k,i

. (44)

Using Lemma 8, one has

International Journal of Intelligent Systems 7



_Vk,i2 ≤ − ψk,i1 􏽘

2

p�1

1
2
e
2
k,ip

⎛⎝ ⎞⎠

q

− ϕk,i1 􏽘

2

p�1

1
2
e
2
k,ip

⎛⎝ ⎞⎠

2

− ψk,i2
ζ

k,i

2ck,i

􏽥ζ
2
k,i􏼠 􏼡

q

− ϕk,i2
ζ

k,i

2ck,i

􏽥ζ
2
k,i􏼠 􏼡

2

−ψk,i3
1

2σk,i

􏽥η2k,i􏼠 􏼡

q

− ϕk,i3
1

2σk,i

􏽥η2k,i􏼠 􏼡

2

− ψk,i4
1

2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

q

− ϕk,i4
1

2lk,i

􏽥ϑ
2
k,i􏼠 􏼡

2

+ �δk,i,

(45)

where ψk,i1 � 2q min ck,i1, ck,i2􏽮 􏽯, ϕk,i1 � 2min bk,i1, bk,i2􏽮 􏽯,
ψk,i2 � j

q

k,i, ϕk,i2 � 4Jk,i − 9Jk,iπ4/3
k,i /ζk,i

, ψk,i3 � l
q

k,i, ϕk,i3 �

4lk,i − 9lk,iπ4/3k,i , ψk,i4 � ♭qk,i, and ϕk,i4 � 4♭k,i − 9♭k,iπ4/3k,i .
Ultimately, we can get

_Vk,i2 ≤ − ψk,iV
q

k,i2 − ϕk,iV
2
k,i2 + �δk,i, (46)

where ψk,i � min ψk,i1,ψk,i2,ψk,i3,ψk,i4􏽮 􏽯 and ϕk,i � min ϕk,i1,􏽮

ϕk,i2, ϕk,i3,ϕk,i4}/4.

3.2. Stability Analysis

Theorem 13. Considering the MASs (3) under Assumptions
2–4, the distributed event-triggered controller (18) can
guarantee that

(1) All the closed-loop signals are bounded, and the
output of each follower can track the output of the
leader within a fxed time;

(2) Te Zeno behavior is avoided.

Proof. According to Lemma 6 in [38], the error signals
ℵk,i � [ek,i1, ek,i2,

􏽥ϑk,i,
􏽥ζk,i, 􏽥ηk,i]

T can converge to the following
residue set:

Θk,i � ℵk,i Vk,i2
􏼌􏼌􏼌􏼌 ℵk,i􏼐 􏼑≤min

�δk,i

(1 − θ)ψk,i

⎛⎝ ⎞⎠

1/q

,
⎧⎪⎨

⎪⎩

�δk,i

(1 − θ)ϕk,i

⎛⎝ ⎞⎠

1/2⎫⎪⎬

⎪⎭

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (47)

Tk,i ≤
1

ψθ(1 − q)
+

1
ϕθ(q − 1)

. (48)

Tus, the error signals ℵk,i can converge to the set given
by (47) after the fxed time Tk,i.Ten, according to inequality
(47), we can easily obtain that xk,i1, xk,i2, 􏽢ϑk,i, 􏽢ζk,i, 􏽢ηk,i, αk,i1,
αk,i2, ωk,i, uk,i, and uk,i are bounded.

We defne the synchronization error vector as
Ei � [e1,i1, e2,i1, . . . , eN,i1]

T. Ten, according to [8], one has

Ei

����
����≤

Ei

����
����

λmax(L + H)
, (49)

where λmax(L + H) is the maximum eigenvalue of the
matrix L + H; Ei � [e1,i, e2,i, . . . , eN,i]

T � Yi − Yi,

Yi � [y1,i, y2,i, . . . , yN,i]
T, Yi � [y0,i, . . . y0,i

􏽺√√√√􏽽􏽼√√√√􏽻N

]T. Terefore,
the tracking error ek,i can converge to the set given by

ek,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤min

�
2

√

λmax(L + H)

�δk,i

(1 − θ)ψk,i

⎛⎝ ⎞⎠

1/2q

,

�
2

√

λmax(L + H)

�δk,i

(1 − θ)ϕk,i

⎛⎝ ⎞⎠

1/4⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (50)

As ωk,i is a function about αk,i2 and ek,i2, we can obtain
_ωk,i is bounded, i.e., _ωk,i ≤ωk,i withωk,i > 0. In addition, when
|uk,i|≤Δk,i, limt⟶ tk,i,z+1

mk,i(t) � sk,i1 + ϱk,i|uk,i(t)|, mk,i

(tk,i,z) � 0, so the time interval satisfes t∗k,i ≥ sk,i1 + ϱk,i

|uk,i(t)|/ωk,i. Similarly, when |uk,i|>Δk,i, one has t∗k,i ≥
sk,i1/ωk,i. Obviously, the Zeno behavior is successfully
avoided. □

Remark 14. Te fxed-time stability can be obtained by
selecting the appropriate design parameters, and the
tracking error can converge to near the origin within a fxed
period of time Tk,i. It is worth mentioning that the time Tk,i

is independent of the initial system states, which is an ad-
vantage of fxed-time stability. Tis property will be dem-
onstrated in simulation experiments.
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4. Simulations and Results

Te suggested algorithm is deployed to a collection of au-
tonomous surface vessels (ASVs) in order to test its efcacy.
Figure 1 expresses the communication topology between
ASVs (0 represents the leader; 1, 2, and 3 represent the
followers), and the model of ASV (see [39]) is described by

_xk,1 � xk,2,

gk(t) _xk,2 � ρk(t)uk + rk(t) + fk xk,1, xk,2􏼐 􏼑 + dk(t),

yk � xk,1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(51)

where xk,1 � [xk,11, xk,21, xk,31]
T and xk,2 � [xk,12, xk,22,

xk,32]
T represent the position and velocity, respectively;

gk(t) � di ag gk,1, gk,2, gk,3􏽮 􏽯 is the mass matrix. dk � [dk,1,

dk,2, dk,3]
T is an unknown external disturbance; uk �

[uk,1, uk,2, uk,3]
T and yk � [yk,1, yk,2, yk,3]

T represent the
control input and output of agent k, respectively. fk rep-
resents centripetal, Coriolis, and hydrodynamic damping
forces and torques, where fk � Ξ · xk,2 with

Ξ �

A + A xk,12
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 −gk,2xk,32 0

gk,1xk,32 B + B xk,22
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 0

0 0 C + C xk,32
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (52)

Te physical parameters are given as follows:
gk,1 � 500 + 5 sin(1/10t), gk,2 � 1000 + 10 sin(1/10t), gk,3 �

800 + 8 sin(1/10t), A � −1 + 0.1(−1)k, A � −25 + 2.5(−1)k,
B � −10 + (−1)k, B � −200 + 20(−1)k, C � −0.5 + 0.05
(−1)k, C � −1500 + 150(−1)k, dk,1 � 3 − 0.1(−1)k sin
(1/50t), dk,2 � 3 − 0.2(−1)k sin(1/50t), and dk,3 � 3 − 0.1
(−1)k sin(1/50t) for k � 1, 2, 3.

Te initial states of the system is given as follows:
x1,1(0) � [0.3, 0.3, 0.3]T, x2,1(0) � [0.2, 0.2, 0.2]T, x3,1(0) �

[0.1, 0.1, 0.1]T, x1,2(0) � [0, 0, 0]T, x2,2(0) � [0, 0, 0]T, and
x3,2(0) � [0, 0, 0]T. Assume that the output of the leader is
y0 � [sin(2t), sin(2t), 0]T.

In the simulation experiment, the failure of the actuator
is considered and the failure model is uk � ρk(t)uk + rk(t)

with ρk(t) � diag ρk,1(t), ρk,2(t), ρk,3(t)􏽮 􏽯 and rk(t) �

[rk,1(t), rk,2(t), rk,3(t)]T where

ρk,i(t) �
1, t< 5s,

0.5 + 0.5e
−0.5(t−5)

, t≥ 5s,
􏼨

rk,i(t) �
0, t< 5s,

100 + 10e
−0.5(t−5)

, t≥ 5s.
􏼨

(53)

Furthermore, to better demonstrate the actuator oper-
ation, Figure 2 is provided. As shown in Figure 2, the ac-
tuator works normally until 5 s and then starts to fail.

Te distributed controller is designed as follows:

0 1 2 30.8 0.51

0.1

Figure 1: Te directed communication graph.
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Figure 2: Te parameters of actuator failures.
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αk,i1 �
1

hk + dk

−bk,i1e
3
k,i1 − ck,i1e

2q−1
k,i1 + 􏽘

j∈Nk

akjxj,i2 + hk _y0,i
⎛⎝ ⎞⎠,

tk,i,z+1 �

inf t ∈ R | mk,i(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ sk,i1 + ϱk,i uk,i(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏽮 􏽯, uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤Δk,i,

inf t ∈ R | mk,i(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌≥ sk,i2􏽮 􏽯, uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌>Δk,i,

⎧⎪⎪⎨

⎪⎪⎩

ωk,i(t) �

−αk,i2tanh
ek,i2αk,i2

δk,i

􏼠 􏼡 1 + ϱk,i􏼐 􏼑 −
1 + ϱk,i􏼐 􏼑ek,i2

2 1 − ϱk,i􏼐 􏼑
2 , uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤Δk,i,

αk,i2 −
1
2
ek,i2, uk,i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌>Δk,i,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

uk,i(t) � ωk,i tk,i,z􏼐 􏼑,∀t ∈ tk,i,z, tk,i,z+1􏽨 􏼑,

αk,i2 � −
ek,i2

􏽢ζ
2
k,iα

2
k,i2��������������

e
2
k,i2

􏽢ζ
2
k,iα

2
k,i2 + μ2k,i

􏽱 ,

αk,i2 � bk,i2e
3
k,i2 + ck,i2e

2q−1
k,i2 +

1
2ε2k,i

􏽢ϑk,i Sk,i

����
����
2
ek,i2 + 􏽢ηk,itanh

ek,i2

τk,i

􏼠 􏼡,

_̂ζk,i � ck,iαk,i2ek,i2 − Jk,i
􏽢ζk,i −

Jk,i

ck,i

􏽢ζ
3
k,i,

_̂ηk,i � σk,iek,i2tanh
ek,i2

τk,i

􏼠 􏼡 − lk,i􏽢ηk,i −
lk,i

σk,i

􏽢η3k,i,

(54)

_􏽢ϑk,i �
1

2ε2k,i

lk,i Sk,i

����
����
2
e
2
k,i2 − ♭k,i

􏽢ϑk,i −
♭k,i

lk,i

􏽢ϑ
3
k,i, (55)

where k � 1, 2, 3, i � 1, 2, 3, q � 4/5, and the relevant design
parameters are given in Tables 1 and 2. Te initial values of
the adaptive parameters are 􏽢ϑ(0) � 0, 􏽢η(0) � 0 and 􏽢ζ(0) � 0.

Te simulation results are given in Figures 3–5 and
Table 3, and it is clear that all signals are bounded. Te

output trajectories and synchronization errors of each fol-
lower are described in Figure 3. Even if the system is afected
by actuator failures, the output of the followers is aligned
with that of the leader. Time intervals for triggering events
are shown in Figure 4, and obviously no Zeno phenomenon

Table 1: Part 1 of design parameters of the controller.

Followers
Parameters

bk,11 bk,21 bk,31 ck,11 ck,21 ck,31 bk,12 bk,22 bk,32 ck,12 ck,22 ck,32 μk,i δk,i

1 5 5 5 5 5 5 150 150 100 150 150 100 0.01 0.2
2 7 7 7 7 7 7 200 200 150 200 200 150 0.01 0.4
3 8 8 5 8 8 5 250 250 100 250 250 100 0.01 0.4

Table 2: Part 2 of design parameters of the controller.

Followers
Parameters

ϱk,i sk,i1 sk,i2 Δk,1 Δk,2 Δk,3 lk,i εk,i ♭k,i σk,i τk,i lk,i ck,i Jk,i

1 1000 1000 2000 5000 5000 0.5 0.5 0.1 0.1 1 0.1 0.1 1 0.001
2 2000 3000 2000 5000 5000 0.5 0.5 0.1 0.1 1 0.1 0.1 1 0.001
3 2000 3000 2000 5000 5000 0.5 0.5 0.1 0.1 1 0.1 0.1 1 0.001
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Figure 3: System outputs and synchronization errors. (a) System outputs. (b) System outputs. (c) System outputs. (d) Synchronization
errors. (e) Synchronization errors. (f ) Synchronization errors.
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Figure 4: Time intervals for updating uk,i(k � 1, 2, 3; i � 1, 2, 3). (a) t1,i,z+1 − t1,i,z. (b) t2,i,z+1 − t2,i,z. (c) t3,i,z+1 − t3,i,z.
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Figure 5: Continued.
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appears. As can be seen in Figures 5(a)–5(i), actuators start
to fail after 5 s of operation. In Figures 5(j)–5(r), the dy-
namics of the adaptive parameters demonstrate the validity
of the adaptive laws. To demonstrate that the proposed
method can save communication resources, detailed trigger
data are recorded in Table 3. In the simulation experiment,
the sampling time is 0.01 s, which means that the system

needs to update the control signal uk,i(i, k � 1, 2, 3)

1500 times for 15 s of operation. Tus, it can be concluded
from Table 3 that the proposed method saves a signifcant
amount of communication resources. In addition, to
demonstrate that the upper bound of convergence time is
independent of the system’s initial states, Figure 6 provides
the convergence curves of e1,11 for diferent initial states. Te

0

0.5

1

1.5

2
A

da
pt

iv
e p

ar
am

et
er

s

50 1510
Time (s)

η
1,1

⌃

η
1,2

⌃

η
1,3

⌃

(m)

0

0.5

1

1.5

2

A
da

pt
iv

e p
ar

am
et

er
s

50 1510
Time (s)

η
2,1

⌃

η
2,2

⌃

η
2,3

⌃

(n)

0

0.5

1

1.5

2

A
da

pt
iv

e p
ar

am
et

er
s

50 1510
Time (s)

η
3,1

⌃

η
3,2

⌃

η
3,3

⌃

(o)

0

20

40

60

80

A
da

pt
iv

e p
ar

am
et

er
s

50 1510
Time (s)

ζ
1,1

⌃

ζ
1,2

⌃

ζ
1,3

⌃

(p)

0

20

40

60

80
A

da
pt

iv
e p

ar
am

et
er

s

50 1510
Time (s)

ζ
2,1

⌃

ζ
2,2

⌃

ζ
2,3

⌃

(q)

0

20

40

60

80

100

120

A
da

pt
iv

e p
ar

am
et

er
s

50 1510
Time (s)

ζ
3,1

⌃

ζ
3,2

⌃

ζ3,3
⌃

(r)

Figure 5: Te curves of control signals and adaptive parameters. (a) ω1,1, u1,1, and u1,1. (b) ω2,1, u2,1, and u2,1. (c) ω3,1, u3,1, and u3,1. (d) ω1,2,
u1,2, and u1,2. (e) ω2,2, u2,2, and u2,2. (f ) ω3,2, u3,2, and u3,2. (g) ω1,3, u1,3, and u1,3. (h) ω2,3, u2,3, and u2,3. (i) ω3,3, u3,3, and u3,3. (j) ϑ1,1, ϑ1,2, and
ϑ1,3. (k) ϑ2,1, ϑ2,2, and ϑ2,3. (l) ϑ3,1, ϑ3,2, and ϑ3,3. (m) η1,1, η1,2, and η1,3. (n) η2,1, η2,2, and η2,3. (o) η3,1, η3,2, and η3,3. (p) ζ1,1, ζ1,2, and ζ1,3. (q) ζ2,1,
ζ2,2, and ζ2,3. (r) ζ3,1, ζ3,2, and ζ3,3.

Table 3: Te detailed trigger data.

Control inputs
Trigger counts (times)

0–3 s 3–6 s 6–9 s 9–12 s 13–15 s 0–15 s
u1,1 46 30 36 37 36 185
u1,2 35 30 30 35 37 167
u1,3 57 32 34 32 30 185
u2,1 50 53 43 61 41 248
u2,2 47 43 47 44 36 217
u2,3 92 77 73 69 74 385
u3,1 90 80 77 107 95 449
u3,2 77 87 88 87 77 416
u3,3 90 69 95 84 100 438
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simulation result shows that the convergence time in various
initial states is approximately 0.25 s, which demonstrates the
fxed-time stability.

5. Conclusions

In this study, a fxed-time consensus control method has
been developed for uncertain nonlinear MASs with actuator
failures. To achieve the adaptive compensation for actuator
failures, unknown control gains, and external disturbances,
a boundary estimation method is presented. Furthermore,
considering that the implementation of this boundary es-
timation method requires lots of communication resources,
an event triggering mechanism is designed to reduce the
update frequency of the controller. It is demonstrated from
theory and experiments that by using the suggested method,
all signals of the closed-loop system are bounded, and the
tracking error of the system can converge to a set near the

origin in a fxed time while saving a lot of communication
resources. Te proposed method requires all state in-
formation of the system, but in engineering applications, the
system states may be unmeasurable. Based on this research,
we will examine the output feedback consensus control in
the future.

Appendix

Te calculation of ζk,iuk,iek,i2 in (15) can be divided into
two cases.

Case 15. |uk,i|≤Δk,i. According to (16) and (17),
|mk,i(t)|< sk,i1 + ϱk,i|uk,i(t)| holds for ∀t ∈ [tk,i,z, tk,i,z+1).
Furthermore, one can obtain uk,i(t) � ωk,i(t) − sk,i1
βk,i1(t)/1 + ϱk,iβk,i2(t) with |βk,i1(t)|≤ 1 and |βk,i2(t)|≤ 1.
Terefore, we can obtain

ζk,iuk,iek,i2 � −ζk,iek,i2
1 + ϱk,i

1 + ϱk,iβk,i2(t)
αk,i2tanh

ek,i2αk,i2

δk,i

􏼠 􏼡􏼢 􏼣 +
1 + ϱk,i􏼐 􏼑ek,i2

2 1 + ϱk,iβk,i2(t)􏼐 􏼑 1 − ϱk,i􏼐 􏼑
2 +

sk,i1βk,i1(t)

1 + ϱk,iβk,i2(t)

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (A.1)

Using Lemma 6, (A.1) can be rewritten as

ζk,iuk,iek,i2 ≤ ζk,i ek,i2αk,i2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − ek,i2αk,i2tanh
ek,i2αk,i2

δk,i

􏼠 􏼡 − ek,i2αk,i2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 −
e
2
k,i2

2 1 − ϱk,i􏼐 􏼑
2 +

sk,i1ek,i2

1 − ϱk,i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
⎛⎜⎝ ⎞⎟⎠

≤ ζk,iek,i2αk,i2 +
1
2
�ζk,is

2
k,i1 + 0.2785�ζk,iδk,i.

(A.2)
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Figure 6: Te synchronization error e1,11 with diferent initial system states.
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where �ζk,i � supt≥0 ζk,i􏽮 􏽯> 0.

Case 16. |uk,i|>Δk,i. Similarly, for ∀t ∈ [tk,i,z, tk,i,z+1), one can
obtain that uk,i(t) � ωk,i(t) − sk,i2βk,i1(t) with |βk,i1(t)|≤ 1.
Tus, it can be obtained that

ζk,iuk,iek,i2 ≤ ζk,i ek,i2αk,i2 −
1
2
e
2
k,i2 + sk,i2ek,i2

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼒 􏼓

≤ ζk,iek,i2αk,i2 +
1
2
�ζk,is

2
k,i2.

(A.3)

Combining Cases 15 and 16 yields

ζk,iuk,iek,i2 ≤ ζk,iek,i2αk,i2 +
1
2
�ζk,is

2
k,i1 +

1
2
�ζk,is

2
k,i2 + 0.2785�ζk,iδk,i.

(A.4)
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