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With the increasing variety and quantity of end-of-life (EOL) products, the traditional disassembly process has become inefcient. In
response to this phenomenon, this article proposes a randommultiproduct U-shapedmixed-fow incomplete disassembly line balancing
problem (MUPDLBP). MUPDLBP introduces a mixed disassembly method for multiple products and incomplete disassembly method
into the traditional DLBP, while considering the characteristics of U-shaped disassembly lines and the uncertainty of the disassembly
process. First, mixed-fow disassembly can improve the efciency of disassembly lines, reducing factory construction and maintenance
costs. Second, by utilizing the characteristics of incomplete disassembly to reduce the number of dismantled components and the
fexibility and efciency of U-shaped disassembly lines in allocating disassembly tasks, further improvement in disassembly efciency
can be achieved. In addition, this paper also addresses the characteristics of EOL products with heavy weight and high rigidity. While
retaining the basic settings ofMUPDLBP, the stability of the assembly during the disassembly process is considered, and a new problem
called MUPDLBP_S, which takes into account the disassembly stability, is further proposed.Te corresponding mathematical model is
provided. To obtain high-quality disassembly plans, a new and improved algorithm called INSGAII is proposed.Te INSGAII algorithm
uses the initialization method based on Monte Carlo tree simulation (MCTI) and the Group Global Crowd Degree Comparison
(GCDC) operator to replace the initialization method and crowding distance comparison operator in the NSGAII algorithm, efectively
improving the coverage of the initial population individuals in the entire solution space and the evenness and spread of the Pareto front.
Finally, INSGAII’s efectiveness has been afrmed by tackling both current disassembly line balancing problems and the proposed
MUPDLBP and MUPDLBP_S. Importantly, INSGAII outshines six comparison algorithms with a top rank of 1 in the Friedman test,
highlighting its superior performance.

1. Introduction

With the rapid development of technology, the speed of
product updates is increasing, resulting in the generation of
a large number of end-of-life (EOL) products. If EOL
products are left unattended, it will bring signifcant eco-
nomic and environmental pressures to human society.
Terefore, it is necessary to recycle and reuse EOL products.
Disassembly is one of the important steps in achieving the
recycling and reuse of products. Disassembly lines are the
optimal choice for large-scale disassembly, and achieving
disassembly line balancing is the key to improve disassembly
efciency.Terefore, the disassembly line balancing problem

(DLBP) has become a highly regarded issue among engi-
neers and scholars.

On the one hand, reducing disassembly costs and im-
proving disassembly efciency are the key optimization
goals of the DLBP. In earlier research, these goals were often
achieved by setting certain optimization objectives, such as
minimizing the number of workstations to reduce disas-
sembly costs and improving the balance index to enhance
disassembly efciency [1, 2]. However, as technology ad-
vances, the products encountered during the disassembly
process are becoming increasingly complex. Te traditional
approach of solely setting optimization goals to reduce
disassembly costs and improve efciency is becoming less
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efective. Researchers have discovered that in addition to
setting reasonable optimization goals, it is necessary to ad-
dress the current complexity by changing the way disassembly
lines are used, the layout of disassembly lines, and the dis-
assembly methods. For example, in earlier studies, it was
commonly believed that disassembly lines could only dis-
mantle one type of end-of-life (EOL) product within a certain
period of time [3–5]. However, with the increasing variety and
quantity of industrial products, the traditional approach of
using disassembly lines is no longer efcient. More and more
scholars and engineers believe that mixed-fow disassembly
lines, capable of handling multiple products, are urgently
needed. In academia, Fang et al. [6] have pointed out that
mixed-fow disassembly lines meet the disassembly needs of
products and their similar variant products, reducing factory
construction and maintenance costs. Guo et al. [7] have
indicated that existing research on DLBP mostly focuses on
a single product, which is not able to meet practical demands.
Furthermore, they also mentioned that achieving balance in
mixed-fow disassembly lines is highly challenging as it re-
quires satisfying priority constraints for each product and
optimizing predefned objectives to determine the disas-
sembly scheme for each product. In the industry, Apple has
developed a disassembly line called Daisy, which efciently
disassembles variants of 9 iPhonemodels [8], thus confrming
the practicality of mixed-fow disassembly lines. Apart from
the way the disassembly line is used, the layout of the dis-
assembly line also afects the disassembly efciency. Among
various layout types, theU-shaped layout of a disassembly line
has the characteristics of fexibility and efciency, which can
efectively enhance disassembly efciency. For example, Li
et al. [9] have pointed out that compared to a straight-line
disassembly line, the U-shaped layout allows for more
combinations of task assignments to diferent workstations,
enabling the U-shaped disassembly line to efectively improve
disassembly efciency. Wang et al. [10] have also mentioned
that workers on a U-shaped production line can work si-
multaneously on both sides of the production line, increasing
production efciency, reducing foor space, and signifcantly
shortening product completion time. Te aforementioned
studies all demonstrate that the U-shaped layout is a highly
competitive disassembly line layout method that can efec-
tively improve disassembly efciency. In addition, with the
application of large crushers and sorting devices in the dis-
assembly feld, the traditional method of disassembling all
components is gradually being abandoned by the industry.
Instead, there is a growing focus on partial disassembly, which
only requires the removal of parts with desired attributes and
parts with hazardous attributes. Yin et al. [11] proposed
a multimanned partial disassembly line balancing problem
(MP-DLBP), where only parts with hazardous or desired
attributes are required to be disassembled, while the
remaining parts can be disassembled or not. Yin pointed out
that partial disassembly can avoid unnecessary labor. Li et al.
[12] introduced a proft-oriented U-shaped partial disas-
sembly line balancing problem (PUPDLBP), which can
greatly improve disassembly proftability. However, the
PUPDLBP does not consider the requirement to dismantle
parts with hazardous attributes. Wang et al. [13], in their 2019

research, analyzed the obtained disassembly schemes and
concluded that as the number of disassembly tasks increases,
the disassembly proft decreases, further highlighting the ef-
fectiveness of partial disassembly. Based on the above analysis,
it can be seen that mixed-fow disassembly lines, U-shaped
layout disassembly lines, and partial disassembly methods all
contribute to improving disassembly efciency and reducing
disassembly costs.Terefore, in this study, the characteristics of
mixed-fow disassembly lines, U-shaped layout disassembly
lines, and partial disassembly methods were comprehensively
considered in the design of the disassembly line.

On the other hand, apart from reducing disassembly costs
and improving disassembly efciency, it is also necessary to
ensure that the disassembly scheme is as applicable as possible
to the actual disassembly situation. Tis is to ensure that the
obtained disassembly scheme can achieve a relatively ideal
balance for the disassembly line. In the actual disassembly
process, factors such as the degree of wear and tear of the
obsolete products can introduce a certain level of randomness
to the disassembly time of the components. If the randomness
of the disassembly time is not taken into account, it will make it
difcult for the disassembly line to achieve the desired balance.
Terefore, some researchers have pointed out that considering
the randomness of the disassembly time can better refect the
actual disassembly situation [14, 15]. In addition, when dis-
assembling products with heavy weight and high rigidity
characteristics, it is important to maintain the stability of the
assembly to ensure that it does not spontaneously disintegrate
or cause relative positional changes between internal compo-
nents due to gravity or other disassembly operations during the
disassembly process. Tis can efectively avoid injuries to
disassembly personnel caused by the collapse of product
components during the disassembly process. Terefore, it is
necessary to consider the randomness of disassembly time and
the stability of disassembly in the DLBP.

In summary, in the feld of DLBP, it is benefcial to
consider the characteristics of mixed-fow disassembly
lines, U-shaped layout disassembly lines, and partial dis-
assembly methods in order to improve disassembly ef-
ciency and reduce disassembly costs. Terefore, in this
research work, we frst integrated the infuences of mul-
tiproduct mixed-fow disassembly factors, U-shaped dis-
assembly line factors, and partial disassembly methods on
the DLBP. Second, we considered the uncertainties in the
disassembly process and proposed a randommultiobjective
multiproduct U-shaped mixed-fow incomplete disas-
sembly line balancing problem (MUPDLBP), which is
specifcally designed for the disassembly process of com-
mon household appliances. Furthermore, to make this
research more valuable, we also took into account the
stability of the assembly during the disassembly process,
considering the characteristics of EOL products with heavy
weight and high rigidity. Tis led to the proposal of
a random multiobjective multiproduct U-shaped mixed-
fow disassembly line balancing problem considering dis-
assembly stability (MUPDLBP_S). Compared to existing
research, this paper takes into account a more compre-
hensive set of factors, making it more applicable to the
practical needs of current and future disassembly processes.
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In the feld of DLBP, it is also important to provide solution
methods for theDLBP.Te solutionmethods for theDLBP can
be divided into exact solution methods and approximate so-
lution methods. Although exact solution methods can obtain
high-precision solutions, theDLBP is anNP-complete problem
[16], which means that the difculty of solving it increases
exponentially with the problem size. Terefore, exact solution
methods are not practical when dealing with large-scale DLBP.
Metaheuristic algorithms are widely used approximate solution
methods that strike a good balance between solution time and
accuracy. Tey are widely applied in DLBP, such as ant colony
algorithms [17], artifcial bee colony algorithms [18], variable
neighborhood search algorithms [19], and artifcial fsh swarm
algorithms [20]. In the feld of metaheuristic algorithms,
NSGA-II is widely used in process optimization, workshop
scheduling, and other areas due to its advantages of simple
implementation and strong search capability and has achieved
remarkable results [21–23]. Given the advantages of NSGA-II,
some scholars have also used it to handle disassembly line
balancing problems. For example, Yılmaz et al. [24] used the
NSGA-II algorithm to solve disassembly line balancing
problems with two diferent worker allocation strategies and
achieved excellent results. Additionally, through Yılmaz et al.’s
research, it was found that using the NSGA-II algorithm to
solve DLBP requires a reasonable design of crossover and
mutation operators. In their study, they designed the crossover
and mutation processes reasonably and added a step of
repairing genes based on the characteristics of their problems.
Due to the complex precedence constraints between compo-
nents of waste products, traditional crossover and mutation
operators are difcult to handle U-shaped disassembly lines. In
order to apply NSGA-II to U-shaped disassembly line bal-
ancing problems, we propose a new two-stage crossover
(TSCO) and mutation operator (TSMO) to ensure that the
newly generated solutions are feasible. Furthermore, in met-
aheuristic algorithms, the initial population is often generated
through random initialization. In DLBP, due to the in-
fuence of complex precedence constraints between dis-
assembly tasks, the probability of feasible disassembly
sequences varies, resulting in insufcient coverage of the
solution space by the randomly initialized individuals. To
avoid this situation, we propose a new initialization
method based on Monte Carlo tree simulation (MCTI).
Te crowding distance comparison operator in NSGA-II
excessively protects boundary individuals, resulting in
poor diversity and uniformity of the Pareto solution set
when dealing with DLBP. In order to improve the di-
versity and uniformity of the Pareto solution set, we have
designed a multilevel global crowding distance compar-
ison (GCDC) operator, which greatly enhances the di-
versity and uniformity of the Pareto solution set.

Te main contributions of this article are summarized as
follows:

(1) We propose a random multiobjective multiproduct
U-shaped mixed-fow incomplete disassembly line
balancing problem (MUPDLBP) considering disas-
sembly stability. In MUPDLBP, we integrate various
factors that afect the disassembly process, including

mixed-fow disassembly factors, U-shaped disassembly
line factors, partial disassembly methods, and un-
certainty during disassembly. Compared to the existing
research study, this article considers more comprehen-
sive factors that are more applicable to the actual re-
quirements of current and future disassembly processes.

(2) While retaining the basic settings of MUPDLBP, we
further consider the stability of assemblies during the
disassembly process, especially for EOL products
with large weight and rigidity. Terefore, we propose
a random multiobjective multiproduct U-shaped
mixed-fow disassembly line balancing problem
considering disassembly stability (MUPDLBP_S).

(3) An initialization method based on Monte Carlo tree
simulation (MCTI) and a Group Global Crowd
Degree Comparison (GCDC) operator was pro-
posed. By using MCTI and GCDC to replace the
initialization method and crowding comparison
operator in the NSGAII algorithm, respectively, the
coverage of the entire solution space by the initial
population and the evenness and spread of the
Pareto frontier were efectively improved.

(4) Te INSGAII algorithm’s superiority has been
proven through extensive experiments. When
dealing with disassembly line balancing problems,
managers can use the INSGAII algorithm to obtain
high-quality disassembly solutions.

(5) In Section 5 of this paper, the efectiveness of U-shaped
disassembly lines and mixed-fow disassembly lines in
improving disassembly efciency was analyzed and
confrmed. It was also demonstrated that the U-shaped
mixed disassembly line, which combines the charac-
teristics of U-shaped andmixed-fow disassembly lines,
is superior. Managers can consider designing disas-
sembly lines as U-shaped mixed disassembly lines.

Te rest of this article is organized as follows. Section 2
describes the proposed disassembly line balancing problem.
Section 3 introduces the proposed INSGA-II algorithm. In
Section 4, we present the experimental results and analysis. In
Section 5, we analyze the obtained disassembly schemes and
provide management suggestions. Finally, in Section 6, we
summarize the article and discuss future research directions.

2. Problem Statement

In the present scenario, common discarded household ap-
pliances have the characteristics of diverse product types,
small component quality, low rigidity of components, and
a wide range of product lifespans with varying usage con-
ditions. In order to further improve disassembly efciency
and reduce disassembly costs, we propose a random mul-
tiobjective multiproduct U-shaped mixed-fow incomplete
disassembly line balancing problem (MUPDLBP) specif-
cally for common discarded household appliances.
MUPDLBP has the following characteristics:

(1) Mixed-fow disassembly: With the increasing variety
of product types in common discarded household
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appliances, the traditional approach of assigning one
disassembly line to each product is becoming less
economically efcient. As a result, mixed-fow dis-
assembly lines have gained attention, leading to the
problem of balancing mixed-fow disassembly lines.
Te main diference between the mixed-fow disas-
sembly line balancing problem and the traditional
single-product disassembly line balancing problem is
that the former requires diferent types of discarded
products to be disassembled on the same line while
achieving line balancing, whereas the latter assigns
one product to one disassembly line. Solving the
mixed-fow disassembly line balancing problem is
more challenging compared to the single-product
disassembly line balancing problem, but it aligns
better with future development trends [7].

(2) Incomplete disassembly: Due to the small compo-
nent size and low rigidity of common discarded
household appliances, there are a large number of
components that can be crushed by crushers and
automatically sorted. Tis makes partial disassembly
methods feasible, and with the introduction of au-
tomated crushers and sorting devices, partial dis-
assembly has gradually become the mainstream
approach. In partial disassembly, only the removal of
necessary and hazardous components is required,
while the remaining components can be dis-
assembled based on optimization objectives.

(3) Uncertainty in the disassembly process: Te wide
range of product lifespans and varying usage con-
ditions of common household appliances make it
difcult to determine the degree of product aging
and the difculty of disassembly. As a result, the
disassembly time becomes uncertain due to these
uncertain factors. Consider that the uncertainty in
the disassembly process is essential to achieve an
ideal balance in the disassembly line.

(4) U-shaped layout for disassembly lines: In a U-shaped
disassembly line, tasks can be assigned simulta-
neously to the entrance and exit sides of the line,
providing higher fexibility and production efciency
[9]. Terefore, U-shaped disassembly lines have
gained increasing attention.

Unlike common discarded household appliances, EOL
(end-of-life) products with large weight and rigidity have
components that are difcult to be processed by crushers
and automatically sorted due to their large weight and ri-
gidity. Terefore, incomplete disassembly methods are
usually not applicable to these EOL products. Addi-
tionally, due to the large weight and rigidity of the
components, the collapse of components during disas-
sembly can cause serious injuries to disassembly per-
sonnel. Terefore, considering the stability of the
disassembly process is necessary when dealing with such
products. Based on the characteristics of EOL products
with large weight and rigidity, we consider the stability of
assemblies in MUPDLBP and exclude certain disassembly

methods, leading to the proposal of a random multi-
objective multiproduct U-shaped mixed-fow incomplete
disassembly line balancing problem considering disas-
sembly stability (MUPDLBP_S).

2.1. List of Assumptions. To facilitate the mathematical de-
scription of the problem, this paper provides the following list
of assumptions: (1) Te disassembly time follows a normal
distribution as a random variable. (2) Te upper limit of the
cycle time for the disassembly line is known. (3) Te com-
ponents of the product to be disassembled are intact and
cannot be further divided. (4)Tere is an abundant quantity of
the products, and interruptions in the production line are
ignored. (5) Te walking time of the personnel is disregarded.
(6)Te transportation time of the parts on the conveyor belt is
negligible. (7) Te impact of disassembly tools is ignored.

2.2. NotationDefnition. Te symbols used in this article are
as follows:

k: index of workstation, k ∈ 1, 2, . . . , K{ }, where K is
the total number of workstations.
m: product index, m ∈ 1, 2, . . . , Nap􏽮 􏽯, where Nap
represents the number of disassembled products.
i, j: task index, i, j ∈ 1, 2, . . . , Nm􏼈 􏼉, where Nm is the
total number of disassembly tasks for product m.
Nto: sum of all product disassembly tasks.
tmi: the disassembly time of the i th disassembly task of
the m-type product.
μmi: the mean of the disassembly time of task i of the
m-type product.
σ2mi: the standard deviation of the disassembly time of
task i of the m-type product.
ϕ: the standard normal distribution function.
TU: the upper limit of cycle time.
Tk: disassembly time of Workstation k.
α: the probability that the disassembly time of a station
does not exceed TU.
Tc: the actual cycle time of the disassembly line, which
is the maximum of the disassembly time of all
workstations.
Pm(i): the immediately preceding task set of task i

belonging to product m.
Sm(i): the immediately subsequent task set of task i of
product m.
SPm(i): the shadow immediately preceding task set of
task i belonging to product m.
SSPm(i): the shadow immediately subsequent task set
of task i of product m.
TPm: the priority relationship matrix for product m.
STPm: the shadow priority relationship matrix for
product m.
Im: the disassembly interference matrix for product m.
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I+xm: the disassembly interference matrix for product m

in the +x direction.
I+ym: the disassembly interference matrix for product m

in the +y direction.
I+zm: the disassembly interference matrix for product m

in the +z direction.
I−xm: the disassembly interference matrix for product m

in the −x direction.
I−ym: the disassembly interference matrix for product m

in the −y direction.
I−zm: the disassembly interference matrix for product m

in the −z direction.
Te detailed information about TPm, STPm, I+xm, I+ym,
I+zm, I−xm, I−ym, and I−zm will be presented in
Section 2.3.1.
dmi: demand attribute, 1 if task i of product m has
demand or remanufacturing value, 0 otherwise.
hmi: hazardous attribute, 1 if task i of product m is
harmful, 0 otherwise.
S: the disassembly sequence, where each element in S is
a vector that contains the corresponding product number
and disassembly task number. Te lth element in S is
denoted as Sl, and the corresponding product number
and disassembly task number in Sl are denoted as Sl 0 and
Sl 1, respectively. Te position of the elements in S rep-
resents the execution order of the disassembly tasks for
the corresponding products. For example, a disassembly
sequence S could be [1, 4], [3, 1], ..., [m, i], ..., [1, 10]{ },
where the element [3, 2] represents that the frst disas-
sembly task of product 3 is the second task to be executed
among all tasks. Since this paper considers a U-shaped
disassembly line layout, the disassembly sequence and
encoding sequence are diferent. For more details about
the diference between the disassembly sequence and
encoding sequence, please refer to Section 3.1.1.
Omi: the position of task i in product m in the disas-
sembly sequence; for example, if task 2 in product 1 is
in the third position in the disassembly sequence, then
O12 � 3.
Cm: the connection matrix for product m, which re-
fects the interconnection relationship between com-
ponents in product m. For more information about Cm,
please refer to Section 2.4.5.
cm
ij : cm

ij refects the connection relationship between
component i and component j in product m. For more
information about cm

ij , refer to Section 2.4.5.
vm

i : the stability of component i in product m during the
disassembly process. For more information about vm

i ,
refer to Section 2.4.5.
VS: the stability of disassembly sequence S. For more
information about VS, refer to Section 2.4.5.
Dm

i : the set of feasible disassembly directions for
component i in product m. For more information
about Dm

i , refer to Section 2.4.6.

dm
i : the disassembly direction of component i in

product m, where dm
i ∈ +x, +y, +z, −x, −y, −z􏼈 􏼉.

Nsdd: the number of maximum subsequence of dis-
assembly in the same disassembly direction (MSSDD).
Formore information aboutNsdd, refer to Section 2.4.6.
sk: if workstation k is opened, sk � 1; otherwise, sk � 0.
xa
mik: if the i th task of the m th product is assigned to

the entrance side of the k th workstation, xa
mik � 1;

otherwise, xa
mik � 0.

xb
mik: if the i th task of the m th product is assigned to

the exit side of the k th workstation, then xb
mik � 1;

otherwise, xb
mik � 0.

2.3. Problem Characteristics

2.3.1. Priority Relationship under U-Shaped Layout
Conditions. When dealing with the disassembly line bal-
ancing problem (DLBP), the frst thing to consider is the
priority constraint relationship of the disassembly tasks.
Only disassembly sequences that satisfy the correct priority
constraints are usable. Disassembling without considering
the priority constraints of the product may result in parts not
being smoothly removed or damaged. Terefore, accurately
expressing the priority constraint relationship between
disassembled product parts/components is crucial. In the
feld of DLBP, priority relationship graphs are commonly
used to describe the priority constraint relationship of
disassembly tasks. Currently, the mainstream priority re-
lationship graphs can be roughly divided into three types:
task precedence diagram (TPD) [25], transform AND/OR
graph (TAOG) [25], and part precedence diagram (PPD)
[26]. Compared to TAOG, PPD does not require the
product’s components to have a complete structure and
normal connection, making it easier to express large-scale
products. Compared to TPD, PPD can fully retain the re-
moval status information of the product. Terefore, in many
ordinary DLBP cases, PPD is more practical than TAOG and
TPD [27]. It is worth noting that although the disassembly
interference matrix, which can efectively refect the priority
constraint relationship between disassembly tasks, is not
widely used in the feld of DLBP, it has the advantage of
being able to generate automatically without the need for
manual analysis and input of constraint information. With
the three-dimensional model information of the assembly,
the interference matrix can be quickly and automatically
obtained. Considering the wide application of part pre-
cedence diagram (PPD) and the advantage of automatic
generation of the disassembly interference matrix in the feld
of DLBP, this study describes the priority constraint re-
lationship of disassembly tasks using PPD and the disas-
sembly interference matrix, respectively. It is worth noting
that due to the diverse types of ordinary household appli-
ances and the large span of their usage time, disassembly
companies are unable to establish three-dimensional models
for all ordinary household appliances. Terefore, the in-
terference matrix cannot exert its unique advantages in the
process of disassembling ordinary household appliances.
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Terefore, PPD is used to describe the priority constraint
relationship between disassembly tasks in MUPDLBP, while
the interference matrix is used to describe the priority
constraint relationship between disassembly tasks in
MUPDLBP_S.

PPD and the disassembly interference matrix both treat
individual parts or components as disassembly tasks, so this
paper will no longer make a strict distinction between
disassembly tasks and parts/components, assuming that
disassembly tasks are equivalent to parts/components.

Next, we will introduce how to use PPD and the in-
terference matrix, respectively, to describe the priority
constraint relationship between disassembly tasks.

(1) Disassembly Task Priority Relationship Based on PPD.
Figure 1 shows the PPD of products with 8 disassembly
tasks, 6 disassembly tasks, and 5 disassembly tasks, re-
spectively. In Figure 1, the numbers represent disassembly
tasks, which are also the part numbers of the product to be
disassembled. Te tasks connected by arrows have a priority
constraint relationship. Te task at the arrow’s tail needs to
be executed frst before the task at the arrow’s head can be
continued. In other words, the task at the arrow’s tail is the
immediate predecessor task of the task at the arrow’s head.

In the process of dealing with DLBP, it is necessary to
convert PPD into a priority relationshipmatrix for computer
reading. For example, the PPD of a product m with n

disassembly tasks can be converted into a priority re-
lationship matrix TPm. Equation (1) shows the priority
relationship matrix of product m. pij � 1 indicates that task i

is an immediate predecessor of task j, i.e., task i belongs to
the immediate predecessor task set of task j (i ∈ Pm(j)).
pij � 1 also indicates that task j is an immediate successor of
task i, i.e., task j belongs to the immediate successor task set
of task i (j ∈ Sm(i)).

TPm �

0 1 0 0 · · · 1 · · · 0

0 0 0 0 · · · 0 · · · 1

0 0 0 0 · · · 1 · · · 0

0 0 1 0 · · · 0 · · · 0

⋰ ⋰ ⋰ ⋰ ⋱ ⋰ ⋰ ⋰

0 0 0 0 · · · pij · · · 1

⋰ ⋰ ⋰ ⋰ · · · 0 · · · 0

0 0 0 0 · · · 0 · · · 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

Only after all the tasks in the immediate predecessor task
set of task j are completed, can task j be executed.Terefore,
when using PPD, the priority constraint relationship that
needs to be satisfed between disassembly tasks can be
represented by the following equation:

Omi >Omj, i ∈ Pm(j). (2)

(2) Disassembly Task Priority Relationship Based on Disas-
sembly Interference Matrix. Te disassembly interference
matrix can visually represent the spatial geometric con-
straint relationship between components. It can describe the
collision situation between a component and other com-
ponents when it is disassembled in a certain direction in the
product to be disassembled. Specifcally, it describes the
collision situation between the component and other
components during the movement along the six orthogonal
axes (±x, ±y, ±z) of the absolute coordinate system of the
product to be disassembled. When the 3D model in-
formation of the product to be disassembled is available, the
disassembly interference matrix can be automatically gen-
erated using automated analysis methods [28, 29], which
contributes to the full automation of the DLBP solving
process. Additionally, compared to PPD, the disassembly
interference matrix can refect possible disassembly di-
rections of components, which help reduce the number of
disassembly direction changes during the DLBP solving
process and further improves disassembly efciency.

Te disassembly interference matrix of a product to be
disassembled, which consists of n components, is an n-by-n
matrix. Te interference matrix of the product to be dis-
assembled can be represented by the following equation:
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Te matrix Im has 6 components in each column, which
correspond to the collision situations between components
when they are disassembled along the ±x, ±y, ±z co-
ordinate axes. Let o ∈ ±x, ±y, ±z􏼈 􏼉, the element Io

ij repre-
sents the collision situation between component i and
component j when component i is disassembled along the o

direction. If Io
ij � 1, it means that component i collides with

component j when disassembled along the o direction. On
the other hand, if Io

ij � 0, it means that component i does not
collide with component j when disassembled along the o

direction.
Based on the above description, we can see that the

interference matrix can be decomposed into disassembly
interference matrices along the +x, +y, +z, −x, −y, −z

standard orthogonal axes: Iom, where o ∈ ±x, ±y, ±z􏼈 􏼉. Each
Iom can be represented by the following equations:
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According to the defnition of the disassembly matrix,
component i can only be disassembled when at least one of
the six matrices mentioned above has a row of all zeros. In
addition, combined with the description of the precedence
matrix TPm in the previous text, it can be understood that
the transpose of the matrix Iom, denoted as IT

om, can be
regarded as the precedencematrix corresponding to the PPD
constraints that components disassembled along the o di-
rection need to satisfy. In order to distinguish it from the
precedence matrix TPm, here IT

om is referred to as the pre-
cedence matrix in the o direction, denoted as TPo

m. Te
element in the i-th row and j-th column of TPo

m is denoted
as po

ij, where po
ij ∈ 0, 1{ }. If po

ij � 1, it means that when
disassembling along the o direction, disassembling com-
ponent i is a direct predecessor task of disassembling
component j in the o direction, i.e., disassembling com-
ponent i belongs to the direct predecessor task set of dis-
assembling component j in the o direction (i ∈ Po

m(j)), and
disassembling component j belongs to the direct successor
task set of disassembling component i in the o direction
(j ∈ So

m(i)).
For a component j planned to be disassembled along the

o direction, task j can only be executed after all of its im-
mediate predecessor tasks in the o direction have been
completed. Terefore, when using the interference matrix,
the priority constraint relationships that need to be satisfed
between disassembly tasks can be represented by the fol-
lowing equation:

Omi >Omj, d
m
i � o& j ∈ P

o
m(j). (10)

2.3.2. Random Disassembly Time. In the current research
study, the disassembly time is often seen as deterministic,
but that is not how it actually works. On the one hand, the
structure and condition of discarded products are uncertain,
and there may be many deformed components. On the other
hand, the disassembly process is infuenced by unstable
factors such as worker operations and working environment,
which ultimately leads to uncertain disassembly time. In
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Figure 1: PPD of each product. (a) Product 1. (b) Product 2. (c) Product 3.
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order to characterize the uncertainty of disassembly time, in
this research work, we defne disassembly time as a random
variable following a normal distribution. Te disassembly

time of any task at a workstation follows a normal distri-
bution, and the sum of disassembly times for all tasks at the
station also follows a normal distribution [30], as follows:

tmi ∼ N μmi, σ
2
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⎛⎝ ⎞⎠. (11)

2.3.3. Cycle Time Constraints. In order to complete disas-
sembly tasks within a specifed time, the pace of disassembly
is controlled using cycle time on the production line. Te
task time at each workstation on the production line does
not exceed the upper limit of the cycle time, known as the
cycle time constraint. Since the disassembly time is a random
variable, the working time at the workstation does not ex-
ceed the probabilistic form of the cycle time upper limit [31],
as shown in the following equation:

Prob Tk ≤TU( 􏼁≥ α. (12)
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, as indicated by (11), Z follows
a standard normal distribution. Terefore, (12) can be
further rewritten as follows:
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􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠≥ α, ∀k ∈ 1, 2, . . . , K{ }. (13)

Since Z follows a standard normal distribution, (13) can
be further rewritten as (14).Temeaning represented by (14)

is that the k th workstation needs to satisfy the cycle time
constraint.
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Te working time of the k th workstation can be rep-
resented by the following equation:
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To reduce idle time at workstations, the actual cycle time
of the production line is taken as the maximum working
time of all workstations, expressed as follows:

Tc � max Tk( 􏼁, k ∈ 1, 2, . . . , K{ }. (16)

2.3.4. Partial Disassembly. With the emergence of auto-
mated crushers and sorting devices, there is no longer
a mandatory requirement to dismantle components that do
not have hazardous or desired attributes. Tis disassembly

method, which only requires the removal of components
with hazardous and desired attributes, is called partial
disassembly. In partial disassembly, the components with
desired attributes must be removed because they are needed
and cannot be crushed by automated crushers. Te com-
ponents with hazardous attributes must be removed because
they need to be further processed to eliminate their
harmfulness. Terefore, the constraints that partial disas-
sembly needs to meet can be represented by the following
equation:
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(17)

2.4. Evaluation Metrics

2.4.1. Number of OpenWorkstations (NS). Each workstation
requires a certain amount of space, and having too many
open workstations will occupy a large amount of factory
space, thereby increasing the construction cost of the factory.
In addition, the more workstations there are, the more
workers and equipment are needed, which also incurs
a signifcant cost. Terefore, it is necessary to consider the
number of open workstations as an evaluation metric. Te
number of open workstations can be represented by the
following equation:

NS � 􏽘
K

k�1
sk. (18)

2.4.2. Workload Smoothness Indicator (SI). Improving the
balance between workstations and reducing the diferences
in working time among them can be benefcial for enhancing
operational efciency and fairness in task allocation. Te
workload smoothness indicator efectively measures the
diferences in working time across diferent workstations.
Te smaller the diferences in working time among work-
stations, the higher the value of the workload smoothness
indicator. Te workload smoothness indicator can be rep-
resented by the following equation [32]:
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(19)

2.4.3. Hazard Index (HI). Many researchers have pointed
out that there are a large number of hazardous components
inside discarded products, and considering the impact of
these components would have serious consequences.
Bahubalendruni et al. [33] pointed out that handling end-
of-life (EoL) waste electrical and electronic equipment
(WEEE) without proper safety measures poses a serious
threat to the environment and public health. Anil Kumar
et al. [34] stated that improper disposal of waste materials
such as plastic can lead to the release of toxic gases, resulting
in incurable cancer. Gulivindala et al. [35] focused on the
characteristics and strategic management of electronic waste
in the healthcare sector after COVID-19. Tey highlighted
that due to the pandemic, the healthcare industry has un-
dergone signifcant changes, with an increase in the use of
electronic devices for self-diagnosis and treatment through
telemedicine. If these electronic devices are not properly
handled after disposal, they can cause harm to both in-
dividuals and the environment. Ren et al. [36] also pointed
out that removing hazardous substances is benefcial in

reducing the impact of harmful components on the
environment.

From the above research work, it can be concluded that
there are always hazardous components in EOL products.
During the disassembly process, the later these hazardous
components are removed, the more likely they are to be
damaged accidentally, leading to potential dangers. Te
Hazard Index (HI) can be represented as the sum of the
disassembly order of all hazardous components. By mini-
mizing the HI, the goal of removing hazardous components
as soon as possible can be achieved. Te HI can be repre-
sented by the following equation:

HI � 􏽘

Nap
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􏽘

Nm

i�1
Omihmi. (20)

2.4.4. Number of Disassembled Parts (NDPs). With the
emergence of automated crushers and sorting devices, there
is no longer a mandatory requirement for manual disas-
sembly of components that do not have hazardous or de-
mand attributes. Under the condition of satisfying priority
constraints, directly crushing and automating the sorting of
nonmandatory dismantled components can efectively im-
prove the disassembly efciency. Terefore, it is necessary to
use the quantity of disassembled components as an evalu-
ation indicator. Te number of disassembled parts (NDPs)
can be represented by the following equation:

NDP � 􏽘
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x

a
mik + x

b
mik􏼐 􏼑. (21)

2.4.5. Disassembly Stability (DS). In their research, Kumar
Gulivindala et al. [37] pointed out that the stability of
a disassembly sequence refers to the ability of the remaining
components in an assembly to resist automatic disintegra-
tion and positional changes under the infuence of gravity
and disassembly operations when dismantled according to
a specifc sequence.Te stability of the disassembly sequence
is considered during the planning process. A product with
good stability during the disassembly process can efectively
prevent damage to high-value components caused by tilting
or rolling, ensuring the safety of workers.

To quantify the stability of the disassembly sequence, we
refer to the ideas of Kumar Gulivindala et al. [37] and es-
tablish a connectivity matrix Cm for the product to be
dismantled. Equation (22) shows the connectivity matrix for
a product with n components to be dismantled.
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n×n

. (22)

Te connectivity relationship between component i and
j of product m is represented by cm

ij , which can be expressed
by the following equation:
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m
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2 component i is stably connected to component j,

1 component i is in contact with component j,

0 component i is not connected to j.

⎧⎪⎪⎨

⎪⎪⎩

(23)

A stable connection indicates that the components are
connected through fasteners or an interference ft, while
a contact connection signifes that the components are in
touch with each other but require an external force to
maintain a stable connection. Because there is no connection
between the components themselves, when i � j, cij � 0.

During the disassembly process according to disas-
sembly sequence S, the stability of component i in product m

is determined by how tightly it is connected to the remaining
components in product m. Terefore, the stability of
component i in product m can be represented by equation
the following equation:

v
m
i � 􏽘

Nto

l�Omi

c
Sl0
i Sl1

. (24)

In (24), l is an index where Sl0 and Sl1 represent the
product number and component number corresponding to
the element at position l in the disassembly sequence S.

When disassembling according to a certain disassembly
sequence S, the stability of all remaining components in the
product needs to be considered. Terefore, in MUPDLBP,
the stability of the disassembly sequence can be represented
by the following equation:

VS � 􏽘
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􏽘

Nm

i�1
v

m
i . (25)

Te larger Vs is, the tighter the connections between
internal components of each product are during the dis-
assembly process according to sequence S.Tis indicates that
the stability of disassembly sequence S is higher.

2.4.6. Number of Changes in Disassembly Direction (DDC).
If there are frequent changes in the disassembly direction
during the disassembly process, it will reduce the efciency
of disassembly. Terefore, it is necessary to minimize the
number of changes in the disassembly direction during the
disassembly process.

When determining the feasibility of disassembly using
the interference matrix, a component may have multiple
feasible disassembly directions. For example, if all ele-
ments in the i-th row of I+xm and I−xm are zero, the feasible
disassembly directions for component i in product m are
in the +x and −x directions. Dm

i is defned as the set of
feasible disassembly directions for component i in
product m and can be represented by the following
equation:

D
m
i � o | 􏽘

Nm

j�1
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om
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⎪⎩
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⎪⎭
, o ∈ +x, +y, +z, −x, −y, −z􏼈 􏼉.

(26)

It is worth noting that the removed component does not
impose any constraints on other components. Terefore, in
order to accurately calculate Dm

i for each task in a disas-
sembly sequence, it is necessary to promptly remove the
constraint information of the removed component on other
components. For example, we will create a copy of Iom,
denoted as Iom

ij , and after calculating Dm
i , we will set all

elements in the i-th column of this copy to 0.
To better explain DDC, let us frst defne the Maximum

Subsequence of Disassembly in the Same Disassembly Di-
rection (MSSDD). Ss represents a continuous subsequence
of disassembly orders within the disassembly sequence S. If
the intersection of the feasible disassembly direction sets for
all disassembly tasks in Ss is not empty and adding a dis-
assembly task to Ss would result in the intersection of the
feasible disassembly direction sets for all disassembly tasks in
Ss being empty, then we refer to Ss as a maximum sub-
sequence of disassembly in the same disassembly direction
within the disassembly sequence S.

Starting from the frst disassembly task in the disas-
sembly sequence, analyzing the sequence allows us to easily
obtain all MSSDDs (the specifc process of obtaining all
MSSDDs can be done using dynamic programming or other
algorithms, but due to space limitations, it is not described in
detail here). Tese MSSDDs determine the disassembly
direction and DDC for all disassembly tasks in the sequence.
Obviously, the intersection of the feasible disassembly di-
rection sets for each disassembly task in each MSSDD is the
disassembly direction for those tasks (if there are multiple
selectable disassembly directions in the intersection, ran-
domly select any one as the disassembly direction for the
corresponding tasks in the MSSDD). From this, we can
determine the disassembly direction dm

i for component i in
product m. Te number of MSSDDs minus 1 is the DDC.

DDC � Nsdd − 1. (27)

In (28), Nsdd represents the number of MSSDDs.

2.5. Mathematical Model. As described at the beginning of
Section 2, in this study, we propose a randommultiobjective
multiproduct U-shaped mixed-fow incomplete disassembly
line balancing problem (MUPDLBP) for the disassembly
process of ordinary waste household appliances. We also
propose a random multiobjective multiproduct U-shaped
mixed-fow disassembly line balancing problem considering
disassembly stability (MUPDLBP_S) for EOL products with
large weight and rigidity. Below are the corresponding
mathematical models.

2.5.1. Mathematical Model for MUPDLBP. Based on the
introductory description in Section 2, combined with the
analysis in Sections 2.3 and 2.4, we can conclude that
MUPDLBP is a combination optimization problem with
multiple constraints and objectives. Moreover, the disas-
sembly time for tasks is uncertain. Te optimization ob-
jectives include the number of active workstations, the
hazard index, the quantity of disassembled components, and
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the maximization of the workload smoothness indicator,
which can be represented by formula the following equation:

minF1 � min(NS, −SI, HI,NDP). (28)

Te constraints are as given in equations (2), (14),
and (17).

2.5.2. Mathematical Model for MUPDLBP_S.
MUPDLBP_S is proposed for the disassembly process of
EOL products with large weight and rigidity. Considering
that the components in this type of EOL products are dif-
fcult to be crushed by a crusher, MUPDLBP_S does not
adopt partial disassembly. Additionally, MUPDLBP_S uses
an interference matrix to describe the priority constraint
relationship between disassembly tasks, and the interference
matrix contains information about the disassembly di-
rection. Terefore, the number of changes in disassembly
direction can be considered as an optimization objective.
Hence, the optimization objective can be represented by the
following equation:

minF2 � min(NS, −SI, −DS,DDC). (29)

Te constraints are as given in equations (10), (14),
and (17).

2.6. Example of Problem Description. MUPDLBP and
MUPDLBP_S have certain similarities, especially in terms of
disassembly line layout and constraint conditions, which
makes it easy to confuse the two. To distinguish MUPDLBP
and MUPDLBP_S more clearly, the following examples will
be given for MUPDLBP and MUPDLBP_S problem, dem-
onstrating their characteristics. It is worth noting that since
the optimization objectives of both are very clear, the op-
timization objectives will not be refected in the
examples below.

2.6.1. Example of MUPDLBP. Figure 2 is an example of the
MUPDLBP. From Figure 2, we can clearly see the
characteristics of the MUPDLBP. Tere are three main
constraints in the MUPDLBP, as shown in Figure 2. Based
on the relevant data of tasks and these constraints,
a feasible disassembly scheme can be obtained in the
MUPDLBP. Additionally, Figure 2 also shows that the
layout of the disassembly line in the MUPDLBP is U-
shaped. A worker involved in the disassembly process can
handle tasks both at the entrance and exit sides of the
disassembly line, which increases fexibility and pro-
duction efciency. Furthermore, Figure 2 demonstrates
that in the MUPDLBP, multiple products can be pro-
cessed simultaneously on the same disassembly line. Tis
production method, which allows for the mixed disas-
sembly of multiple products, can efectively reduce the
number of disassembly lines required and thus lower
costs. Lastly, Figure 2 reveals that in the MUPDLBP, it is
permissible for some components to not be disassembled
and instead be directly sent to an automated crusher.

2.6.2. Example of MUPDLBP_S. Figure 3 is an example of
the MUPDLBP_S problem. From Figure 3, we can see that
MUPDLBP_S is very similar to MUPDLBP, but there are
some diferences between them. According to Figure 3,
MUPDLBP_S has two main constraints, which is one less
than MUPDLBP. Te reason for this is that MUPDLBP_S is
designed for end-of-life (EOL) products with heavy weight
and high rigidity, which are difcult to be processed by
automated crushers. Terefore, a complete disassembly
mode is used for such EOL products in MUPDLBP_S, and
there is no partial disassembly constraint. Additionally,
MUPDLBP_S uses an interference matrix to describe the
priority relationship constraint, which is diferent from
MUPDLBP. Furthermore, in other aspects, MUPDLBP is
basically the same as MUPDLBP_S.

3. The Proposed Method

Although MUPDLBP and MUPDLBP_S difer in the way
they describe the priority constraint relationship between
tasks and their optimization objectives, their essence is the
same. Terefore, when solving MUPDLBP and
MUPDLBP_S, the essence of the solution algorithm is the
same. Only slight customization modifcations need to be
made to the rules of the encoding sequence and the decoding
process based on the characteristics of PPD and interference
matrix, as well as the characteristics of the optimization
objectives. Hence, the solution algorithms for MUPDLBP
and MUPDLBP_S will not be strictly distinguished below,
but their diferences will be introduced when necessary.

NSGAII has a strong global search capability, and its
encoding method’s discreteness can be well applied to
discrete problems [38, 39]. However, NSGAII is difcult to
directly and efectively deal with the problem of disassembly
line balancing. In this regard, we have improved the ini-
tialization method, crossover, mutation operator, and
crowding degree comparison operator in the NSGA II al-
gorithm and proposed the INSGAII algorithm.Te structure
of INSGAII is shown in Figure 4

In Figure 4, the purple part is the diferent part from
NSGA II, which is the part we improved.Te blue part is the
same part as NSGA II.

3.1. Encoding

3.1.1. Encoding Method. Te MUPDLBP and MUPDLBP_S
problems are oriented towards the disassembly process of
multiple products, so the encoding needs to refect both
product information and disassembly task information. In
this work, we adopted a two-dimensional gene array
encoding method to encode the disassembly task sequence.
A two-dimensional gene array encoding sequence can be
represented as Q, where Q � [[E1, F1]

T, [E2, F2]
T, . . . ,

[ENto
, FNto

]T], E1, E2, . . . , ENto
represent the product num-

bers, and F1, F2, . . . , FNto
represent the corresponding task

numbers for each product. Te second position of the
disassembly sequence is Q[2] � [E2, F2]

T, where
Q[2][0] � E2 represents the product number E2 and
Q[2][1] � F2 represents the task number F2. To further
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distinguish whether a disassembly task is performed at the
entrance or exit side of the U-shaped disassembly line, we
added positive and negative signs to the task numbers.When
[Em, Fi]

T represents a disassembly task being processed at
the entrance side of the U-shaped disassembly line, Fi > 0;
otherwise, Fi < 0.

It is worth noting that the encoding sequence is not the
same as the disassembly sequence.Te disassembly sequence
refects the order of disassembly tasks. For example, the
encoding sequence of a product with the number 1 is Q �

[[1, +1]T, [1, −4]T, [1, +5]T, [1, +2]T, [1, +3]T, [1, −7]T, [1,

+6]T, [1, +8]T]. One possible disassembly scheme corre-
sponding to this encoding sequence is shown in Figure 5.
From Figure 5, it can be seen that the disassembly sequence
corresponding to the above encoding sequence is
S � [[1, 1]T, [1, 5]T, [1, 2]T, [1, 3]T, [1, 6]T, [1, 8]T, [1, 7]T,

[1, 4]T]. Clearly, the encoding sequence Q and the disas-
sembly sequence S are diferent.

3.1.2. Constraints Tat the Encoding Sequence Needs to
Satisfy. In order to ensure that the disassembly sequence
corresponding to the encoding sequence satisfes the priority
constraint relationship, the characteristics of PPD and in-
terference matrix are utilized to describe the constraints that
the encoding sequence needs to satisfy in MUPDLBP and
MUPDLBP_S, respectively.

(1) When describing the precedence constraint between
the disassembly tasks of product m using PPD.
In Section 2.3.1, the precedence relationship matrix
of product m, denoted as TPm, is introduced. Te
shadow precedence relationship matrix of product m

is represented as STPm, where STPm � TPT
m. spij is

an element in STPm, with spij ∈ 0, 1{ }. If spij � 1, it
means that task i is a shadow predecessor task of task
j (i ∈ SPm(j)). Similarly, spij � 1 also indicates that
task j is a shadow successor task of task i
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Figure 2: An example of the MUPDLBP problem.
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(j ∈ SSm(i)). If task j is planned to be assigned to the
entrance side of the U-shaped disassembly line, the
following condition needs to be satisfed: all elements
in the j th column of TPm are equal to 0, i.e., the
predecessor task set Pm(j) of task j is empty. If task j

is planned to be assigned to the exit side of the U-
shaped disassembly line, the following condition
needs to be satisfed: all elements in the j th column
of STPm are equal to 0, i.e., the shadow predecessor
task set SPm(j) of task j is empty [40].

(2) When using the interference matrix to describe the
precedence constraint relationship between the
disassembly tasks of product m.
In Section 2.3.1, the precedence relationship matrix
of product m in the o direction is introduced as TPo

m.
Te shadow precedence relationship matrix of
product m in the o direction is denoted as STPo

m.
STPo

m � TPo
mT. spo

ij is an element in STPo
m, where

spo
ij ∈ 0, 1{ }. If spo

ij � 1, it means that when dis-
assembling along the o direction, disassembly part i

is a shadow predecessor task of disassembly part j. In
other words, disassembly part i belongs to the
shadow predecessor task set in the o direction of
disassembly part j (i ∈ SPo

m(j)), and disassembly
part j belongs to the shadow successor task set in the
o direction of disassembly part i (j ∈ SSo

m(i)). For
a part j that is planned to be assigned to the entrance
side of the U-shaped disassembly line and dis-
assembled along the o direction, the following
condition needs to be satisfed: all elements in the j

th column of TPo
m are equal to 0; that is, the pre-

decessor task set in the o direction of task j, Po
m(j), is

empty. For a part j that is planned to be assigned to
the exit side of the U-shaped disassembly line and
disassembled along the o direction, the following
condition needs to be satisfed: all elements in the j

th column of STPo
m are equal to 0, i.e., the shadow

predecessor task set in the o direction of task j,
SPo

m(j), is empty.
When task j is executed, all constraints related to
task j should be deleted. Terefore, during the actual
running process of the algorithm, copies of TPm,
STPm, TPo

m, and STP
o
m will be created. When task j is

executed, the corresponding elements in the j th row
and j th column of the respective copies will be
deleted. Tis approach allows for real-time updating
of constraint conditions, ensuring that the disas-
sembly sequence corresponding to the encoding
sequence satisfes the precedence constraint
relationship.

3.2. Decoding. Decoding is the process of assigning tasks
from the encoded sequence to workstations and calculating
relevant evaluation indicators. On the one hand, in
MUPDLBP, it is only required to remove parts that are
necessary or hazardous, so the decoding program needs to
have the ability to eliminate nonessential parts. On the other
hand, since the calculation of Hazard Index (HI), disas-
sembly stability (DS), and the number of changes in dis-
assembly direction (DDC) requires the disassembly
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Figure 3: An example of the MUPDLBP_S problem.
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sequence, the decoding program also needs to be able to
convert the encoded sequence into a disassembly sequence.
To meet the requirements of these two aspects, we have
designed a three-stage decoding process. Since the decoding
process is similar for both MUPDLBP and MUPDLBP_S
problems, we do not strictly diferentiate between them
when describing the decoding process, but we will indicate
the diferences when necessary.

3.2.1. First-Stage Decoding. Te main task of this decoding
process is to remove unnecessary disassembly parts in the
encoded sequence. It is worth noting that MUPDLBP_S is
proposed for EOL products with heavy weight and high
rigidity, which are difcult to be crushed by automated
crushers. Terefore, MUPDLBP_S does not adopt partial
disassembly, and this decoding process is not required for
MUPDLBP_S. During the disassembly of discarded
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parent population 
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Figure 4: Main process of INSGA-II.
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Figure 5: Illustration of the disassembly scheme.
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household appliances, once parts with hazardous or required
attributes are completely disassembled, the remaining parts
that have not been disassembled can be directly crushed and
sorted by automated crushers and sorting devices.Terefore,
these parts do not need to be disassembled. It is necessary to
analyze the relationship between the arrangement order of
task codes in the encoded sequence and the execution order
of tasks and then use this relationship to flter out non-
essential disassembly parts, which can achieve the goal of the
frst-phase decoding process.

Based on Figure 5, it can be seen that in the U-shaped
disassembly line, the disassembly tasks allocated to the exit
side must wait for the tasks allocated to the entrance side to
be executed before they can be executed. In other words,
disassembly tasks with negative task numbers in the encoded
sequence need to be executed after tasks with positive task
numbers in the sequence are fully executed. In addition,
based on Figure 5, it can also be observed that the execution
order of tasks allocated to the entrance side is the same as the
order in the encoded sequence, while the execution order of
tasks allocated to the exit side is the reverse of the order in
the encoded sequence. In other words, the execution order of
disassembly tasks with positive task numbers in the encoded
sequence is the same as the order in the sequence, while the
execution order of disassembly tasks with negative task
numbers in the encoded sequence is the reverse of the order
in the sequence.

In conclusion, the following conclusions can be drawn:
In the encoded sequence Q, if a task with a negative task
number needs to be executed, all tasks with positive task
numbers and all tasks with negative task numbers that
appear after this task in the sequence need to be executed. In
other words, unnecessary disassembly parts can be removed
in the following way: fnd the position of the earliest oc-
currence of a task with a negative task number that must be
executed in the encoded sequence. At this point, tasks with
negative task numbers in the encoded sequence and tasks
before it in the sequence do not need to be executed.

If a task with a positive task number needs to be exe-
cuted, all tasks with positive task numbers that appear before
this task in the sequence need to be executed. In other words,
unnecessary disassembly parts can be removed in the fol-
lowing way: fnd the position of the last occurrence of a task
with a positive task number that must be executed in the
encoded sequence. At this point, tasks with negative task
numbers in the encoded sequence or tasks with positive task
numbers that appear after it do not need to be executed.

By combining the above conclusions, the goal of re-
moving unnecessary disassembly parts can be achieved. Te
specifc implementation process of the frst-stage decoding is
detailed in Algorithm 1.

3.2.2. Second-Stage Decoding. Te main task of this
decoding process is to allocate tasks from the encoded se-
quence Q to workstations. And calculate 3 evaluation in-
dicators, including the number of workstations (NS), the
number of disassembled parts (NDP), and the workload
smoothness indicator (SI). Te specifc implementation

process of the second-stage decoding is detailed in
Algorithm 2.

3.2.3. Tird-Stage Decoding. Te main task of this decoding
process is to convert the encoding sequence Q into a dis-
assembly sequence. It also calculates three evaluation in-
dicators, including the number of direction changes (DDC),
stability of the disassembly sequence (DS), and the hazard
index (HI).Te specifc implementation process of the third-
stage decoding is detailed in Algorithm 3.

3.3. InitializationMethod. In dealing with various DLBP, the
commonly used method is to generate an initial population
through random initialization. However, the initial pop-
ulation generated by random initialization has a low cov-
erage of the solution space. Tis is because all DLBPs require
disassembly sequences to satisfy various constraints. In
order to improve the coverage of the solution space by the
initial population, we propose the Monte Carlo Tree
Simulation-based Initialization method (MCTI). To explain
the necessity of proposing MCTI and the specifc approach
of MCTI, let us frst introduce the approach of random
initialization, the limitations of random initialization, and
the specifc approach of MCTI.

3.3.1. Approach of Random Initialization. Although there
may be diferences in the technical details of generating
initial populations through random initialization for dif-
ferent DLBPs, the core idea remains the same. Specifcally,
when using random initialization, it is necessary to ran-
domly select disassembly tasks that satisfy the constraint
conditions and encode them until all tasks have been
encoded [7, 10, 19]. Te above process is actually a random
search process for the Feasible Disassembly Sequence Tree
(FDST) (detailed explanation in Section 3.3.2).

When dealing with MUPDLBP and MUPDLBP_S
problems, the encoding of disassembly tasks for the same
type of product needs to satisfy their respective constraint
conditions. Tere is no constraint relationship between the
disassembly tasks of diferent types of products. Terefore,
when randomly initializing feasible encoding sequences, it is
only necessary to randomly initialize the encoding sequences
for individual products and then randomly combine the
encoding sequences of each product. As mentioned in
Section 3.1.2, the encoding constraint conditions for
MUPDLBP and MUPDLBP_S are derived based on the
characteristics of PPD and interference matrix. Terefore,
the random initialization process is described based on the
characteristics of PPD and interference matrix.

(a) When using PPD to describe the priority constraint
relationship between the disassembly tasks of
product m.

(1) Te random initialization process of the
encoding sequence for a single product: When
randomly initializing the encoding sequence for
product m, only tasks j with an empty set of
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Input: Encoded sequence Q, the sum of disassembly tasks for all products Nto.
Output: Te encoded sequence 􏽥Q after removing nonessential disassembly parts.
(1) xa, xb � [xa

111, . . . , xa
mik, . . . , xa

NapNtoK], [xb
111, . . . , xb

mik, . . . , xb
NapNtoK]

(2) index � 0, iex � 0, flag � 0
(3) for index to Nto do
(4) m, i � Q[index][0], abs(Q[index][1]) //abs(∗) represents taking the absolute value.

//If a task with a negative number and must be executed is found, immediately exit the loop and record the position of that
task in the encoded sequence.

(5) if dmi + hmi ≥ 1 && Q[index][1]< 0 then
(6) iex � index
(7) flag � 1
(8) Break

//If a task with a positive number andmust be executed is found, record the position of that task in the encoded sequence and
continue the loop process.

(9) else if dmi + hmi ≥ 1 && Q[index][1]> 0 then
(10) iex � index
(11) end if
(12) end for
(13) RS � [] //Used to store the positions of tasks that do not need to be executed in the encoded sequence.

//If there is a task with a negative number and must be executed, iex records the position of the earliest occurrence of such task
in the encoded sequence. At this point, tasks with negative numbers in the encoded sequence and tasks before it in the sequence
do not need to be executed.

(14) if fag�� 1 then
(15) index � 0
(16) for index to iex do
(17) if Q[index][1]< 0 then
(18) RS. append (index)

(19) end for
//If there is no task with a negative task number that must be executed, iex records the position of the last occurrence of a task

with a positive task number that must be executed in the encoded sequence. At this point, tasks with negative task numbers in the
encoded sequence or tasks with positive task numbers that appear after it do not need to be executed.

(20) else
(21) index � 0
(22) for index to Nto do
(23) if Q[index][1]< 0

���� index> iex then
(24) RS. append(index)

(25) end for
(26) end if
(27) 􏽥Q � remove(Q, RS) //Remove unnecessary disassembly parts.
(28) return 􏽥Q

ALGORITHM 1: Pseudocode of the frst-stage decoding.

Input: Disassembly sequence Q, the sum of disassembly tasks for all products Nto, and the upper limit of cycle time TU.
Output: Te allocation scheme of assigning disassembly tasks to workstations is xa, xb;
xa � [xa

111, . . . , xa
mik, . . . , xa

NapNtoK], xb � [xb
111, . . . , xb

mik, . . . , xb
NapNtoK]. Te number of workstations NS, the number of disassembled

parts NDP, and the workload smoothness indicator SI.
(1) xa, xb � [xa

111, . . . , xa
mik, . . . , xa

NapNtoK], [xb
111, . . . , xb

mik, . . . , xb
NapNtoK]

(2) 􏽥Q⟵ When dealing with the MUPDLBP, 􏽥Q is obtained through the frst stage decoding. When dealing with the MUPDLBP_S
problem, 􏽥Q � Q.

(3) NDP � len( 􏽥Q) //Number of disassembled parts.
(4) index � 0, iex � 0, TL � [ ]

//Distribute the disassembly tasks to each workstation.
(5) for index to NDP do
(6) m, i � Q[index][0], abs(Q[index][1])

(7) if Q[index][1]> 0 then
(8) xa

mik, xb
mik � 1, 0

(9) else
(10) xa

mik, xb
mik � 0, 1

ALGORITHM 2: Continued.
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immediate predecessor tasks (Pm(j) � ∅) can be
assigned to the entrance side of the U-shaped
disassembly line for processing; only tasks j with
an empty set of shadow immediate predecessor
tasks (SPm(j) � ∅) can be assigned to the exit
side of the U-shaped disassembly line for pro-
cessing. In other words, when encoding the
disassembly tasks of product m, only tasks in the
sets j | pij � 0,∀i ∈ [1, Nm], i ∈ Z, pij ∈ TPm􏽮 􏽯

and j | spij � 0,∀i ∈[1, Nm], i ∈ Z, spij ∈ STPm􏽮 􏽯

can be encoded at the current position. Tasks in
the set j | pij � 0,∀i ∈[1, Nm], i ∈ Z, pij ∈ TPm􏽮 􏽯

can be assigned to the entrance side of the U-
shaped disassembly line for processing, which
means they can be encoded as positive numbers;
tasks in the set j | spij � 0,∀i ∈ [1, Nm], i ∈ Z,􏽮

spij ∈ STPm} can be assigned to the exit side of
the U-shaped disassembly line for processing,
which means they can be encoded as negative
numbers. To generate a feasible encoding se-
quence, randomly select task j from the set

j | pij � 0,∀i ∈ [1, Nm], i ∈ Z, pij ∈ TPm􏽮 􏽯 or the

set j | spij � 0,∀i ∈ [1, Nm], i ∈ Z, spij ∈ STPm􏽮 􏽯

and encode it as [m, +j] or [m, −j]. Repeat the

(11) end if
(12) if Tk + (xa

mik + xb
mik) ∙ μmi + ϕ− 1(α) ∙

�������������������
Tk + (xa

mik + xb
mik) ∙ σ2mi

􏽱
>TU then

(13) k � k + 1
(14) TL.append(Tk)

(15) Tk � 0
(16) if Q[index][1]> 0 then
(17) xa

mik, xb
mik � 1, 0

(18) else
(19) xa

mik, xb
mik � 0, 1

(20) end if
(21) end if
(22) Tk � Tk + (xa

mik + xb
mik) ∙ μmi + ϕ− 1(α) ∙

�������������������
Tk + (xa

mik + xb
mik) ∙ σ2mi

􏽱

(23) end for
(24) Tc � max(TL)

(25) NS � k //Number of workstations.
(26) SI⟵ Calculate the workload smoothness indicator by substituting TL, Tc, and NS into equation (19).
(27) return xa, xb,NDP, SI, NS

ALGORITHM 2: Pseudocode of the second-stage decoding.

Input: Disassemble sequence Q, the sum of all disassembly tasks for products Nto, and the upper time limit TU.
Output: Change count of disassembly direction DDC, stability of disassembly sequence DS, hazard index HI, disassembly direction
for each disassembly task.
(1) 􏽥Q⟵ When dealing with the MUPDLBP, 􏽥Q is obtained through the frst stage decoding. When dealing with the

MUPDLBP_S problem, 􏽥Q � Q.
(2) NDP � len(􏽥Q) //Number of disassembled parts.
(3) index � 0, tlp � [], tln � [], HI� 0
(4) for index to NDP do
(5) if 􏽥Q[index][1]> 0 then
(6) tlp. append( 􏽥Q[index])

(7) else
(8) tln .append( 􏽥Q[index])

(9) end for
(10) tln � reverse(tln) //Reverse tln
(11) S � concatenate(tlp, tln) //Combine tlp and tln to get the disassembly sequence
(12) DS,DDC⟵ Calculate disassembly stability and change count of disassembly direction separately according to (25) and (27).

//Only execute this step when dealing with MUPDLBP_S problem.
(13) HI⟵ Calculate the hazard index according to (20). //Only execute this step when dealing with MUPDLBP.
(14) Disassembly direction for each disassembly task⟵ Obtain the disassembly direction for each disassembly task based on the

description in Section 2.4.6.
(15) return DDC, DS, HI, disassembly direction for each disassembly task

ALGORITHM 3: Pseudocode of the third-stage decoding.
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above process until all disassembly tasks of
product m have been executed, and the initial-
ization encoding sequence for product m is
generated.

(2) Generating a mixed product encoding se-
quence: After obtaining the encoding se-
quences for each product, it is possible to
randomly combine the encoding tasks of
diferent products to obtain an encoding se-
quence for the MUPDLBP while keeping the
inherent encoding order of each product
unchanged. For example, the encoding se-
quences for three types of scrap products,
numbered 1, 2, and 3 in Figure 1, can be
randomly combined to form a multiproduct
mixed encoding sequence that satisfes the
constraints of the MUPDLBP, as shown in
Figure 6.

(b) When using the interference matrix to describe the
priority constraint relationship between the disas-
sembly tasks of product m.

(1) Te random initialization process of the encoding
sequence for a single product: When randomly
initializing the encoding sequence for product m,
a task j can only be assigned to the entrance side of
the U-shaped disassembly line for processing if
there exists o ∈ +x, +y, +z,􏼈 −x, −y, −z} such that
Po

m(j) � ∅; a task j can only be assigned to the
exit side of the U-shaped disassembly line for
processing if there exists o ∈ +x, +y, +z, −x,􏼈

−y, −z􏼉 such that SPo
m(j) � ∅. In other words,

when encoding the disassembly tasks of product
m, only tasks in the sets j | po

ij � 0,∀i ∈ [1, Nm],􏽮

i ∈ Z,∃o ∈ +x, +y, +z, −x, −y, −z􏼈 􏼉, po
ij ∈ TPo

m􏼉

and j | spo
ij � 0,􏽮 ∀i ∈ [1, Nm], i ∈ Z, ∃o ∈ 􏼈+ x,

+y, +z, −x, −y, −z􏼉, spo
ij ∈ STP

o
m􏼉 can be enco-

ded at the current position. Tasks in the set
j | po

ij �􏽮 0,∀i ∈ [1, Nm], i ∈ Z,∃o ∈ +x, +y, +z,􏼈

−x, −y, −z}, po
ij ∈ TPo

m} can be assigned to the
entrance side of the U-shaped disassembly line for
processing, which means they can be encoded as
positive numbers; tasks in the set j | spo

ij � 0,􏽮 ∀i
∈ [1, Nm], i ∈ Z, ∃o ∈ +x, +y, +z, −x, −y, −z􏼈 􏼉,

spo
ij ∈ STP

o
m􏼉 can be assigned to the exit side of the

U-shaped disassembly line for processing, which
means they can be encoded as negative numbers.
To generate a feasible encoding sequence, ran-
domly select task j from the set j | po

ij � 0,∀i ∈􏽮

[1, Nm], i ∈ Z, ∃o ∈ +x, +y, +z, −x, −y, −z􏼈 􏼉, po
ij

∈ TPo
m􏼉 or the set j | spo

ij � 0,∀i ∈ [1, Nm], i􏽮 ∈Z,

∃o ∈ +x, +y, +z, −x, −y, −z􏼈 􏼉, spo
ij ∈ STP

o
m} and

encode it as [m, +j] or [m, −j]. Repeat the above

process until all disassembly tasks of product m
have been executed, and the initialization sequence
for product m is generated.

(2) Generating the encoding sequence for mixed
products: After obtaining the encoding se-
quences for each product, the encoding sequence
for the MUPDLBP_S problem can be generated
by randomly combining the encoding tasks of
diferent products while maintaining the in-
herent encoding order of each product. Please
refer to Figure 6 for this process.

3.3.2. Limitations of the Random Initialization Method.
Te essence of the random initialization process is to
construct a feasible disassembly sequence tree (FDST) and
then perform a random search from the root node of the
FDST to the leaf nodes. During the random search in the
FDST, the probability of selecting diferent branches of the
FDST is the same. In the MUPDLBP, due to the priority
constraints between disassembly tasks, the number of fea-
sible disassembly sequences corresponding to diferent
branches is diferent. For the sake of brevity, let us take
product 3 in Figure 1 as an example to construct the FDST
and explain the phenomenon in detail. It is worth noting
that the limitations of the random initialization method are
independent of the method used to describe the task priority
constraints, so in this section, we do not strictly distinguish
between PPD and interference matrix.

In Figure 7, it can be seen that there are 26 feasible
disassembly sequences for product 3. Taking the frst two
elements from all feasible disassembly sequences, we can
obtain 5 depth-2 incomplete disassembly sequences:
q12 � [[2, 2]T, [2, 1]T], q22 � [[2, 2]T, [2, 3]T], q32 � [[2, 2]T,

[2, −4]T], q42 � [[2, −4]T, [2, 2]T], and q52 � [[2, −4]T,

[2, −5]T]. Based on q12, q22, q32, q42, and q52, we can continue to
perform random searches on the feasible disassembly se-
quence tree to generate random feasible disassembly se-
quences. From Figure 7, it can be seen that by continuing to
perform random searches on the feasible disassembly se-
quence tree based on q12, q22, q32, q42, and q52, we can generate 4,
4, 6, 6, and 6 feasible disassembly sequences, respectively.

During the population initialization process, the focus is on
how well the individuals in the population cover the entire
search space. Te greater the coverage, the more likely it is to
efciently discover regions where the optimal solution exists.
Since the number of feasible disassembly sequences corre-
sponding to diferent branches is diferent, if diferent branches
are selected for searching with equal probabilities, it cannot
fully explore branches with a larger number of feasible dis-
assembly sequences, leading to a lower coverage of the search
space by the initial population. In addition, selecting diferent
branches for searching with equal probabilities is a waste of
search resources for branches with fewer feasible disassembly
sequences. A more reasonable approach is to allocate more
search resources to branches with a larger number of feasible
disassembly sequences. Clearly, this can help the initial pop-
ulation cover the entire search space more efectively.
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3.3.3. Initialization Method Based on Monte Carlo Tree
Simulation. Based on the analysis in Section 3.3.2, we can
see that if we can obtain a complete FDST, we can allocate
search resources efectively and generate more diverse in-
dividuals during the initialization process, thereby im-
proving the quality of the initial population. However, as the
number of disassembly tasks increases, the FDST becomes
extremely large, making it difcult to construct a complete
FDST. To address this, we propose an initialization method
based on Monte Carlo Tree Simulation (MCTI). MCTI
estimates the distribution of feasible disassembly sequences
in the FDST using Monte Carlo methods and uses the es-
timation results to guide the generation of the initial pop-
ulation, ensuring better coverage of the entire search space.
Whether using PPD or interference matrix to describe the
priority constraints between disassembly tasks, the initiali-
zation process usingMCTI is essentially the same.Terefore,
in this section, we do not strictly distinguish between
MUPDLBP and MUPDLBP_S, but we will indicate the
diferences between the two when necessary.

In MCTI, for product m, we frst use a random ini-
tialization method to generate a certain number of simulated
solutions qsm. Ten, we take the frst D elements from each
qsm to obtain all incomplete disassembly sequences of depth
D, qsmD
′ . We remove duplicates from qsmD

′ to obtain qsmD,
where qsmD � [q1mD, q2mD, · · · , qindexmD , · · ·]. Next, we calculate
the frequency fqindexmD of qindexmD in qsmD and continue to
generate fqindexmD × Npop feasible solutions based on qindexmD ,
where Npop is the population size. Finally, we merge all the
feasible solutions of the products according to Figure 6 to
obtain the initial feasible population popinit, completing the
initialization. Te pseudocode for MCTI can be found in
pseudocode Algorithm 4.

To demonstrate the superiority of MCTI, we in-
dependently ran 100 iterations using the random initiali-
zation method and the MCTI method. We recorded the
number of nonrepeated individuals in each initial pop-
ulation. Figure 8 shows the number of nonrepeated in-
dividuals in the initial population when using the random
initialization method and the MCTI initialization method.
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3.4. Method for Generating New Solutions. In the NSGA-II
algorithm, crossover and mutation operations are crucial for
generating high-quality new solutions. Genetic algorithms use
crossover and mutation operations to achieve global and local
search capabilities. Since each disassembly task of the dis-
assembled product is subject to various relationship con-
straints, the encoded sequence must satisfy various constraint
conditions. Te new encoded sequences generated through

traditional crossover and mutation operations may not
necessarily satisfy the constraint conditions, which is par-
ticularly evident in U-shaped disassembly lines.

In order tomake NSGA-II more suitable for the U-shaped
disassembly line balancing problem and better solve the
MUPDLBP, it is necessary to ensure that the new encoded
sequences generated after crossover and mutation satisfy the
constraint conditions. To address the above issues, we have

Input:Te number of types of products to be disassembled Nap; N � N1, N2, · · · , Nm􏼈 􏼉; the set of priority constraint matrices for all
products is TP, TP � [TP1, TP2, · · · TPm]; the set of shadow priority constraint matrices for all products is STP,
STP � [STP1, STP2, · · · STPm]. If the interference matrix is used to describe the priority constraint relationships between tasks, the
following inputs are required: the set of priority constraint matrices for diferent disassembly directions for all products, TPo,
TPo � [TPo

1, TPo
2, · · · , TPo

m]; the set of shadow priority constraint matrices for diferent disassembly directions for all products, STPo,
STPo � [STPo

1, STP
o
2, · · · , STPo

m]; D: the depth of the feasible disassembly sequence tree; npop: the number of simulated solutions
generated.
Output: Initial population popinit
(1) m � 0, QS � []

(2) for m to Nap do
(3) qsm⟵ Product m is randomly initialized according to the method in Section 3.3.1, npop initial solutions are generated, and

recorded
(4) qsmD

′⟵ Refer to the description in Section 3.3.2 to obtain all incomplete disassembly sequences at depth D in qsm

(5) qsmD⟵ deduplicates qsmD
′

(6) for index to len(qsmD) do
(7) qindexmD ⟵ qsmD[index]

(8) TPm, STPm, TPo
m, STP

o
m ⟵ Remove the constraint relationship as described in Section 3.1.2

(9) fqindexmD ⟵ calculate the frequency of occurrence of qindexmD in qsmD

(10) QSm⟵ On the basis of qindexmD , fqindexmD × Npop feasible solutions are randomly generated and recorded
(11) end for
(12) Store QSm into the list QS

(13) end for
(14) popinit⟵ Combine the initialization results QS of all products as shown in Figure 6
(15) return popinit

ALGORITHM 4: Pseudocode of the initialization method based on Monte Carlo tree simulation (MCTI).
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designed a two-stage crossover operator (TSCO) and a two-
stage mutation operator (TSMO). Te following will provide
a detailed introduction to the two-stage crossover and mu-
tation operators.

3.4.1. Sign Change Detection Operator. In both the two-stage
crossover operation and the two-stage mutation operation,
a sign change detection operator is required.Terefore, let us
frst introduce the sign change detection operator. In the U-
shaped disassembly line, there are the entrance side and the
exit side. As mentioned in Section 3.1.1, we use positive and
negative signs to diferentiate the tasks assigned to the en-
trance side and the exit side. Tere are two situations that
exist during the crossover and mutation process:

(1) Tasks originally assigned to the entrance side may be
reassigned to the exit side, meaning that in the
disassembly sequence, task i changes from + i to −i

(2) Tasks originally assigned to the exit side may be
reassigned to the entrance side, meaning that in the
disassembly sequence, task i changes from −i to + i

As mentioned in Section 3.1.2, the constraints for the
entrance side and the exit side of the U-shaped disassembly
line are diferent. Terefore, once the above two situations
occur, it is necessary to further check whether task i (the
disassembly task i of product m) can be transferred from the
exit side of the U-shaped disassembly line to the entrance
side (or from the entrance side to the exit side), which means
whether the sign of task i in the disassembly sequence can
change.

When using PPD to describe the priority constraint
relationship between tasks, the sign of task i can only change
if one of the following two conditions is met:

(1) Task i was originally processed on the entrance side
of the U-shaped disassembly line, and the shadow
predecessor task set of task i is empty (SPm(i) � ∅),
and then i can be reassigned to the exit side of the U-
shaped disassembly line for processing.

(2) Task i was originally processed on the exit side of the
U-shaped disassembly line, and the predecessor task
set of task i is empty (Pm(i) � ∅), and then i can be
reassigned to the entrance side of the U-shaped
disassembly line for processing.

In MUPDLBP, when using PPD to describe the priority
constraint relationship between tasks, the pseudocode for
the sign change detection operator can be found in
Algorithm 5.

In MUPDLBP_S, when using the interference matrix to
describe the priority constraint relationship between tasks,
the sign of task i can only change if one of the following two
conditions is met:

(1) Task i was originally processed on the entrance side
of the U-shaped disassembly line, and the disas-
sembly direction is o. If SPo

m(j) � ∅ holds true, then
i can be reassigned to the exit side of the U-shaped
disassembly line for processing.

(2) Task i was originally processed on the exit side of the
U-shaped disassembly line, and the disassembly
direction is o. If Po

m(j) � ∅ holds true, then i can be
reassigned to the entrance side of the U-shaped
disassembly line for processing.

When using the interference matrix to describe the
priority constraint relationship between tasks, the pseudo-
code for the sign change detection operator can be found in
Algorithm 6.

3.4.2. Two-Stage Crossover Operation. Te crossover opera-
tion is a key operation in the NSGA II algorithm. Traditional
crossover operations often produce infeasible solutions, which
reduces the efciency of the algorithm. When the disassembly
line is linear, the two-point mapping crossover proposed by
Wang et al. [39] can ensure that the crossover result is still
a feasible solution, enabling efcient search in the solution
space. However, when faced with a U-shaped layout of the
disassembly line, the two-point mapping crossover still cannot
guarantee that the crossover result is a feasible solution. To
address this, we propose a two-stage crossover operation based
on the two-point mapping crossover to ensure that the
crossover result is a feasible solution. Since there is no priority
constraint relationship between disassembly tasks for diferent
products, when designing the two-stage crossover operation,
we only need to consider the mutual infuence between dis-
assembly tasks within the same product.

First-stage crossover
During the frst stage crossover, we use a two-point
mapping crossover. First, we randomly select two in-
dividualsQcrrent1 andQcrrent2 from the elite individuals as
parents for the crossover. Tis gives us two ofspring
individuals, Q

step1
new1 and Q

step1
new2. We then randomly gen-

erate two integers, pos1 and pos2, as the crossover points
(pos1, pos2 ∈ [0, Nto]&pos1 < pos2). Te task sequence
of Qcrrent1 outside the crossover points pos1 and pos2
remains unchanged and becomes part of Q

step1
new1. Te task

sequence between the crossover points pos1 and pos2 of
Qcrrent1 is mapped using Qcrrent2, and the mapping result
becomes the sequence between pos1 and pos2 in Q

step1
new1.

Te same process is applied to obtain Q
step1
new2. Figure 9

illustrates the process of the frst stage crossover.
Second-stage crossover
After completing the frst stage crossover, the newly
generated encoding sequences Q

step1
new1 and Q

step1
new2 may

not be feasible sequences. Tis is due to the special
nature of the U-shaped disassembly line. Te U-shaped
disassembly line is divided into the entrance side and
the exit side, and the following two situations may
occur after completing the frst stage crossover.

(1) Te tasks originally assigned to the entrance side
may be reassigned to the exit side; that is, task i in
the encoding sequence changes from +i to −i

(2) Te tasks originally assigned to the exit side may be
reassigned to the entrance side; that is, task i in the
encoding sequence changes from −i to +i
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Te yellow background in Figure 9 shows these two
situations. At this point, the sign-changing detection op-
erator needs to be used to determine whether the tasks in the
encoding sequence can change signs. For tasks that can

change signs, further adjustments need to be made to their
positions in the encoding sequence, and the following ad-
justment methods can be formulated according to Section
3.1.2:

Input: Product index m, Task index i

Output: Can task i of product m change the number, if it can output True, otherwise output False.
(1) canChange�False
(2) if (i> 0&& SPm(i) � ∅) || (i< 0&&Pm(i) � ∅) then
(3) canChange�True
(4) return canChange

ALGORITHM 5: Pseudocode of the sign change detection operator (MUPDLBP).

Input: Product index m, Task index i

Output: Can task i of product m change the number, if it can output True, otherwise output False.
(1) canChange�False
(2) if (i> 0&&dm

i �� k&&SPo
m(j) � ∅) || (i< 0&&dm

i �� k&&Po
m(j) � ∅) then

(3) canChange�True
(4) return canChange

ALGORITHM 6: Pseudocode of the sign change detection operator (MUPDLBP_S).
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(1) Suppose after the frst stage crossover, task i needs to
change from −i to +i, that is, reassign task i to the
entrance side of the U-shaped disassembly line. As
explained in Section 3.1.2, if PPD is used to describe the
precedence constraints between tasks, it is necessary to
fnd the immediate predecessor of task i through TPm

and further fnd the position pospre of the latest im-
mediate predecessor of task i in the encoding sequence.
Ten, insert task i after pospre and as close as possible to
posmi (the position of task i for productm after the frst
stage crossover), at position posinsert. If the interference
matrix is used to describe the precedence constraints
between tasks, it is necessary to fnd the immediate
predecessor of task i in the o direction (o being the
disassembly direction of task i) through TPo

m and
further fnd the position pospre of the latest immediate
predecessor of task i in the o direction in the encoding
sequence.Ten, insert task i after pospre and as close as
possible to posmi (the position of task i for product m
after the frst stage crossover), at position posinsert.

(2) Suppose after the frst stage crossover, task i needs to
change from +i to −i, that is, reassign task i to the exit
side of the U-shaped disassembly line. As explained in
Section 3.1.2, if PPD is used to describe the precedence
constraints between tasks, it is necessary to fnd the
shadow immediate predecessor of task i through
STPm and further fnd the position posSpre of the latest
shadow immediate predecessor of task i in the dis-
assembly sequence.Ten, insert task i after posSpre and
as close as possible to posmi (the position of task i for
product m after the frst stage crossover), at position
posinsert. If the interference matrix is used to describe
the precedence constraints between tasks, it is nec-
essary to fnd the shadow immediate predecessor of
task i in the o direction (o being the disassembly
direction of task i) through STPo

m, and further fnd the
position pospre of the latest o direction’s shadow
immediate predecessor of task i in the encoding se-
quence. Ten, insert task i after pospre and as close as
possible to posmi (the position of task i for product m

after the frst stage crossover), at position posinsert.

In (1) and (2), the task i is chosen to be inserted at the
position posinsert, which is closest to posmi, in order to retain
the parent information to the greatest extent.

Figure 10 shows the process of the second-stage cross-
over for Q

step1
new2.

Te pseudocode for the two-stage crossover operation
can be found in Algorithm 7.

3.4.3. Two-Stage Mutation Operator. In MUPDLBP and
MUPDLBP_S, traditional mutation methods cannot guar-
antee that the mutated individuals are feasible solutions. In
light of this, we propose a two-stage mutation strategy that
takes into account the specifc circumstances of MUPDLBP
and MUPDLBP_S. Below, we will provide a detailed ex-
planation of the two-stage mutation strategy.

In MUPDLBP, the layout of the disassembly line is
U-shaped, with substations on the entry side and exit side.

When assigning disassembly tasks to diferent substations, the
performance (objective function value) of the entire disassembly
sequence varies. Terefore, in the frst stage of the mutation
process, it is necessary to determine whether mutation task i

(disassembly task i of productm) should be transferred from the
exit side of the U-shaped disassembly line to the entry side (or
from the entry side to the exit side). Tis means changing the
sign of task i in the disassembly sequence. To determinewhether
task i can change its sign, a sign change detection operator is
used. If the sign of task i can be changed, the sign of i is changed
with a certain probability (probability is 0.5).

After completing the frst-stagemutation, the second-stage
mutation needs to be performed. According to the constraints
that the encoding sequence needs to satisfy in Section 3.1.2, we
have designed the second-stage mutation process:

(a) When using PPD to describe the precedence con-
straints between tasks:
If task i is processed on the entry side of the U-shaped
disassembly line, simply randomly insert task i be-
tween the immediate preceding task and the imme-
diate succeeding task. If task i is processed on the exit
side of the U-shaped disassembly line, randomly
insert task i between the shadow immediate preceding
task and the shadow immediate succeeding task.

(b) When using the interference matrix to describe the
precedence constraints between tasks:
If task i is processed on the entry side of the
U-shaped disassembly line, randomly insert task i

between the immediate preceding task and the im-
mediate succeeding task in the o direction. If task i is
processed on the exit side of the U-shaped disas-
sembly line, randomly insert task i between the
shadow immediate preceding task and the shadow
immediate succeeding task in the o direction. Here, o
represents the disassembly direction of task i.

Please refer to Algorithm 8 for the pseudocode of the
two-stage mutation.

3.5. Elite Preservation Strategy

3.5.1. Traditional Crowding Distance Calculation Method.
Te traditional crowding distance comparison operator was
proposed by Deb et al. [41] in 2002. Although the use of
traditional crowding distance comparison operators has been
able to solve many practical problems [42–44], it still has many
shortcomings. For example, Xiao et al. [45] pointed out that
estimating the crowding degree between only two individuals
within the neighborhood range of an individual cannot ac-
curately refect the structure and connections between in-
dividuals in the objective space. In addition, Kahraman et al.
[46] pointed out that traditional crowding distance comparison
operators cannot simultaneously consider the diversity of the
decision space and the objective space, leading to the algorithm
getting stuck in local optima. Terefore, although the tradi-
tional crowding distance comparison operator is very excellent,
it still has some limitations, and it is very important to identify
these limitations and provide solutions.

International Journal of Intelligent Systems 23



Input: Te two parent individuals participating in the two-stage crossover are Qcrrent1 and Qcrrent2. Te total number of disassembly
tasks for all products is Nto. Additionally, if PPD is used to describe the precedence constraints between tasks, the input requires the
following: the set of precedence constraint matrices for all products, TP � [TP1, TP2, · · · TPm]; the set of shadow precedence
constraint matrices for all products, STP � [STP1, STP2, · · · STPm]. If the interference matrix is used to describe the precedence
constraints between tasks, the input requires the following: the set of precedence constraint matrices for all products in diferent
disassembly directions, TPo � [TPo

1, TPo
2, · · · , TPo

m]; the set of shadow precedence constraint matrices for all products in diferent
disassembly directions, STPo � [STPo

1, STP
o
2, · · · , STPo

m].
Output: After completing the two-stage crossover, the new disassembly sequences are Q

step2
new1 and Q

step2
new2.

(1) a, b⟵ randint(low � 0, high � Nto, 2) //Two random integers are generated within the range [0, Nto).
(2) pos1, pos2⟵ min(a, b), max(a, b)

(3) cross Piece1⟵Qcrrent1[pos1: pos2] //Sequence fragments between intersections in Qcrrent1
(4) crossPiece2⟵Qcrrent2[pos1: pos2] //Sequence fragments between intersections in Qcrrent2
(5) crossPiece2′⟵ Gets how the elements in crossPiece1 are arranged in Qcrrent2
(6) crossPiece1′⟵ Gets how the elements in crossPiece2 are arranged in Qcrrent1
(7) Qcrrent1[pos1: pos2]⟵ crossPiece2′ //Phase 1 Crossover
(8) Qcrrent2[pos1: pos2]⟵ crossPiece1′ //Phase 1 Crossover

(9) Q
step1
new1, Q

step1
new2⟵Qcrrent1, Qcrrent2 //Complete the Phase 1 Crossover

(10) QSstep1⟵ [Q
step1
new1, Q

step1
new2]

ALGORITHM 7: Continued.
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Figure 10: Second-stage crossover.
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(11) QSstep2⟵ [ ]

(12) for index1 to len(QSstep1) do
(13) Qstep1⟵QSstep1[index1]
(14) diffS⟵ Look for elements in Qstep1 where the task sign has changed
(15) for index2 to len(diffS) do
(16) m, i⟵ diffS[index2][0], diffS[index2][1]

(17) canChange⟵ signChangeDetect(m, i) //Sign change detection operator
(18) if !canChange then
(19) i⟵ − 1 × i

(20) if i> 0 then
(21) If PPD is used to describe the precedence constraints between tasks, determine the position of the immediate preceding

task of task i in Qstep1, denoted as pospre, and determine the position of posinsert, which is closest to posmi and after pospre. If the
interference matrix is used to describe the precedence constraints between tasks, determine the position of the immediate
preceding task of task i in Qstep1 in the o direction, where o is the disassembly direction of task i. posmi is the position of task i of
product m in Qstep1. Insert diffS[index2] at posinsert to get Qstep2.

(22) Store Qstep2 in the list QSstep2.
(23) else
(24) If PPD is used to describe the precedence constraints between tasks, determine the position of the shadow immediate

preceding task of task i in Qstep1, denoted as posSpre, and then insert task i at the position closest to posmi and after posSpre, denoted
as posinsert. If the interference matrix is used to describe the precedence constraints between tasks, determine the position of the
shadow immediate preceding task of task i in Qstep1 in the o direction, where o is the disassembly direction of task i. posmi is the
position of task i of product m in Qstep1. Insert diffS[index2] at posinsert to complete the second-stage crossover.

(25) Store Qstep2 in the list QSstep2.
(26) Q

step2
new1, Q

step2
new2⟵QSstep2[0], QSstep2[1]

(27) return Q
step2
new1, Q

step2
new2

ALGORITHM 7: Pseudocode of the two-stage crossover operation.

Input:Te individual Q participating in the two-stage mutation.Te total number of disassembly tasks for all products Nto. Te set of
priority constraint matrices for all products TP, TP � [TP1, TP2, · · · TPm]; the set of shadow priority constraint matrices for all
products STP, STP � [STP1, STP2, · · · STPm]. If the interference matrix is used to describe the precedence constraints between tasks,
the input requires: the set of precedence constraint matrices for all products in diferent disassembly directions,
TPo � [TPo

1, TPo
2, · · · , TPo

m]; the set of shadow precedence constraint matrices for all products in diferent disassembly directions,
STPo � [STPo

1, STP
o
2, · · · , STPo

m]. Te mutation probability is p.
Output: Te new encoding sequence MQ after completing the two-stage mutation
(1) if randint(1)<p then //Decide whether to mutate Q with a certain probability.
(2) a � randint(low � 0, high � Nto, 1) //Generate a random integer as the mutation position.
(3) m, i � Q[a][0], Q[a][1]

(4) canChange � signChangeDetect(m, i, TP, STP) //Sign change detection operator
(5) Q � delete(Q, a) //Remove elements that need to be mutated
(6) if canChange&& random(1)> 0.5 then
(7) i � −1 × i

(8) if i> 0 then
(9) posMpre⟵ Find the positions of all immediate predecessor tasks corresponding to the mutation element Q[a] in Q

(when describing the precedence constraint relationship between tasks using an interference matrix, fnd the positions of all
immediate predecessor tasks in the o-direction corresponding to the mutation element Q[a] in Q), and select the latest position
from them.

(10) posMsuc⟵ Find the positions of all immediate successor tasks corresponding to the mutation element Q[a] in Q (when
describing the precedence constraint relationship between tasks using an interference matrix, fnd the positions of all immediate
successor tasks in the o-direction corresponding to the mutation element Q[a] in Q), and select the earliest position from them.

(11) posMinsert⟵ Generate a random integer within the range posMpre and posMsuc.
(12) else
(13) posMSpre⟵ Find the positions of all shadow immediate predecessor tasks corresponding to the mutation element Q[a] in Q

(when describing the precedence constraint relationship between tasks using an interference matrix, fnd the positions of all
shadow immediate predecessor tasks in the o-direction corresponding to the mutation element Q[a] in Q), and select the latest
position from them.

ALGORITHM 8: Continued.
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According to the description by Deb et al., when calcu-
lating the crowding distance, individuals with the maximum
and minimum objective function values are considered as
boundary solutions, and the crowding distance of boundary
solutions is set to infnity. Since it is necessary to prioritize the
retention of individuals with larger crowding distances, the
boundary solutions will always be retained. As the optimi-
zation objectives increase, more andmore individuals become
boundary individuals, and the traditional crowding distance
comparison operator becomes increasingly inefective. Te
case where the traditional crowding distance cannot work is
illustrated using Figure 11 as an example.

From Figure 11, it can be observed that the points in the
red plane (f1 � 0) and the green plane (f3 � 0) are
boundary points. When using the traditional crowding
calculation method, the congestion of the points in both the
red and green planes will be set to infnity, making it
necessary to prioritize their preservation. In reality, there are
no other points around point A, making its crowding level
optimal. Point A should be retained. However, since point A
is not a boundary point, it has the lowest priority for
preservation. When only a small number of individuals can
be retained, it becomes challenging to preserve point A.
When an extremely small number of individuals can be
retained, it becomes difcult to decide whether to keep the
points in the red plane or the points in the green plane.
Additionally, there are fewer individuals around point B in
the red plane, and preserving point B is more benefcial for
improving the diversity and evenness of the Pareto front.
However, the traditional crowding comparison method does
not distinguish the crowding degree of point B, resulting in it
not having a higher priority when retaining individuals.

3.5.2. Group Global Crowd Degree Comparison (GCDC).
As shown in Figure 12, during each iteration’s population
update phase, individuals with a Pareto rank of Fi cannot all
be preserved. Instead, Nn individuals need to be selected
from them, along with individuals with a Pareto rank su-
perior to Fi, to form the new parent population. To improve
the evenness and spread of the Pareto frontier, we propose
the Group global Crowd Degree Comparison (GCDC).
Figure 12 illustrates the GCDC. In Figure 12, opto represents
the set of individuals in the Pareto rank of Fi where the o-th
objective function value achieves the optimal value, while
opt∗ represents the set of all individuals with a Pareto rank of
Fi but without any objective function value achieving the
optimal value.

As shown in Figure 12, GCDC frst groups all individuals
with a Pareto rank of Fi. After the grouping process, the
crowding distance is calculated among individuals within
each group, and uncrowded individuals are selected for
preservation. Te method for calculating the crowding dis-
tance is detailed in (30). Te number of preserved individuals
in each group is determined based on the proportion of the
total number of individuals in each group to the total number
of individuals with a Pareto rank of Fi. For example, the
number of preserved individuals in the opto group can be
represented as (|opto|/|PopFi

|) × Nn, where |opto| is the total
number of individuals in the opto group, |PopFi

| is the total
number of individuals with a Pareto rank of Fi, and Nn is the
total number of individuals that need to be preserved.

From the above description, it can be seen that GCDC
avoids direct comparison between nonboundary solutions and
boundary solutions by grouping the candidate individuals.
Tis weakens the protection of boundary solutions, and thus
GCDC can to some extent eliminate the shortcomings of
traditional crowding distance calculation methods.

Te pseudocode for GCDC can be found in Algorithm 9.
CRo(∗) in Algorithm 7 can be represented by (16)

CRo(pop) � 􏽘

pop∈popo,

pop′∈popo,

pop≠pop′ .

􏽘

O

o�1
fo(pop) − fo pop′􏼒 􏼓􏼒 􏼓

2
.

(30)

4. Experimental Testing and Case Studies

In this section, we frst validate the performance of
INSGAII by solving the existing disassembly line bal-
ancing problem. Specifcally, we use INSGAII to solve the
partial disassembly line balancing problem (PDLBP) and
the U-shaped partially disruptive disassembly line bal-
ancing problem (UDPD). We compare the results with
those obtained in related literature to verify the efec-
tiveness of INSGAII. For more details, please refer to
Section 4.1 and Section 4.2.

Furthermore, in Section 4.3, we also utilize classical
multiobjective optimization algorithms and our proposed
INSGA algorithm to solve MUPDLBP and MUPDLBP_S.
We analyze the results and further demonstrate the efec-
tiveness of our proposed INSGAII.

Te programming language of the proposed algorithm is
Python 3.7.1, and the testing platform is a PC equipped with

(14) posMSsuc⟵ Find the positions of all shadow immediate successor tasks corresponding to the mutation element Q[a] in Q

(when describing the precedence constraint relationship between tasks using an interference matrix, fnd the positions of all
shadow immediate successor tasks in the o-direction corresponding to the mutation element Q[a] in Q), and select the earliest
position from them.

(15) posMinsert⟵ Generate a random integer within the range posMSpre and posMSsuc.
(16) Insert the mutation element Q[a] into the position posMinsert in Q, resulting in MQ, and complete the two-stage mutation.
(17) return MQ

ALGORITHM 8: Pseudocode of the two-stage mutation operator.
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Input:Te number of objective functions O. Pareto level Fi individual set PopFi
. Te objective function value F. F for all individuals is

a two-dimensional array with a shape of |PopFi
| × O.

Output: Elite individuals pope which are retained in PopFi

(1) o, index1, index2 � 0, 0, 0
(2) pops,Numgroup, pope � [], [], []

(3) for o to O do
(4) Take the value of the o th objective function of all individuals from F to form fo.
(5) popo � pop | fo(pop) � opt(fo), pop ∈ PopFi

, pop ∉ pops􏽮 􏽯 //In the PopFi
, the individuals whose o th objective function fo

is the optimal value are selected
(6) Store popo into list pops
(7) Record the number |popo| of individuals in popo into List Numgroup
(8) pop∗ � poppop ∈ PopFi

, pop ∉ pops􏽮 􏽯 //In PopFi
, select individuals whose objective function is not optimal

(9) Store pop∗ into list pops
(10) Record the number (|pop∗|) of individuals in pop∗ into List Numgroup
(11) for index1 to O do
(12) popo � pops[index1]
(13) CRS � [ ]

(14) for index2 to len(popo) do

ALGORITHM 9: Continued.
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11th Gen Intel (R) Core (TM) i7-11800H @ 2.30GHz and
2.30GHz.

4.1. Solve PDLBP. In this section, we study the solving
performance of the proposed INSGAII algorithm by solving
a disassembly instance of a printer. Te printer to be dis-
assembled consists of 55 components, and specifc data
information about this printer instance can be found in the
literature [47]. Te optimization objectives include mini-
mizing the number of workstations (F1), balancing the idle
time index (F2), and partial disassembly cost (F3). Zhu et al.
[19] previously solved the PDLBP using this printer as an
example and published their results. Now, we will compare
the results obtained by the INSGAII algorithm with the
results published by Zhu et al. Te parameter settings for
INSGAII are as follows: population size� 100, number of
iterations� 150, MC simulation time� 100, and tree
depth� 18. Table 1 presents the results obtained by MIPSO,
goal-driven discrete cuckoo search (GDCS), hybrid group
neighbourhood search (HGNS), and the proposed INSGAII
algorithm. From Table 1, we can see that the MIPSO al-
gorithm obtains 3 Pareto-optimal solutions, the GDCS al-
gorithm obtains 9 Pareto-optimal solutions, the HGNS
algorithm obtains 2 Pareto-optimal solutions, and the
proposed INSGAII algorithm obtains 3 Pareto-optimal
solutions. According to Table 1, the solution 1 obtained
by INSGAII dominates all the solutions obtained by MIPSO,
GDCS, and HGNS algorithms. Moreover, the solutions 2
and 3 obtained by INSGAII are not dominated by the so-
lutions obtained by other algorithms. In conclusion, the
quality of solutions obtained by the INSGAII algorithm is
superior to that by the other three algorithms. Tis means
that when dealing with the PDLBP, the INSGAII algorithm
outperforms many known algorithms in the literature.

4.2. Solve UDPD. UDPD was proposed by Wang et al. [10].
In UDPD, the disassembly line layout is U-shaped, and the
disassembly method for components is uncertain. Specif-
cally, components with hazardous properties or remanu-
facturing value must be disassembled in the normal mode,
while the remaining components can be disassembled in
either the normal mode or the destructive mode. Addi-
tionally, the disassembly time in UDPD is also uncertain.
Wang et al. expressed the uncertainty of disassembly time by
assuming that it follows a normal distribution of random
numbers. A real case of UDPD is a waste television with 27
components, and relevant data can be found in Wang et al.’s
paper. Wang et al. used six optimization algorithms,

including multiobjective fower pollination algorithm
(MOFPA), nondominated sorting genetic Algorithm 3
(NSGA3), strength Pareto evolutionary Algorithm 2 shift-
based density estimation (SPEA2+ SDE), preference-
inspired coevolutionary algorithm with goals (PICEA-g),
grid-based evolutionary algorithm (GrEA), and
Hypervolume-based estimation (HypE), to solve the UDPD
problem. In this section, we also use the proposed INSGAII
algorithm to solve UDPD. Referring to Wang et al.’s report,
the parameter settings for INSGAII are as follows: pop-
ulation size� 300, number of iterations� 500, MC simula-
tion time� 100, and tree depth� 9. INSGAII is
independently run 30 times, and the hypervolume (HV)
obtained after each run is recorded. Te recorded results are
then compared with the results reported by Wang et al.
Table 2 shows the average and standard deviation of each
algorithm on the HV metric, along with a 95% confdence
interval.

According to Wang et al.’s report, α represents the
probability that the disassembly time at a workstation on the
disassembly line does not exceed the cycle time and Φ− 1(α)

represents the inverse function value of probability α. From
Table 2, it can be observed that in the majority of cases, the
mean and standard deviation intervals of INSGAII are
signifcantly better than the other six algorithms. Tis case
demonstrates that the INSGAII algorithm is capable of ef-
fectively solving the UDPD problem, meaning that when
dealing with UDPD, the INSGAII algorithm outperforms
many known algorithms in the literature.

4.3. Solve MUPDLBP andMUPDLBP_S. In Sections 4.1 and
4.2, we verifed the performance of the proposed INSGAII
algorithm in solving the existing disassembly line balancing
problem. Tis section will discuss the performance of the
INSGAII algorithm in solving the MUPDLBP and
MUPDLBP_S problems proposed in this paper. In order to
verify the performance of the INSGAII algorithm in solving
the MMUPDUT and MUPDLBP_S problems, we also in-
troduced three classical multiobjective evolutionary algo-
rithms and three recently proposed multiobjective
optimization algorithms to handle the MMUPDUT and
MUPDLBP_S problems. Te classical multiobjective opti-
mization algorithms include the following: NSGAII,
hypervolume-based estimation (HypE), and cuckoo search
(CS). Te recently proposed multiobjective optimization
algorithms include the following: MOAGED [48],
IMOMRFO [49], and MO_Ring_PSO_SCD [50]. Te above
seven algorithms were independently run 30 times. Te
population size of the relevant algorithms was set to 300, and

(15) pop � popo[index2]
(16) Calculate the CRo(pop) according to equation (30) and record the calculation result in the list CRS
(17) Sort the CRS and select (Numgroup[index1]/|PopFi

|) × Nn crowded individuals as elite individual pope
index1

(18) Store pope
index1

into list pope

(19) return pope

ALGORITHM 9: Pseudocode of the group global crowd degree comparison.
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the algorithms were terminated when the running time of
each algorithm reached 600 s. Te crossover probability and
mutation probability related to genetic operations were set
to 0.95 and 0.85, respectively. HypE considers 10,000 points
for hypervolume estimation. Te discovery probability Pa of
the CS algorithm is set to 0.3. Te parameter settings of
MOAGED, IMOMRFO, and MO_Ring_PSO_SCD can be
found in the corresponding references.

4.3.1. MMUPDUT. In this section, we will study MMUP-
DUT by taking a mixed disassembly line that disassembles
printers, CRT TVs, and refrigerators simultaneously as an
example. For detailed data on printers, CRT TVs, and re-
frigerators, please refer to Appendix A in Supplementary
Material. Since hypervolume can efectively evaluate the
quality of the nondominated solution set without the need
for a reference set, the evaluation results of the quality of the
nondominated solution set are more objective.Terefore, we
use hypervolume to evaluate the quality of the solutions
obtained by each algorithm. Te reference point for
hypervolume is set as (15, 0, 5000, 108). Table 3 shows the
average and standard deviation of each algorithm on the HV
indicator. In Table 3, α represents the probability that the
disassembly time at each workstation on the disassembly line
does not exceed the cycle time, and Rank represents the
ranking of the performance of each algorithm. It should be
noted that Rank is based on the mean ranking of the
hypervolume. Te upper limit of cycle time is 800 s.

From Table 3, it can be seen that the average value of the
hypervolume indicator for INSGA is signifcantly greater
than the other 6 methods, and in most cases, the standard
deviation of the INSGA II algorithm is smaller than the other

comparative algorithms. Tis indicates that compared to
other algorithms, INSGA performs better in handling the
MMUPDUT problem.

To better demonstrate the performance of each algo-
rithm in handling theMMUPDUTproblem, we recorded the
hypervolume values obtained by each method after each run
and visualized them. Figure 13 shows the hypervolume
values for each method after 30 runs. From Figure 13, it can
be seen that in most cases, the hypervolume indicator of the
INSGA II algorithm is superior to other algorithms.

Box plots can efectively refect the distribution of data,
and with the help of box plots, we can intuitively analyze the
stability and performance boundaries of each algorithm.
Figure 14 shows the box plots of hypervolume obtained by
diferent methods. Te box part of the box plot (which
represents the range from the lower quartile to the upper
quartile) represents the distribution of 50% of the data.
Terefore, the width of the box can to some extent refect the
fuctuation of the 50% values. A narrower or fatter box
indicates less data volatility and greater stability, while
a wider box indicates greater data volatility and less stability.
From Figure 14, it can be seen that in the vast majority of
cases, the box of INSGA II is narrower, which indicates that
the INSGA II algorithm has better stability. In addition, the
box plot allows us to visually observe the maximum and
minimum values of the hypervolume for each algorithm.
From Figures 14(a) and 14(b), it can be seen that at α � 0.90
and α � 0.95, the maximum value of the INSGA II algorithm
is signifcantly greater than the other algorithms, and at
α � 0.97, the maximum value of the INSGA II algorithm is
close to the maximum value of the MO_Ring_PSO_SCD
algorithm and signifcantly greater than the other algo-
rithms. Tese observations indicate that in the vast majority

Table 2: Te 95% confdence intervals of the mean and standard deviation of each algorithm.

Φ− 1(α) Method
Hypervolume

Mean Standard deviation

1.2816

INSGAII 281173.65 281343.16 188.63 318.37
MOFPA 280,909.98 281,114.87 218.50 368.82
NSGA3 279,870.36 280,235.73 389.63 657.69

SPEA2+ SDE 279,943.70 280,292.78 372.26 628.36
PICEA-g 279,711.80 280,138.83 391.40 660.68
GrEA 279,948.64 280,329.10 405.73 684.87
GypE 279,903.75 280,257.88 377.65 637.46

1.6449

INSGAII 273,566.20 275,101.45 1708.44 2883.47
MOFPA 273,331.13 275,143.88 1933.14 3263.10
NSGA3 267,998.79 270,561.51 2732.91 4613.08

SPEA2+ SDE 267,148.01 270,137.60 3188.12 5381.47
PICEA-g 270,426.69 273,003.83 2748.29 4639.04
GrEA 268,414.38 271,018.23 2776.77 4687.12
GypE 268,344.77 271,253.35 3101.73 5235.64

1.9600

INSGAII 266,653.48 266,874.35 254.12 428. 0
MOFPA 266,463.49 266,712.48 265.52 448.20
NSGA3 263,461.75 264,375.71 974.66 1645.19

SPEA2+ SDE 260,328.90 263,407.00 3282.51 5540.80
PICEA-g 261,581.86 263,583.00 2134.03 3602.19
GrEA 263,125.32 264,516.36 1483.42 2503.98
GypE 261,509.61 263,988.25 2643.23 4461.72

Bold indicates the better indicator values.
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Table 3: Te mean and standard deviation of each algorithm when dealing with the MMUPDUT problem.

α Method
Hypervolume

Rank
Mean Standard deviation

0.90

INSGAII  1 ,812.35 15,355.33 1
NSGAII 767,504.70 15,097.99 5
HypE 856,625.84 30,551.05 3
CS 687,873.74 31,809.48 7

MOAGDE 886,193.59 15,386.15 2
IMOMRFO 798,563.82 23,452.99 4

MO_Ring_PSO_SCD 737,817.12 16,815.72 6

0.95

INSGAII 800,376.57 9,489.22 1
NSGAII 770,199.51 15,040.03 4
HypE 771,556.97 14,953.31 3
CS 732,432.18 7,976.97 7

MOAGDE 780,823.04 15,366.97 2
IMOMRFO 763,920.80 10,481.43 5

MO_Ring_PSO_SCD 760,128.55 13,257.23 6

0.97

INSGAII 781,720.45 4,586.09 1
NSGAII 747,615.16 11,663.35 4
HypE 722,994.97 6,165.96 7
CS 745,915.72 7,504.68 5

MOAGDE 731,581.15 6,058.78 6
IMOMRFO 775,960.93 9,112.78 3

MO_Ring_PSO_SCD 778,308.22 8,613.82 2
In table 3, bold indicates the better indicator values.
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Figure 13: Hypervolume indicators for each algorithm solving the MMUPDUT problem. (a) Hypervolume indicator at α � 0.90.
(b) Hypervolume indicator at α � 0.95. (c) Hypervolume indicator at α � 0.97.
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of cases, the upper performance limit of the INSGA II al-
gorithm is better than that of other algorithms. Furthermore,
from Figure 14, it can be seen that the minimum value of the
hypervolume for the INSGA II algorithm is also greater than
the minimum values of the other algorithms and even
greater than the maximum values of some algorithms. Tis
indicates that the lower performance limit of the INSGA II
algorithm is also better than other algorithms. In conclusion,
when handling the MMUPDUT problem, the performance
of the INSGA II algorithm is superior to that of other
algorithms.

4.3.2. MMUPDUT_S. In this section, we take a mixed
disassembly line that simultaneously disassembles three EOL
products: pumps, vises, and gearboxes, as an example to
conduct research on MMUPDUT_S. For detailed data on
pumps, vises, and gearboxes, please refer to Appendix B in
Supplementary Material. In this section, we still use
hypervolume to evaluate the quality of the solutions ob-
tained by each algorithm. Te reference point for hyper-
volume is set as (100, 0, 0, 100). Table 4 shows the average
value and standard deviation of each algorithm on the HV
indicator. In Table 4, α represents the probability that the
disassembly time at each workstation on the disassembly line
does not exceed the cycle time and Rank represents the
ranking of algorithm performance. It should be noted that
Rank is obtained based on the average value of hypervolume.
Te upper limit of cycle time is 100 s.

From Table 4, it can be observed that in all cases, the
INSGA II algorithm obtains a higher average hypervolume
than other algorithms, with a smaller variance.Tis indicates
that compared to other algorithms, the INSGA II algorithm
can consistently obtain high-quality disassembly solutions.
Tis aligns with the performance of the algorithm in solving
the MMUPDUT problem.

To provide a clearer visualization of the performance of
each algorithm in handling the MMUPDUT_S problem, we
recorded the hypervolume values obtained by each method
after each run and visualized them. Figure 15 shows the
hypervolume values for each method over 30 runs. From
Figure 15, it can be seen that in most cases, the hypervolume
indicator of the INSGA II algorithm is superior to that of
other algorithms. Tis indicates that the higher average
hypervolume value obtained by the INSGA II algorithm is
not due to a random occurrence.

To better analyze the performance of each algorithm, we
will use box plots to visually analyze the stability and per-
formance bounds of each algorithm. Figure 16 shows the box
plots of hypervolume obtained by diferent methods in
solving the MMUPDUT_S problem. From Figure 16, it can
be seen that in the vast majority of cases, the box of INSGA II
is narrower, indicating that the INSGA II algorithm has
better stability to some extent. Additionally, the box plots
provide a visual representation of the maximum and min-
imum values of hypervolume for each algorithm. From
Figures 16(a) and 16(b), it can be observed that at α � 0.90
and α � 0.95, the maximum value of the INSGA II algorithm
is signifcantly higher than that of other algorithms. At

α � 0.97, the maximum value of the INSGA II algorithm is
close to the maximum value of the NSGA II algorithm and
signifcantly higher than that of other algorithms. However,
it is worth noting that the data for the maximum hyper-
volume achieved by the NSGA II algorithm is considered an
outlier. Terefore, compared to the NSGA II algorithm, the
INSGA II algorithm still has a signifcant advantage. Tese
observations indicate that in the vast majority of cases, the
upper performance bound of the INSGA II algorithm is
superior to that of other algorithms. Furthermore, from
Figure 16, it can be seen that the minimum value of
hypervolume for the INSGA II algorithm is also higher than
the minimum values of other algorithms, indicating that the
lower performance bound of the INSGA II algorithm is also
superior to that of other algorithms. In conclusion, when
dealing with the MMUPDUT_S problem, the performance
of the INSGA II algorithm is superior to that of other
algorithms.

4.3.3. Nonparametric Test. To ensure that the experimental
results have statistical signifcance for comparison, two
nonparametric test methods [51], including the Wilcoxon
rank-sum test and the Friedman test, will be used to analyze
the experimental results. Te signifcance level is set to 0.05.
Tese two tests serve diferent purposes. Te former tests
whether there is a signifcant diference between the INSGA
II algorithm and other comparison algorithms, with the
symbols “+”, “�”, and “−” indicating whether the perfor-
mance of the comparison algorithms is better than, equal to,
or worse than the INSGA II algorithm, respectively. Te
latter test is used at the algorithm level to provide an overall
performance of the algorithm in terms of average rankings,
where a smaller ranking indicates better algorithm
performance.

(1) Wilcoxon Rank-Sum Test. Table 5 shows the results of the
Wilcoxon rank-sum test for each algorithm in solving
MMUPDUT and MMUPDUT_S. From Table 5, it can be
seen that when solving each instance, INSGA II is signif-
cantly better than most algorithms. Tis indicates that the
conclusion that INSGA II is superior to other algorithms is
not due to random factors but has statistical signifcance.

(2) Friedman Test. Table 6 shows the results of the Friedman
test. From Table 6, it can be seen that the p value is much
smaller than 0.05, indicating signifcant performance dif-
ferences among the algorithms. Additionally, from Table 6, it
can be seen that the average rank of INSGA II is 1, which is
the smallest among all algorithms. Tis indicates that the
performance of INSGA II is the best. Terefore, the INSGA
II algorithm has the best overall performance in solving
MMUPDUT and MMUPDUT_S.

4.3.4. Sensitivity Analysis. Te Monte Carlo Tree
Simulation-based Initialization (MCTI) and Group Global
Crowd Degree Comparison (GCDC) are crucial parts of the
INSGA II algorithm. It is necessary to explore the impact of
MCTI and GCDC on the performance of the INSGA II
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Figure 14: Box plot of hypervolume indicators for various algorithms in solving the MMUPDUTproblem. (a) Box plot of hypervolume at
α � 0.90. (b) Box plot of hypervolume at α � 0.95. (c) Box plot of hypervolume at α � 0.97.

Table 4: Te mean and standard deviation of each algorithm when dealing with the MMUPDUT_S problem.

α Method
Hypervolume

Rank
Mean Standard deviation

0.90

INSGAII 1027 04.45 7831.97 1
NSGAII 998766.63 16570.68 6
HypE 1005785.53 13065.70 4
CS 983370.36 13558.27 7

MOAGDE 1009661.18 7146.24 2
IMOMRFO 1005607.40 13058.97 5

MO_Ring_PSO_SCD 1009357.54 11098.93 3
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algorithm through experiments. In this section, we will use
the INSGA II algorithm without MCTI (INSGA II without
MCTI) and the INSGA II algorithm without GCDC (INSGA

II without GCDC) to solve the MMUPDUT problem. We
will compare and analyze the results with those obtained by
the INSGA II and NSGA II algorithms. It should be noted

Table 4: Continued.

α Method
Hypervolume

Rank
Mean Standard deviation

0.95

INSGAII 1015 5 .21 8473.84 1
NSGAII 988092.04 15686.76 5
HypE 984777.32 11445.48 6
CS 980268.16 15388.35 7

MOAGDE 998536.12 13922.41 2
IMOMRFO 994426.92 13033.31 4

MO_Ring_PSO_SCD 996679.05 13503.60 3

0.97

INSGAII 1014381.74 7486.81 1
NSGAII 999400.62 14074.86 4
HypE 987743.40 14343.01 6
CS 980177.78 11832.76 7

MOAGDE 1003867.37 11750.23 2
IMOMRFO 996541.55 15145.87 5

MO_Ring_PSO_SCD 1003843.41 13800.82 3
In table 4, bold indicates the better indicator values.
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Figure 15: Hypervolume indicators for each algorithm solving the MMUPDUT_S problem. (a) Hypervolume indicator at α � 0.90.
(b) Hypervolume indicator at α � 0.95. (c) Hypervolume indicator at α � 0.97.

International Journal of Intelligent Systems 35



IN
SG

A
II

N
SG

A
II

H
yp

E CS

M
O

AG
D

E

IM
O

M
RF

O

M
O

_R
in

g_
PS

O
_S

CD
Method

H
yp

er
vo

lu
m

e 1.02

1.04

1.00

0.98

0.96

1e6

(a)

IN
SG

A
II

N
SG

A
II

H
yp

E CS

M
O

AG
D

E

IM
O

M
RF

O

M
O

_R
in

g_
PS

O
_S

CD

Method

H
yp

er
vo

lu
m

e

1.02

1.00

0.98

0.96

0.94

1e6

(b)

IN
SG

A
II

N
SG

A
II

H
yp

E CS

M
O

AG
D

E

IM
O

M
RF

O

M
O

_R
in

g_
PS

O
_S

CD

Method

H
yp

er
vo

lu
m

e

1.02

1.00

0.98

0.96

1e6

(c)

Figure 16: Box plot of hypervolume indicators for various algorithms in solving theMMUPDUT_S problem. (a) Box plot of hypervolume at
α � 0.90. (b) Box plot of hypervolume at α � 0.95. (c) Box plot of hypervolume at α � 0.97.

Table 5: Wilcoxon rank-sum test results.

Instances α NSGAII HypE CS MOAGDE IMOMRFO MO_Ring_PSO_SCD

MMUPDUT
0.90 1.43×10−11 (−) 1.93×10−11 (−) 1.43×10−11 (−) 1.06×10−9 (−) 1.43×10−11 (−) 1.43×10−11 (−)
0.95 1.43×10−11 (−) 1.43×10−11 (−) 1.43×10−11 (−) 1.05×10−7 (−) 1.43×10−11 (−) 1.43×10−11 (−)
0.97 1.43×10−11 (−) 1.43×10−11 (−) 1.43×10−11 (−) 1.43×10−11 (−) 6.05×10−5 (−) 4.18×10−2 (�)

MMUPDUT_S
0.90 7.46×10−9 (−) 1.16×10−9 (−) 1.43×10−11 (−) 6.32×10−11 (−) 1.90×10−8 (−) 5.27×10−9 (−)
0.95 5.75×10−9 (−) 1.43×10−11 (−) 3.18×10−11 (−) 8.96×10−7 (−) 3.40×10−8 (−) 8.99×10−8 (−)
0.97 3.25×10−6 (−) 8.13×10−9 (−) 6.32×10−11 (−) 1.83×10−4 (−) 4.29×10−6 (−) 1.34×10−3 (−)
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that the INSGA II without MCTI uses a random initiali-
zation method instead of MCTI, and the INSGA II without
GCDC uses the traditional crowding calculation method
[41] instead of GCDC.

(1) Overall Performance Comparison of the Algorithms.
According to Table 7, it can be seen that INSGA II has the
best performance, and its performance decreases when
MCTI or GCDC is removed. Tis indicates that both MCTI
and GCDC play important roles in improving the perfor-
mance of the INSGA II algorithm. Especially, the perfor-
mance of the INSGA II algorithm decreases signifcantly
when GCDC is removed. Tis suggests that compared to
MCTI, GCDC plays a more crucial role in enhancing the
performance of INSGA II. As mentioned in Section 3.5,
GCDC is an elitism preservation strategy used by INSGA II
to determine which individuals can be retained.Te decrease
in algorithm performance when the traditional crowding
calculation method replaces GCDC indicates that GCDC
can better select elite individuals.

(2) Algorithm Stability Analysis. In this section, we studied
the success rate and search time of the algorithm in
searching for feasible solutions and analyzed their stability.
Specifcally, following the approach described in the liter-
ature [48], we used the success rate (SR), mean ftness
evaluation (MFE) number, and mean search time (MST) as
evaluation metrics to assess the algorithms. SR refects the
success rate of fnding feasible solutions, with a higher SR
indicating a higher success rate and better performance of
the corresponding algorithm. MFE refects the mean ftness
evaluation number of the algorithm when fnding feasible
solutions, and MST refects the mean search time of the
algorithm when fnding feasible solutions. Smaller MFE and
MST values indicate that the algorithm can fnd feasible
solutions faster, indicating better performance. Please refer
to the literature [48] for the specifc calculation methods of
SR, MFE, and MST. Additionally, it should be noted that
according to the literature [48], we selected the top two
algorithms with the best performance from Table 7 and
assigned the average value of their hypervolume as the
feasible solution for the corresponding problem. In this
section, each algorithm was run independently for 30 times,
with 500 iterations for each algorithm. Te objective
function was calculated once per iteration, and the algorithm
stopped running when the evaluation count of the objective
function reached 500. According to the results in Table 7, the
feasible solutions for each case are shown in Table 8.

Table 9 shows the SR, MFE, and MSTof each algorithm.
According to the success rate shown in the SR column of
Table 9, INSGA II performs more stably in fnding feasible
solutions, outperforming its competitors. Tis indicates that
using both MCTI and GCDC together is benefcial for

improving the stability of the algorithm. Additionally,
INSGA II without MCTI ranks second in terms of SR
performance, just behind INSGA II, while INSGA II without
GCDC ranks third and signifcantly lags behind INSGA II
and INSGA II without MCTI. Tis phenomenon suggests
that both MCTI and GCDC contribute to improving the
stability of the algorithm, but GCDC contributes more
signifcantly. Furthermore, NSGA II struggles to fnd feasible
solutions, indicating that it falls into local solution traps and
converges prematurely in the search process. Considering
that the data in the MFE and MST columns were calculated
using only the averages of successful trials, INSGA II re-
quired fewer ftness evaluations, i.e., less efort, to fnd
feasible solutions compared to INSGA II without MCTI and
INSGA II without GCDC. Additionally, compared to
INSGA II without GCDC, INSGA II without MCTI has
a lower average value of MFE, indicating that GCDC can
help the algorithm fnd feasible solutions more quickly. Te
data in the MST column further confrm this phenomenon.

In conclusion, both MCTI and GCDC proposed in this
paper are benefcial for improving the performance of the
algorithm. However, GCDC plays a more signifcant role in
enhancing algorithm performance. Additionally, through
the above analysis, it can be observed that the greatest help in
improving algorithm performance comes from the com-
bined use of MCTI and GCDC.

5. Analysis of Disassembly Schemes and
Managerial Insights

5.1. Analysis of Disassembly Schemes. In this study, we
propose two disassembly line balancing problems, including
MUPDLBP and MUPDLBP_S, and provide corresponding
constraint planning models. MUPDLBP and MUPDLBP_S
have certain similarities. Let us start by analyzing the dis-
assembly schemes based on the main similarities between
MUPDLBP and MUPDLBP_S.

Both MUPDLBP and MUPDLBP_S aim to improve
disassembly efciency and reduce disassembly costs by in-
tegrating the advantages of mixed-model disassembly lines
and U-shaped layout disassembly lines. We will analyze the
obtained disassembly schemes to verify the promoting efect
of mixed-model disassembly lines and U-shaped layout
disassembly lines on improving disassembly efciency and
reducing disassembly costs.

First, let us analyze the benefts of mixed-model disas-
sembly lines. Te benefts of mixed-model disassembly lines
are very intuitive. When multiple products need to be
disassembled simultaneously, without using mixed-model
disassembly lines, multiple disassembly lines need to be
established, and necessary equipment needs to be allocated
for each line, which incurs additional costs. However, using
mixed-model disassembly lines can save these costs.

Table 6: Friedman test.

INSGAII NSGAII HypE CS MOAGDE IMOMRFO MO_Ring_PSO_SCD
Mean of rank 1 4.67 4.83 6.67 2.67 4.33 3.83
p value 0.0003975425074978762
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Next, let us analyze the benefts generated by the U-
shaped layout disassembly lines. To better analyze the
benefts generated by the disassembly process of U-shaped
layout disassembly lines, we randomly selected multiple
disassembly schemes and solved the corresponding disas-
sembly schemes for linear layout disassembly lines and
disassembly schemes without partial disassembly. After
modifying the disassembly schemes, it was generally ob-
served that the disassembly efciency decreased or the
number of workstations increased. Considering the simi-
larity of these phenomena and due to space limitations, we
randomly selected one typical example for analysis when
α � 0.90, α � 0.95, and α � 0.97. Te maximum disassembly
time in all workstations is taken as the actual cycle time Tc,
and the workload rate of each workstation is denoted as Δ,
Δ � Tk/Tc × 100%.

Based on Figure 17, it can be seen that when using U-
shaped layout disassembly lines and partial disassembly
methods, the workload rates of each workstation are above
90%. When changing the U-shaped layout disassembly lines
to linear layout disassembly lines, some workstations ex-
perience a signifcant decrease in workload rates. For ex-
ample, in Figure 17(a), when changing from U-shaped
layout to linear layout, the workload rate of some work-
stations is only 27.59%. Additionally, as shown in
Figure 17(a), compared to linear layout disassembly lines,
using U-shaped layout disassembly lines can reduce the
number of workstations. From Figures 17(b) and 17(c),
although using U-shaped layout disassembly lines may not
necessarily reduce the number of activated workstations, the
actual cycle time T_c is reduced, which efectively improves
disassembly efciency. In summary, this indicates that U-
shaped layout disassembly lines are benefcial for improving
disassembly efciency, reducing the number of activated
workstations, and reducing the investment cost of
disassembly lines.

Based on Figure 18, when using U-shaped layout dis-
assembly lines and partial disassembly methods, the
workload rates of each workstation are above 78%. When
changing the U-shaped layout disassembly lines to linear
layout disassembly lines, some workstations experience
a signifcant decrease in workload rates. For example, in
Figure 18(a), the workload rates of each workstation are
above 86%, but when changing the layout to linear layout,
the lowest workload rate of a workstation is only 41.89%.
Additionally, as shown in Figure 18, compared to linear
layout disassembly lines, using U-shaped layout disassembly
lines can efectively reduce the number of workstations.

MUPDLBP and MUPDLBP_S have some similarities
and diferences. Compared to MUPDLBP_S, the most sig-
nifcant diference in MUPDLBP is the use of partial dis-
assembly methods. Figure 17 shows that using partial
disassembly methods can efectively reduce the number of
components that need to be disassembled. By reducing the
number of components to be disassembled, it may also
reduce the number of activated workstations. As shown in
Figure 17, when using complete linear disassembly, the
number of activated workstations is higher compared to
using partial linear disassembly or U-shaped partial
disassembly.

Compared to MUPDLBP, MUPDLBP_S has two major
diferences: (1) MUPDLBP_S minimizes the number of
changes in disassembly direction as an optimization ob-
jective; (2) MUPDLBP_S considers the stability of the as-
sembly during the disassembly process. From Figure 18, it
can be seen that in the disassembly schemes obtained
through MUPDLBP_S, the number of changes in disas-
sembly direction along the conveyor belt does not exceed 8
times. Tis efectively reduces the number of turning op-
erations on the assembly during the disassembly process,
making it easier for the disassembly personnel to complete
the task. As for the stability of the disassembly process,

Table 7: Te mean and standard deviation of each algorithm in sensitivity analysis.

α Method
Hypervolume

Rank
Mean Standard deviation

0.90

INSGAII 919812.35 15355.33 1
NSGAII 767504.70 15097.99 4

INSGAII without MCTI 804842.32 29946.15 2
INSGAII without GCDC 771805.66 16790.75 3

0.95

INSGAII 800376.57 9489.22 1
NSGAII 770199.51 15040.03 4

INSGAII without MCTI 780126.27 9654.02 2
INSGAII without GCDC 776265.37 13060.79 3

0.97

INSGAII 781720.45 4586.09 1
NSGAII 747615.16 11663.35 4

INSGAII without MCTI 756621.59 12475.30 2
INSGAII without GCDC 751447.24 7164.87 3

In table 7, bold indicates the better indicator values.

Table 8: Feasible solutions.

MMUPDUT (α � 0.90) MMUPDUT (α � 0.95) MMUPDUT (α � 0.97)
862,327.335 790,251.42 769,171.02
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although it is difcult to directly observe from the fgures,
combining the description in Section 2.4.5 and the disas-
sembly scheme shown in Figure 18, it can be inferred that the
assembly can maintain good stability during the disassembly
process.

In conclusion, the proposed MUPDLBP and
MUPDLBP_S in this study can obtain good disassembly
schemes.

5.2. Managerial Insights. As environmental awareness in-
creases, governments around the world have successively
issued policies to promote the development of the rema-
nufacturing industry, making product recycling and
remanufacturing a critical focus for manufacturers. Disas-
sembly is one of the most crucial aspects of the product
recycling and remanufacturing process, and disassembly
lines are the optimal choice for large-scale disassembly.
Rational design of disassembly lines and achieving disas-
sembly line balance can enhance disassembly efciency. To

improve disassembly efciency and reduce input costs, this
research comprehensively considers the features of mixed-
fow disassembly lines and U-shaped layout disassembly
lines, establishing a constraint planning model. As can be
seen from the analysis in Section 5.1, this model can provide
managers with more efcient and cost-efective disassembly
solutions. Terefore, it is recommended that managers
consider designing the disassembly line layout as U-shaped
and use mixed-fow disassembly methods. Additionally,
when the disassembly factory has automated crushers and
sorting devices, they can consider partial disassembly, ef-
fectively reducing the number of components that need to be
disassembled and the number of workstations that need to
be opened.

In addition to considering the features of mixed-fow
disassembly lines and U-shaped layout disassembly lines in
the constraint planning model, this research also proposes
two types of disassembly line balancing problems based on
the characteristics of two diferent types of end-of-life (EOL)
products and provides constraint planning models: (1) Tis
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Figure 17: Disassembly scheme obtained when solving the MMUPDUT problem. (a) Disassembly scheme for α � 0.90. (b) Disassembly
plan for α � 0.95. (c) Disassembly scheme for α � 0.97.
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Figure 18: Continued.
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research proposes a stochastic multiobjective multiproduct
U-shaped mixed-fow incomplete disassembly line balanc-
ing problem (MUPDLBP) for waste household appliances.
Tese appliances have small component quality, low com-
ponent rigidity, a large span of product usage time, and
signifcant diferences in usage conditions. Tis model can
efectively guide the disassembly of waste household ap-
pliances as it combines the benefts of mixed-fow disas-
sembly lines and U-shaped layout disassembly lines and
considers the uncertainty of the disassembly process. Tis
not only provides efcient disassembly solutions but also
ensures a more balanced state of the disassembly line. (2)
Tis research also proposes a stochastic multiobjective
multiproduct U-shaped mixed-fow disassembly line bal-
ancing problem (MUPDLBP_S) considering the stability of
the assembly and excluding certain disassembly methods for
EOL products with large weight and rigidity. Tis model can
maintain good stability during the disassembly process,
efectively avoiding product component collapse that could
harm disassembly personnel and damage components.

In addition to establishing the constraint planning
model, this research also proposes a metaheuristic algorithm
called INSGAII. Compared to other algorithms, the
INSGAII algorithm can provide managers with higher
quality solutions.

Trough this research, it can be seen that when designing
disassembly lines, the comprehensive use of the character-
istics of mixed-fow disassembly lines and U-shaped layout
disassembly lines can efectively improve disassembly ef-
ciency. When conditions permit, manufacturers can also
reduce the number of components that need to be dis-
assembled by introducing automated crushers and sorting
devices, which is expected to further reduce the number of

workstations that need to be opened. In summary, manu-
facturers can use the constraint planning model proposed in
this research to guide the disassembly process. Specifcally,
manufacturers can use MUPDLBP to guide the disassembly
process of waste household appliances or use MUPDLBP_S
to guide the disassembly process of EOL products with large
weight and rigidity. In addition, manufacturers can efec-
tively handle the disassembly line balancing problem they
face with the help of INSGAII.

6. Summary and Discussion

6.1. Summary. In this research, we proposed two disas-
sembly line balancing problems, MUPDLBP and
MUPDLBP_S, for two diferent types of end-of-life (EOL)
products and formulated the corresponding constraint
programming models. First, these two proposed problems
and their corresponding constraint programming models
have certain similarities. Te most important commonality
is that they both design the disassembly line as a U-shaped
mixed-fow disassembly line. As analyzed in Section 5.1, this
design method helps to improve disassembly efciency and
reduce disassembly costs. In addition to the above simi-
larities, MUPDLBP and MUPDLBP_S also have certain
similarities in setting optimization goals: (1) both aim to
maximize the Smoothness Indicator (SI) of the workload; (2)
both aim to minimize the number of workstations opened
(NS); and (3) both consider the uncertainty of the disas-
sembly process and handle this uncertainty by describing
work time in a probabilistic manner. Among these three
similarities, the frst is to improve disassembly efciency; the
second is to reduce input costs (opening fewer workstations
can also efectively reduce costs); the third is to reduce the
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Figure 18: Disassembly scheme obtained when solving the MUPDLBP_S problem. (a) Disassembly scheme for α � 0.90. (b) Disassembly
scheme for α � 0.95. (c) Disassembly scheme for α � 0.97.
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impact of random factors on the disassembly process and
make the disassembly line as balanced as possible. Apart
from the above similarities, there are also some diferences
between MUPDLBP and MUPDLBP_S. Te main dif-
ferences are as follows: (1) MUPDLBP adopts a partial
disassembly method that only disassembles parts with
hazardous and demand properties, while MUPDLBP_S
adopts a complete disassembly method; (2) MUPDLBP_S
considers the stability of the assembly. Te reason for
these diferences is that they target diferent EOL prod-
ucts. Specifcally, MUPDLBP is proposed for obsolete
home appliances with small part quality, low part rigidity,
and a large span of usage time and usage condition dif-
ferences; while MUPDLBP_S is proposed for EOL
products with large weight and high rigidity. On the one
hand, because the parts of obsolete home appliances are
small in quality and low in rigidity, they are easily broken,
so MUPDLBP adopts a partial disassembly method that
only disassembles parts with hazardous and demand
properties. Using this partial disassembly method can
efectively reduce the number of parts to be disassembled,
which is conducive to reducing the number of worksta-
tions. It is worth noting that for EOL products with larger
part rigidity, the above partial disassembly method cannot
be used, as dealing with rigid objects will damage the
automatic shredder, so MUPDLBP_S can only use the
complete disassembly method. On the other hand, when
disassembling EOL products with large weight and high
rigidity, if the assembly becomes unstable, it is likely to
cause the parts to collapse, thereby causing harm to the
disassembly personnel, so it is necessary to consider the
stability of the assembly in MUPDLBP_S. Analysis in
Section 5 shows that the disassembly schemes obtained
through MUPDLBP and MUPDLBP_S are efective.

Considering the difculty of solving MUPDLBP, we
further propose a new algorithm called INSGAII, which is
an improved version based on the NSGAII algorithm. Te
main improvements include the Monte Carlo Tree
Simulation-based Initialization (MCTI) method and the
Group-based Global Crowding Distance Comparison
(GCDC) operator. MCTI is proposed to address the
problem of the traditional initialization method’s inability
to cover the entire search space well. It estimates the
distribution of feasible disassembly sequences in FDST
using Monte Carlo methods and guides the generation of
the initial population based on the estimation results,
resulting in a better coverage of the entire search space by
the initial population. GCDC is proposed to solve the issue
of poor diversity and uniformity of the Pareto solution set
when dealing with DLBP caused by the crowding distance
comparison operator of NSGAII overly protecting
boundary individuals. GCDC groups the candidate in-
dividuals for processing, avoiding direct comparison be-
tween nonboundary and boundary solutions, weakening
the protection of boundary solutions. GCDC can to some
extent eliminate the shortcomings of traditional crowding
distance calculation methods. To validate the performance
of INSGAII, we used it to solve traditional DLBP, recently
proposed DLBP, as well as MUPDLBP and MUPDLBP_S

proposed in this paper. By comparing the results with other
algorithms, we have demonstrated that the performance of
the INSGAII algorithm is superior to that of many known
algorithms. In addition, we also conducted ablation ex-
periments, and the results show that both MCTI and
GCDC are efective.Tey have both played a positive role in
improving the algorithm’s performance.

6.2. Discussion. Te following will discuss future research
directions. First, from the algorithmic perspective, further
improvements can be made to the INSGAII algorithm. On
the one hand, as analyzed in Section 4.3.4, compared to
MCTI, GCDC contributes more to enhancing algorithm
performance. On the other hand, as known from Section 3.3,
MCTI needs to estimate the distribution of feasible disas-
sembly sequences in FDST using the Monte Carlo method,
which requires generating a certain number of disassembly
sequences through random initialization, leading to addi-
tional time consumption and parameters. Considering these
two aspects, although MCTI helps improve algorithm
performance, there is still room for improvement, so future
research can focus on improving MCTI and proposing more
efective initialization methods. Second, from the perspec-
tive of disassembly line design, future research can focus on
the layout of the disassembly line and disassembly methods
to further improve disassembly efciency. In this study,
although the disassembly efciency was improved to a cer-
tain extent by combining the characteristics of the U-shaped
layout disassembly line and mixed-fow disassembly line,
more unexplored disassembly line layouts and disassembly
methods can be explored in the future to bring gains to the
disassembly process.
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