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With the development of Internet of Tings (IoT) technology, massive heterogeneous equipment involving all walks of life has
been connected to networks. However, many current authentication methods have poor robustness and cannot ensure the safety
of access equipment due to the complexity and uncertainty of the network environment. To deal with this problem, a hierarchical
authentication system was proposed in this paper. First, an equipment identifcation method (EIM), using stack denoising
autoencoders (SDAs), is developed to weaken the uncertainty to recognize the type of access equipment. Second, an equipment
authentication method (EAM), based on the identifcation result and similarity theory, is designed to improve the verifcation
accuracy to guarantee the credibility of access equipment. Tird, the proposed hierarchical authentication system was tested in
a real access platform. Te experimental results demonstrated the satisfactory performance of this proposed hierarchical au-
thentication system.

1. Introduction

With the development of computer technology and sensor
technology, the Internet ofTings (IoT) has become a bridge
between virtual and reality worlds, which plays a vital role in
human production and life [1–3]. However, the network
environment is increasingly complex and contains various
uncertainties due to the access of massive heterogeneous
equipment [4–6]. Te attacker can utilize the illegal equipment
to steal important data information and even control the
equipment to make the collapse of the entire IoT platform,
which will cause the irretrievable damage [7–10]. For example,
attackers can attack smart devices in our family to steal im-
portant information and even attack devices with cameras to
monitor us. Tus, how to authenticate the identity of access
equipment to ensure the safety of the IoT is an urgent problem.

To verify the equipment identity, Fragkos et al. adopted
the uniqueness and unpredictability of physically unclonable
functions (PUFs) to perform the device authentication to

ensure the identity legality [11]. Tremlet and Jones utilized
PUFs to produce the keys and access passwords of devices
for authentication [12]. Yang et al. proposed an authenti-
cation mechanism based on a trusted token to verify device
identity using the load-carrying key [13]. However, these
techniques in [11–13] depend on the hardware, which limits
their applications in IoT environment. Considering the ease
of deployment, Das et al. designed a lightweight authenti-
cation method, using the elliptic curve cryptography (ECC)
and a collision-resistant one-way cryptographic hash
function, to realize the identity authentication [14]. More-
over, Badhib et al. proposed a lightweight bidirectional
authentication method to detect equipment identity [15]. In
this authentication method, the hash function was regarded
as the core encryption module, which has high security. In
addition, a key authentication protocol based on dynamic
update of group was developed, which adopted the asyn-
chronous secret sharing mechanism and Dife–Hellman key
exchange mechanism to identify the validity of the
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equipment [16]. Meanwhile, some approaches based on the
credibility of equipment have been investigated. For ex-
ample, public key infrastructure (PKI) is a typical trust
model in [17–21]. PKI relies on the trusted third-party
organizations or certifcates to organize the trust relation-
ship to verify the device identity [22–24]. In addition, other
model based on the credibility can be found in [25, 26].
However, in these above methods [14–26], the predis-
tribution of a key, protocol, or trust certifcate must be
completed before network deployment or equipment access
and cannot dynamically change with the change of network
size. Terefore, these methods have poor adaptability and
scalability.

For improving adaptability and scalability, authentica-
tion mechanisms based on the dynamic behaviors of
equipment have proposed [27]. For example, Singh et al.
adopted the multivariate correlation analysis technology to
analyze the data packets in network layer [28]. Ten, the
legitimacy of the equipment can be confrmed by analyzing
the correlation between network trafc features. Wang et al.
established a device fngerprint database by collecting the
dynamic and static information of equipment [29].Ten, the
device to be validated can match with the fngerprint da-
tabase to realize the identity authentication. Meanwhile,
Kamvar and Schlosser adopted the EigenTrust model to
calculate the interaction trust value of nodes to evaluate the
credibility of equipment [30]. Although the above method
based on the dynamic behavior information can identify
abnormal devices, they cannot efectively authenticate un-
known devices. Recently, the development of artifcial in-
telligence algorithm provides a new solution for some
problems [31–33]. Chen et al. proposed an authentication
mechanism based on the credibility of cross-layer behaviors
of access devices.Te k-means algorithm was used to classify
to determine the trust level of these devices, using the be-
havior parameters of access devices in diferent network
layers. Experimental results revealed that this mechanism
has better authentication performance comparing with the
traditional methods. Moreover, Lin et al. used a Bayesian
network to quantize the credibility of access equipment [34].
For the Bayesian network, the direct trust value, recom-
mendation trust value, and historical statistics trust value of
these devices were taken as the input, and a syncretic trust
value was regarded as the output. When the trust value is
higher than the preset threshold, the access request was
granted, and vice versa. Te results indicated that the pro-
posed method can prevent the interaction with untrusted
device to improve the security and reliability of the IoT.Tese
abovemethods [34, 35] have achieved the success on verifying
the identity of equipment. However, the IoT environment
consists of the unpredictable uncertainties due to the in-
creasing functionality and complicated interaction behaviors
of devices. Tese above methods have poor accuracy and fail
to meet the current certifcation requirements for IoT.

Motivated by the above discussion, to improve the
certifcation accuracy in uncertainty IoT environment,
a hierarchical authentication system was proposed in this
paper. First, an equipment identifcation method (EIM),
using the stack denoising autoencoders (SDAs), is developed

to weaken the uncertainty to recognize the equipment type.
Second, based on the identifcation result and similarity
theory, an equipment authentication method (EAM) is
designed to further improve the verifcation accuracy to
achieve the credibility of access equipment in the IoT.Tird,
the proposed hierarchical authentication system was tested
in real applications based on a certain access platform of
China Mobile. Te experimental results demonstrated the
satisfactory performance of the proposed hierarchical au-
thentication system.

Te outline of this paper is organized as follows. Te
proposed hierarchical authentication system is given in
Section 2. In Section 3, the experimental results of the hi-
erarchical authentication system were discussed, and the
practical application in certain access platform is provided in
Section 4. Te conclusions are given Sections 5. Finally, an
Table 1, including the main symbols appearing in this paper,
was given to increase the readability.

2. Hierarchical Authentication System for
Access Equipment

In this section, a hierarchical authentication system was
developed for the identity verifcation of access equipment in
the IoT. As shown in Figure 1, the variables of equipment in
multiple industries (smart city, smart home, and so on) are
collected, which consists of dynamic behavior and static
information of equipment. An EIM is proposed to identify
the equipment type using the collected variables.Ten, based
on the identifcation result, an EAM can verify the equip-
ment identity. Finally, the certifcation results are displayed
on the screen to provide warning information for the
workers. Te workers can take corresponding actions to deal
with the warning. Next, the collected variables of equipment
are given. Meanwhile, EIM and EAM are introduced in
detail.

2.1. Variable Collection of Access Equipment. To improve the
reliability of authentication results, the dynamic behavior
and static information of access equipment are collected,
consisting of the data of the network layer and the appli-
cation layer. Te fow data in the network layer can be
captured by using the Wireshark, which will be packaged as
the pcapng fle. Ten, the pcapng fle can be resolved and
stored into the database, where the collected characteristic
variables include the destination IP, destination port, source
IP, source port, and so on. Moreover, the data variables of
the application layer can be acquired by gathering the history
log of equipment in the database.

Such as application industry, node types, operating
system, service invocation type, and so on. Te number of
obtained data variables is 23 and can be summarized in
Table 2.

2.2. Equipment Identifcation Method (EIM). At present,
many methods have poor robustness and fail to satisfy the
authentication requirements due to the complexity and
uncertainty of the IoT environment and the interaction
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between devices. As a kind of deep learning, SDAs can
reconstruct the clean data from the partially destroyed
version, which can weaken the efectiveness of uncertainty
[36]. Terefore, in the proposed EIM, SDAs are used to
recognize the access device type.

SDAs are stacked by several base-building units DA layer
by layer. As shown in Figure 1, DA contains an encoder and
a decoder, and the input vector of the encoder is

x � μx, (1)
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Figure 1: Te framework of the proposed hierarchical authentication system.

Table 1: Te summary of main symbols in this manuscript.

Number Symbol From Description
1 x ̄ Formula (1) Te partially destroyed version of raw training set
2 x Formula (1) Te raw training set
3 xi Formula (1) Te ith input variable
4 xī Formula (1) Te destroyed variable of ith input variable
5 ri Formula (2) Te random number
6 p Formula (2) Corruption factor
7 w1 Formula (3) Te weight matrix of encoder
8 b1 Formula (3) Te bias vector of encoder
9 Φ Formula (4) Te input vector Φ of decoder
10 w̄1 Formula (4) Te weight matrix of decoder
11 b̄1 Formula (4) Te bias vector of decoder
12 z Formula (5) Te output of decoder
13 η Formula (7) Te learning rate
14 W1 Formula (7) Te set of weight matrices
15 B1 Formula (7) Te set of bias vectors
18 u Formula (8) Te actual output of EIM
19 u′ Formula (8) Te target output of EIM
20 ∆l Formula (10) Te gradient of zL/zψl
21 ψl Formula (10) Te input vector of lth hidden layer
22 wl Formula (11) Te weight matrix of lth hidden layer
23 bl Formula (11) Te bias vector of the lth hidden layer
24 uj Formula (12) Te jth device type
25 wij Formula (12) Te connection weight of ith hidden neuron and jth hidden neuron
27 u (t) Formula (13) Te identifcation result at time t
28 γ Formula (14) Te average value of each variable
29 ζ Formula (15) Te preset value
30 q Formula (16) Te number of batchsize
31 vi Formula (16) Te number of input nodes of the ith DA
32 si Formula(16) Te number of hidden nodes of the ith DA
33 QR Formula (19) Te number of correct classifcation of sample
34 Q Formula (19) Te number of total samples
35 QF Formula (19) Te number of false positives sample
36 QN Formula (19) Te number of negative sample
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where x ̄� [x ̄1, x ̄2, . . ., x ̄22] is the partially destroyed
version of raw training set x � [x1, x2, . . ., x22] of access
device, xi represents the ith input variable and x ̄i rep-
resents the corresponding destroyed variable, u can be
given as

μ �
0, ri <p

1, ri ≥p
􏼨 , ri ∈ (0, 1), (2)

where ri represents the random number and p is the cor-
ruption factor. Te output of encoder is

y1 �
1

1 + e
− w1x+b1( )􏼒 􏼓

,
(3)

wherew1 is the weight matrix of encoder, b1 is the bias vector
of the encoder. Te input vector Φ of the decoder is

Φ � w1y1 + b1, (4)

where w̄1 is the weight matrix of decoder, b1̄ is the bias vector
of decoder. Te output z of the decoder is

z �
1

1 + e
−Φ

􏼐 􏼑
. (5)

Te loss function of DA can be given as

lDA �
1
2
‖x − z‖

2
, (6)

where the error is the diference between the output of
the decoder and the original input data. Terefore, DA
can recover the clean sample from the corrupt sample,

which reveals that DA has a robustness performance for
the noise and uncertainty. Te relevant parameters (w1,
b1, w̄1, b ̄1) of DA can be updated by unsupervised
algorithm

W1 � W1 − η
zz

zW1
(x − z),

B1 � b1 − η
zl

zΦ1

zΦ1

zB1
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

where W1 � (w1, w̄1) and B1 � (b1, b̄1), η ͼ (0, 1) is the
learning rate. When the frst DA is trained, the output
layer of the decoder can be discarded. Ten, the
output vector of the encoder is regarded as the raw input
of the next DA. In this way, multiple DAs are stacked
layer by layer to build SDAs. Finally, the label layer of
equipment type is added, which can be used to fne-tune
the entire EIM.Te loss function L of SDAs can be defned
as

LSDA �
1
2
‖u − u′‖2, (8)

where u represents the actual output of EIM, u′ is the target
output of EIM.Ten, the relevant weights and biases in EIM
can be updated

Wi � Wl + η∆Wl

bl � bl + η∆bl

􏼨 , (9)

where

Table 2: Te collected variables of the proposed hierarchical authentication system.

Num Collected variable Input/output variable From Description
1 Destination IP Input variable Network layer Destination IP of access equipment
2 Destination port Input variable Network layer Destination IP port
3 Message type Input variable Network layer Message type: TCP and UDP
4 Source IP Input variable Network layer Source IP of access equipment
5 Source port Input variable Network layer Source IP port
6 Packet length Input variable Network layer Average packet length
7 Sequence number Input variable Network layer Ensuring the order of transmission
8 ACK Input variable Network layer Acknowledgement pointer fag
9 URG Input variable Network layer Urgency pointer fag
10 Number of packets Input variable Network layer Received the number of packets per second
11 Application industry Input variable Application layer Equipment application industry
12 Number of service invocation Input variable Application layer Number of service invocation of equipment
13 Warning number Input variable Application layer Number of warning number of equipment
14 Node types Input variable Application layer Directly connected devices, gateway devices, and so on
15 Protocol type Input variable Application layer MQTT, LwM2M, HTTP, and so on
16 Bearer network type Input variable Application layer WIFI, 3G, 4G, 5G, NB, and so on
17 Service invocation type Input variable Application layer Service invocation type of equipment
18 Operating system Input variable Application layer Linux, windows, android, and so on
19 Network operator Input variable Application layer Mobile, telecom, unicom, and so on
20 Internet access Input variable Application layer WiFi, cellular, and NB-loT
21 Daily fow Input variable Application layer Total daily trafc of the device
22 Activation Input variable Application layer Daily standby duration of the device
23 Equipment type Output variable Application layer Equipment type
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∆Wl � −δlyl,

∆bl � −δl.
􏼨 (10)

∆l � zL/zψl, l� 1, 2, . . ., m, m+ 1, the (m+ 1) th layer is
the output layer of EIM, ψl is the input vector of each
hidden layer.

Te testing set is regarded as the input of EIM, the output
y0 of input layer is

yl �
1

1 + e
−ψl( 􏼁

,

ψl� wlyl−1 + bl,

(11)

where wl is the weight matrix of lth hidden layer and (l+ 1)
th hidden layer, bl are the bias vector of the lth hidden layer,
y0 � x.̄ the recognition output of EIM is

uj(t) �
e

wijyi

􏽐
n
j�1e

wijyi
, (12)

where uj represents the jth device type, wij, is the connection
weight of ith hidden neuron and jth hidden neuron, n is the
number of device types.

Remark 1. Based on the collected variables, the proposed
EIM is used to determine the device type, which can ef-
fectively alleviate the impact of uncertainty with the pow-
erful robustness. Terefore, comparing with some
authentication methods, this EIM has the better identif-
cation accuracy.

2.3. Equipment AuthenticationMethod (EAM). To verify the
validity of access devices, an EAM, based on the identif-
cation result of EIM and similarity theory, is proposed. In
this proposed EAM, the access device implements the
evaluation for the frst time:

u(t) � u(t − 1), (13)

where u (t) represents the identifcation result at time t and u
(t− 1) is the identifcation result at time (t− 1). When the
identifcation result at time t is equal to the identifcation
result at time (t− 1), the device is trustworthy. Otherwise,
based on the similarity theory, the validity of the device can
be re-judged. Te similarity can be computed as

DM(Υ) �

�����������������

(Υ − o)
T
􏽘

− 1
(Υ − o)

􏽲

, (14)

where q variables selected from the input variables constitute
the vector γ= (c1, c2, . . ., cq), o� (o1, o2, . . ., oq) is the average
value of each variable, 􏽐(.) is the covariance calculation.

DM(Υ)≥ ζ. (15)

When device certifcation succeeds, ζ is a preset value.
By calculating the similarity, the authentication failure
caused by classifcation error can be efectively distin-
guished, so that EAM can further improve the authen-
tication accuracy.

Remark 2. Te proposed EAM can avoid the error of EIM,
by again evaluating the credibility of access devices, to
further improve the robustness for the uncertainty.

Remark 3. Based on the EIM and EAM, the proposed hi-
erarchical authentication system can efectively alleviate the
impact of uncertainty and has the satisfying certifcation
accuracy. Moreover, the equipment standard u (t) that EIM
fails to authenticate and EAM successfully authenticate can
be corrected by the relabeled personnel to facilitate the next
certifcation.

2.4. Te Implementation of Hierarchical Authentication
System. To analyze the practicability of the proposed hi-
erarchical authentication system, the computational cost will
be discussed. Te computation involves two parts: the
computational complexity of EIM and EAM. For EIM, the
computational complexity of base-building unit DA can be
given as

Ti � T
1
i + T

2
i ,

T
1
i � O vi

∗
si + si + visi( 􏼁 � O si( 􏼁

T
2
i � O q

∗
c
∗
l( 􏼁

⎧⎨

⎩ , (16)

where vi is the number of input nodes of the ith DA and si is the
number of hidden nodes of the ithDA. q is the number of batch
sizes, c is the time complexity of a sample gradient, l is the
iteration, Ti1 is the calculation amount of the forward prop-
agation process of DA, and Ti2 is the calculation amount of the
backpropagation propagation process of DA. Te computa-
tional complexity TEIM of EIM is

TEIM � 􏽘
m

i�1
Ti. (17)

Te computational complexity TEAM of EAM is

TEAM � O c
2
q􏼐 􏼑. (18)

Terefore, the computational complexity of the
proposed hierarchical authentication system is the sum of
TEIM and TEAM. For our device authentication scenario,
the number of input features obtained is 22, and the
number of hidden layers and the hidden nodes is com-
paratively simple than image recognition. Terefore, the
proposed hierarchical authentication system algorithm
does not require the huge computing resources and
power consumption, which can be well arranged in
practice.

3. Results and Discussion

To demonstrate the efectiveness of hierarchical
authentication system, the simulation examples are dis-
cussed in this section. Te simulations are run on Win-
dows 10.0 operating system with a clock speed 2.6 GHz,
4 GB RAM, and Python 3.6. Moreover, to evaluate the
performance of this hierarchical authentication system,
the accuracy, false positive rate, and false negative rate are
introduced
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PIA �
QR

Q
􏼠 􏼡 × 100%,

PFP �
QF

Qp

􏼠 􏼡 × 100%,

PFN �
QM

QN

􏼠 􏼡 × 100%,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(19)

where PIA is the accuracy, PFP is the false positive rate, PFN is
the false negative rate, QR is the number of correct classi-
fcations of samples, Q is the number of total samples, QF is
the number of false positive samples, QP is the number of
positive samples,QM is the number of false negative samples,
and QN is the number of negative samples.

3.1. Equipment Type Identifcation of EIM. Te collected 22
variables are regarded as the input of EIM, and the
equipment type is considered as the output. In order to
demonstrate the performance of EIM, two experiments are
performed: A-64 kinds of equipment and B-128 kinds of
equipment.

In example A, the number of training samples is 10000
and the number of testing samples is 3000.Te hidden layer
of EIM is 4 and the number of nodes at every layer is 256,
236, 128, and 64. Te corruption factor p is 0.02 and the
learning rate in EIM is 0.05. In example A, the number of
training samples is 10000 and the number of testing
samples is 3000. Te hidden layer of EIM is 4 and the
number of nodes at every layer is 256, 236, 128, and 64. Te
corruption factor p is 0.02 and the learning rate in EIM
is 0.05.

Te testing results of EIM for the 64 kinds of equipment
in Example A are shown in Figure 2. In Figure 2, it displays
the classifcation results between EIM and the target. It can
be seen that this EIM can achieve the good equipment
classifcation. To further reveal the performance of the
proposed EIM, the results are compared with the stacked
autoencoder (SAE), deep belief network (DBN), support
vector machine (SVM), k-means, and BP network. To make
the comparisons meaningful, all results are the average
values of 50 trials. Te comparison results of diferent
methods are displayed in Figure 3, and the details of the
comparison are shown in Table 3.

As shown in Figure 3, it represents the identifcation
accuracy, FP rate, and FN rate of several methods in Ex-
ample A. According to Figure 3 and Table 3, the perfor-
mance of deep learning algorithm (EIM, SAE, and DBN) is
the better than nondeep learning algorithms (SVM, k-
means, and BP network). Especially, the accuracy of the
proposed EIM is 0.88 and higher than other deep learning
and the nondeep learning algorithms. Meanwhile, EIM owns
the lowest FP rate (0.11) and FN rate (0.09) than that of all
methods. Based on the above analysis, the proposed EIM can
be used to weaken the uncertainty with a better robustness
than the other algorithms.

In example B, the number of training samples is the same
as the example A, where the training samples are 20000 and
the testing samples are 6000. Moreover, the hidden layer of
EIM is 5, and the number of nodes is set to 320, 200, 180, 120,
and 50. Te corruption factor p is 0.01 and the learning rate
in EIM is 0.1.

Te testing results are displayed in Figure 4. Te results
of Figure 4 reveal that the proposed EIM can obtain good
identifcation for the equipment type. Furthermore, to testify
the advantages of EIM, the results are compared with some
other algorithms: SAE, DBN, SVM, k-means, and BP net-
work. Te accuracy, FP rate, and FN rate are also displayed
in Figure 5, and the comparison among EIM and other
methods is summarized in Table 4.

Based on the results in Figure 5 and Table 4, it can be
seen that the accuracy of the proposed EIM is the 0.84 and
more than that of the other algorithms. Moreover, the FP
rate is the 0.12 and the FN rate is the 0.10, which are less than
those of the other algorithms. Terefore, the proposed EIM
can achieve a satisfactory recognition performance.

3.2.Equipment IdentityAuthenticationofEAM. Based on the
recognition results, the proposed EAM can verify the device
identity. Te similarity index variables are packet length, the
number of packets, the number of service invocations,
service invocation type, daily fow, and activation.Te preset
value ζ is 0.075. To adequately assess the performance of
EAM, this EAM is used for the identity authentication of the
64 kinds of equipment (Example C) and the 128 kinds of
equipment (Example D), respectively. Te certifcation re-
sults are compared with the SAE, DBN, SVM, k-means, and
BP network.

Te comparisons are given in Figure 6. In Figure 6, the
accuracy of the proposed EAM is higher than the EIM.
Meanwhile, the FP rate and FN rate of the EAM are lower
comparing with the EIM. Terefore, it can reveal that the
EAM further improves the certifcation performance of EIM.

Moreover, to evaluate the robustness performance of the
proposed EAM, four simulation experiments (Example E,
Example F, Example G, and Example H) are executed in this
paper. Example E is to verify the performance of EAM when
the 64 kinds of equipment contain the unknown equipment.
Example F is used to verify the performance of EAM when
test samples of 128 kinds of equipment contain the samples
of unknown equipment. Meanwhile, Examples G and H are
to test the performance of EAM when the 64 kinds of
equipment and the 128 kinds of equipment severally contain
the attacked equipment.

As shown in Figure 7, the authentication accuracy, the
FP rate, and the FN rate for Examples E and F are displayed.
Moreover, when the equipment is attacked, the authenti-
cation results are displayed in Figure 8. Based on the results
in Figures 7 and 8, it can be seen that the proposed EAM can
well mitigate the efects of uncertainty to obtain the satis-
factory robustness and accuracy. Moreover, to show the
detailed performance comparing with other methods, the
average values of 50 trials are used as the fnal results in
Table 5.
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According to the results of in Table 5, it can be seen that
in Examples C and D, the accuracy of the proposed EAM is
0.94 and 0.92, respectively, which improves the at least 6
percentage points comparing with the accuracy of EIM. Te
reason of the accuracy improvement is that the EAM can
avoid the authentication failure due to the error of the EIM.
Meanwhile, the accuracy of EAM is 0.93, and increases the
10 percentage points more than result of EIM in Example
E. And the accuracy of EAM is 0.90 and increases the 9
percentage points more than the result of EIM in Example
F. Moreover, the proposed EAM has the lowest the FP rate

(0.08 and 0.12) and FN rate (0.01 and 0.04) in all methods,
when the testing samples are mixed into the unknown
equipment in Examples E and F. In Examples G and H, the
proposed EAM also has the best performance in all methods.
Terefore, based on the above analysis, the proposed EAM
can well weaken the uncertainty to further improve the
certifcation performance, which can meet the requirements
of equipment certifcation in actual production operation.
Moreover, comparing with the current some hot research on
device fngerprint authentication technology [37, 38], the
proposed authentication method in this paper is easier to

EIM SAE DBN SVM K-Means BP

Accracy
FP
FN

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Va
lu

e

Figure 3: Te identifcation performance of EIM in Example A.

Target Result
Actual Result

0

10

20

30

40

50

60

70

80

Re
su

lt 
O

ut
pu

t

20 40 60 80 100 1200
Equipment Type

Figure 4: Te identifcation results of EIM in Example B.

EIM SAE DBN SVM K-Means BP

Accracy
FP
FN

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

Va
lu

e

Figure 5: Te identifcation performance of EIM in Example B.

Table 4: Te comparison of identifcation performance of multiple
methods in Example B.

Method EIM SAE DBN SVM k-means BP network
Accuracy 0.84 0.8 0.81 0.7 0.69 0.72
FP 0.12 0.17 0.19 0.26 0.30 0.25
FN 0.10 0.12 0.14 0.19 0.25 0.16
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Figure 2: Te identifcation results of EIM in Example A.

Table 3: Te comparison of identifcation performance of multiple
methods in Example A.

Method EIM SAE DBN SVM k-means BP network
Accuracy 0.88 0.82 0.85 0.76 0.73 0.80
FP 0.11 0.16 0.13 0.28 0.28 0.21
FN 0.09 0.12 0.10 0.17 0.17 0.13
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apply in practice, although the accuracy is slightly inferior.
In our future research, more research will be conducted to
improve our approach to achieve better application efects.

4. Practical Application of Hierarchical
Authentication System

In this section, the performance and efectiveness of the
proposed hierarchical authentication system are investigated
in the real access platform. In this access platform, the
authentication of equipment identity depends on themanual
sampling, which needs a lot of manpower, and meanwhile
will cause a huge safety risk for the access platform.
Terefore, the hierarchical authentication system is used to
recognize the equipment identity. Te device authentication
interface is shown in Figure 9.

As shown in Figure 9, the number of visitors is displayed
in the top left of the screen, and the number of access
equipment is displayed in the top right of the screen.
Meanwhile, the number of the devices which are successfully
authenticated and the number of devices which fail to be
authenticated are shown in the right column. Moreover, for
the authentication failure devices, the warning information
will be prominently displayed at the bottom of the screen.Te
maps and pie chart can provide the regional distribution of
equipment. In addition, seven devices in more than 3500
devices cannot pass the certifcation in Figure 10.Te detailed
information can view the equipment log (shown in Figure 11).

As shown in Figure 11, the log includes the time,
equipment name, equipment type, province, and authenti-
cation failure reason. For example, the authentication failure
reason of wearable watch 24 is the low matching degree, and
the authentication failure reason of smoke transducer 54 is
the change of equipment type. Based on the above analysis,
the proposed hierarchical authentication system can efec-
tively weaken the uncertainties of the IoT environment and
realize the identifcation of the identity validity of access
equipment.
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Figure 6: Te comparison of multiple methods in Examples C and D.
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Figure 7: Te comparison of multiple methods in Examples
E and F.
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Figure 8: Te comparison of multiple methods in Examples G and
H.
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Table 5: Te certifcation comparison of multiple methods.

Examples Index EAM EIM SAE DBN SVM k-means BP network

C-64 devices
Accuracy 0.94 0.88 0.82 0.85 0.76 0.73 0.80

FP 0.07 0.11 0.16 0.13 0.24 0.28 0.21
FN 0.05 0.09 0.12 0.10 0.15 0.17 0.13

D-128 devices
Accuracy 0.92 0.84 0.80 0.81 0.70 0.69 0.72

FP 0.09 0.12 0.17 0.19 0.26 0.30 0.25
FN 0.06 0.10 0.12 0.14 0.19 0.25 0.16

E-64 devices with unknown device
Accuracy 0.93 0.82 0.79 0.81 0.71 0.63 0.72

FP 0.08 0.16 0.22 0.20 0.30 0.40 0.31
FN 0.01 0.13 0.20 0.17 0.21 0.31 0.24

F-128 devices with unknown device
Accuracy 0.90 0.81 0.76 0.79 0.68 0.59 0.71

FP 0.12 0.21 0.26 0.24 0.38 0.46 0.31
FN 0.04 0.15 0.20 0.19 0.28 0.37 0.24

G-64 devices with attacked device
Accuracy 0.95 0.8 0.76 0.78 0.65 0.58 0.7

FP 0.07 0.23 0.31 0.28 0.39 0.43 0.35
FN 0.06 0.21 0.28 0.24 0.35 0.41 0.31

H-128 devices with attacked device
Accuracy 0.94 0.78 0.73 0.76 0.61 0.50 0.68

FP 0.06 0.23 0.29 0.25 0.41 0.54 0.39
FN 0.05 0.21 0.25 0.23 0.38 0.51 0.33

Figure 9: Te real- time authentication interface of hierarchical authentication system.
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Figure 10: Te authentication results in diferent days for access platform.
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To demonstrate the performance of the proposed
hierarchical authentication system in the real access
platform, the authentication results were collected be-
tween the 20th and the 24th November. Te efectiveness
of fve days is shown in Figure 10. It can be seen that the
accuracy of this hierarchical authentication system is close
to 90% with the minimal FN rate, which can be meet the
actual demand.

5. Conclusion

In this paper, a hierarchical authentication system was
proposed to weaken the uncertainty of the network en-
vironment to verify the validity of equipment. In this
hierarchical authentication system, an EIM can be used to
weaken the uncertainties of the IoT environment to ef-
fectively recognize the equipment type. Ten, an EAM can
further improve the robustness to obtain the satisfactory
verifcation accuracy. Finally, the proposed hierarchical
authentication system was applied into an access plat-
form. Te results demonstrated that this hierarchical
authentication system can obtain good robustness and
high accuracy to authenticate the identity of the access
equipment. In our future work, this proposed hierarchical
authentication system will be used into other cloud
platforms to achieve the recognition of equipment
identity.
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