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In recent years, the widespread availability of Wi-Fi in various settings, including universities, enterprises, and large shopping
centers, has become increasingly prevalent. Te user’s time and location information embedded in wireless network systems can
reveal individual and group social relationships, which indirectly refect each person’s psychological well-being. However, due to
challenges in obtaining complete data, the high complexity of related data, and the absence of suitable data analysis models, few
studies have analyzed student social behavior using data from university campus networks. Tis paper employs real-world data
from a renowned Chinese university’s wireless campus network for in-depth analysis and introduces a novel multiangle semantic
trajectory similarity (MA-STS) algorithm to infer the intimacy and relationship types (such as teacher-student, friends, classmates,
or romantic partners) between users.Te experiments demonstrate that the proposed algorithm achieves an accuracy of over 95%.

1. Introduction

In recent years, frequent incidents of violence or self-injury
on campus have occurred due to academic pressure, emo-
tional difculties, family problems, social and economic
downturns, and other reasons, resulting in excessive psy-
chological pressure. As a result, college students’ mental
health and counseling have gained attention. However, due
to resource shortages, a lack of understanding of psycho-
logical problems, and communication gaps between teachers
and students, mental health education at many colleges and
universities is still in its early stages. If we can actively detect
student social situations in the data, it can aid education
managers in targeted mental health work.

In the prevailing university system, the campus network
is a vital component of daily life. Figure 1 presents a sta-
tistical analysis of wireless AP usage across various locations
in a renowned Chinese institution, demonstrating signif-
cant utilization of network equipment. Consequently, the
system enables user mobility tracking and positioning, as
well as a basic representation of users’ social contexts and

statuses based on their interactions at diferent times and
locations.Tis information serves as a foundation for mental
health and social relationship analyses.

Wireless AP data have advantages over GPS data in
terms of user privacy and data authorization. Users are often
unwilling to share GPS data for personal reasons, while
wireless AP data provide convenient client information for
data collection, enabling research and applications based on
these data.

Tere has been some early work on exploringmobile and
social behavior on university campuses usingWi-Fi tracking
data. Kotz and Essien [1] studied the user’s Wi-Fi usage
behavior and used the quantifed data of the number and
total duration of the user’s access to the AP to determine
whether the user had a “residence location (home locatio-
n)”and obtained the user’s mobility. Kim and Kotz [2]
established a mobile model by collecting the real mobile
trajectories in Wi-Fi data AP on the Dartmouth campus and
then analyzed the overlap degree of the trajectories by
matching the mobile models among users, thus determining
the intimacy relationship. However, much of the research is
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based on syslog messages. Fang and Hong [3] proposed to
divide the behavior trajectory into two categories: learning-
work (SW) and entertainment-entertainment (ER) and used
two visual analysis algorithms (ST path and fow map) to
speculate whether there was social relevance in people’s
behavior analysis in diferent time and space. Compared
with syslog information, user-centric behavior trajectory
tracking is easier to obtain. However, from the perspective
of these research methods, we found that the analysis of
data considers the similarity of users “mobile behavior
from the geographical characteristics, Wang et al. [4]
proposed two semantic trajectory algorithms, FA-STS and
FP-STS, suitable for diferent crowd scenarios to measure
the similarity between users. Tese two algorithms can get
more realistic user relationships by considering both time
and space dimensions. However, according to the scenario
of the use of a university campus network, we found that
the distribution of AP access point data in some geo-
graphical locations is not very clear. Te distribution of aps
is also not accurate to a certain classroom. Terefore, when
looking for a classroom corresponding to a user who is
staying in the hospital building to use the campus network,
the house number of the hospital building cannot be ac-
curately reached, and the data only use the name of the
hospital building as the location of the access point. FA-STS
and FP-STS algorithms do not consider the coarse and fne
granularity of geographical location, which greatly reduces
the accuracy of the results when judging the trajectory
similarity of users.

In view of the existing usage records of campus networks
in colleges and universities, as well as the shortcomings of
existing related work, this paper designs a semantic tra-
jectory similarity algorithm with higher accuracy to judge
the intimacy between students and classifes the data rea-
sonably through the classifcation algorithm of machine
learning. Moreover, based on the Wi-Fi track of universities,
students’ social intimacy is mined to establish social net-
works and understand students’ interpersonal relations and
mental health development. Due to confdentiality concerns,

the original data from 2020 were used in the research, and
the data will not be released until 2022.

Te main work of this paper includes: (1) using the real
data used in the university campus network, the original data
are collected, cleaned, and the semantic trajectory is
extracted; (2) a trajectory similarity algorithm suitable for
university Wi-Fi data (MA-STS) is designed to analyze the
intimacy relationship between students. After the algorithm
is classifed and verifed by the binary classifcation algo-
rithm, the accuracy is greatly improved.

2. Related Work

2.1. Status of Research on Traditional Trajectory Similarity
Algorithms. Tere are a variety of traditional models that
consider similarity based on the trajectory of GPS data, and
the overall classifcation is shown in Figure 2.

(1) Based on the Euclidean distance [5, 6], which is easy
to understand and relatively simple to calculate, but
is not suitable for comparing trajectories with dif-
ferent lengths and is sensitive to noise points.

(2) Te calculation based on dynamic time warping
(DTW, dynamic time warping) [7, 8] can solve the
problem that the Euclidean distance cannot solve the
trajectory length, and its main idea is: on two tra-
jectories composed by time series, actively pick the
nearest point on the other trajectory on the time axis
and align with each other, so that the trajectory shape
is as much as possible the same so as to get the
maximum. Te DTW algorithm is fexible, does not
require the length of the trajectory, and measures
trajectory similarity better. However, the algorithm
does not consider noise points, and of-center points
are also considered, resulting in a reduction in
accuracy.

(3) Te algorithm based on the longest common sub-
sequence (LCSS) [9, 10] can efectively deal with the
interference of noisy points by setting the threshold
value and excluding the points in the deviated tra-
jectory. However, the problem is that this algorithm
does not defne the minimum distance threshold
well, and if it is not well defned, it may return
trajectories that are not similar.

(4) Temodel based on theHausdorf distance [11, 12] is
also less efective against noisy points, and in most
cases, it is used for classifcation and less often for
predicting similarity matching problems.

(5) Te size of the weighting ratio of the algorithm based
on LIP (locality in-between polylines) [13] is pro-
portional to the size of the overlapping area region.
When the area is 0, it means that there is no overlap
between trajectories and the LIP distance value is
also 0. When the area weighted sum is larger, it
means that the overlap area of trajectories is larger
and the LIP value is also larger. Tis method works
well for GPS data processing, but has some limita-
tions in the study of Wi-Fi data application.
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Figure 1: AP usage.
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As the above methods are based on GPS track data, every
second of the user’s movement will be recorded, while Wi-Fi
data are dependent on the AP deployment location before
the user’s data record exists, and the user’s movement be-
tween specifc AP locations cannot be detected. Terefore, it
is not very accurate to measure Wi-Fi data in terms of
trajectory shape and distance. Terefore, based on the
limitations of traditional similarity algorithms, this paper
attempts to measure the similarity of trajectories between
users using semantic trajectory algorithms.

2.2. Current State of Research on Semantic Trajectory Simi-
larity Algorithms. Te paper adopts the concept of semantic
trajectories introduced by Spaccapietra et al. [14], where
a semantic trajectory consists of a sequence of access points,
with each trajectory point recording information, including
coordinates, time, and the name of the access point. Two
semantic trajectory algorithms [4], FA-STS and FP-STS,
suitable for diferent crowd scenarios, are proposed to
measure the similarity between users. Te two algorithms
mainly calculate the longest common subsequence between
trajectories, and for friends who often travel together,
resulting in more consecutive access points, the more similar
the two trajectories are, but this algorithm ignores the
similarity between users who often appear in the same lo-
cation at the same time. Xiao et al. [15] proposed to estimate
the similarity between users based on their physical location
history and to achieve friend and location recommendations
through potential social connections between users. Te
paper proposes the maximum move matching algorithm
(MTM) to compare the similarity between trajectories.
Geographic overlap, semantic overlap, and location order
are used to infer whether users have similar points of in-
terest. Such methods do not consider the time information
of users arriving at the access point and are suitable for
comparing trajectories with a wide range of user activities.
Since most trajectory sequences of students on campus
consist of dormitory -> academic building -> cafeteria,
comparing mobile trajectories between students on campus
through location sequences only will increase the similarity
ratio to a large extent.

Terefore, this paper proposes a new trajectory similarity
metric algorithm that considers the problem from multiple
perspectives, calculating the similarity of trajectories using
the degree of similarity in diferent situations, such as users
appearing at the same access point consecutively at the same
time, the frequency of users appearing at the same access
point at the same time, and the duration of time. Te al-
gorithm does not only consider similarity matching in one
dimension, but matches trajectory points with the same
dimension in all dimensions.

2.3. Current State of Social Networking Research. Hou et al.
[16] proposed to combine psychology and big data methods
to explore the social patterns of university students and
proposed the SEASON framework based on theories related
to statistics and network science to predict the social net-
work location of university students in diferent social
scenarios, and the article also proposed the link-based
prediction framework DEFINE to embed students’ facial
cognitive features, psychological features, and network
structure features in social Althof et al. [17] proposed an
entropy-based model to predict social relationships between
users and estimated the relationships between users by using
the fxed slice method to calculate the frequency of cooc-
currence. Baker and White [18] used student one-card
campus access card data to mining social relationships.

Te social network analysis data in this paper focuses on
students’ campus network usage data. In the research related
to social relationships, complex social network algorithms
are not applied to analyze the social networks among stu-
dents, but rather the importance indicators between nodes
based on multiangle similarity algorithms to measure the
students’ activity in the crowd.

3. Data Acquisition and Cleaning

Most of the current trajectory similarity algorithms do not
consider the two dimensions of time and geographic space at
the same time, and the accuracy of the prediction similarity
algorithm needs to be improved. Based on these practical
problems, this chapter collects the campus network usage
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Figure 2: Classifcation of trajectory similarity methods.
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data of a famous university in China in 2020, cleans the data,
and explains it in detail.

Te campus wireless network of this university adopts
a framework controlled by two major service manufacturers,
Huazan and Ruijie, with 5800 wireless access points (aps).
Te provider server remembers the username and device
Mac address through the user’s student login record. When
the user’s phone opens the “Wi-Fi connection” operation,
the router will detect theWi-Fi request signal transmitted by
the phone in its detection range and record the Mac address
of the AP that the phone is connected to at this time and the
Mac address of the device, the online time, the ofine time,
and the timestamp. Te data collection system is shown in
Figure 3. Te raw data collected are shown in Tables 1–3.

Te wireless AP log data in the above table are also
provided by the two manufacturers of wireless network
deployment in the campus network and is updated at a fxed
time every day and stored on the local server. Te data
obtained from the study are the data obtained from March
2020 to December 2020. Te two manufacturers set the time
node to obtain the log fle in hours and store it in the form of
csv fle. Because the data are on the server, in order to avoid
the problems of transmission and data analysis efciency
caused by frequent access to the server, this design uses the
FTP (fle transfer protocol) class defned in the ftplib module
of python to implement a simple ftp client, which is used to
download the source log fles on the ftp server at a time and
store them in the local server for analysis and research.

3.1. Data Cleaning Is Mainly Divided into Two Parts

3.1.1. Number of Wireless Device Access. Te processing and
visualization of all time series are shown in Figure 4. Te
wireless AP source data truly refect the situation of
equipment access to the campus network wireless network of
2020 and accurately refects the impact of force majeure such
as COVID-19 Government Prevention Policy, COVID-19
University Prevention Policy, and Public Holidays.

According to the characteristics of the data obtained
after data cleaning, the source data are adjusted and the
existing source data are selected to a certain extent. For
example, the missing period is removed because the original
data are difcult to be obtained due to the equipment/
manufacturer problems. Due to the epidemic in the frst half
of 2020, the log fle refected the real network usage, but most
of the wireless network resources were in sufcient state, and
most of the student users did not return to school and could
not use the campus network. Terefore, there were no
mobile trajectory data, so the data in this period were not
analyzed.

3.1.2. Remove Invalid Mac. Tere is still a lot of noise and
redundancy in the Wi-Fi data pulled from the server. Many
Mac addresses collected in the original data set cannot fnd
the corresponding student number information. Trough
analysis, it is found that the reason for this phenomenon is
that there are pseudo-MAC addresses in these Mac ad-
dresses, that is, illegal or nonexistent Mac addresses.

Terefore, we will clear the Mac address of the device that
cannot match the student number information. Secondly,
we found that there were many Mac addresses without
moving behavior in the data. Such Mac addresses were
generally detected by AP in fxed places, similar to the
computer equipment equipped withWi-Fi detection used by
students in the laboratory. Tese Mac addresses are of no
research value for us to analyze the movement trajectory, so
they are also eliminated. In addition, the building in-
formation corresponding to many aps is not well improved,
but through analysis, it is found that most of the building
information with a large number of people has corre-
sponding information, so we remove the Mac address of the
AP that cannot fnd the corresponding building
information.

4. User Trajectory Similarity Measurement

After the Wi-Fi data are cleaned and sorted, the trajectory
between two users can be generated, as shown in Figure 5.
From the semantic trajectory, we can consider the temporal
and spatial information to compose a sequence of time and
place. Tis paper compares the semantic trajectories be-
tween users to determine whether there is a similarity in
behavioral movement patterns in the same time and
proposes that the MA-STS algorithm comprehensively
considers whether the trajectories between users are similar
from more perspectives in semantic trajectory time
(compared with FA-STS proposed by Wang et al. [4]). On
this basis, the binary classifcation problem of machine
learning can be used to train the weights of each algorithm
to determine whether there is an intimate relationship
between users.

Let tra1 and tra2 represent two semantic tracks, re-
spectively; (stopn, tn) is a trajectory point on the semantic
trajectory, where stopn represents a dwell position, that is,
the AP position; and tn is the time when the mobile user
appears in the dwell position stopn, then the two trajectories
tra1 and tra2 are expressed as

tra1 � stop1, t1( 􏼁, stop2, t2( 􏼁 . . . stopn, tn( 􏼁􏼈 􏼉,

tra2 � stop1, t1( 􏼁, stop2, t2( 􏼁 . . . stopm, tm( 􏼁􏼈 􏼉,
(1)

|tra1| and |tra2| are the total length of time at the trajectory
dwelling point, and the FA-STS [4] algorithm is expressed as

FA − STS tra1, tra2( 􏼁 �
LCSS∆T tra1, tra2( 􏼁

tra1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 + tra2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑/2
, (2)

where LCSS is the longest common subsequence of tra1 and
tra2 trajectories calculated. ∆T is the time diference between
trajectory stopping points to determine whether the tra-
jectories are similar to each other, requiring ∆T to be less
than a certain threshold value set. Te setting of the
threshold value can greatly afect the accuracy of user
similarity. In this case, the problem can be solved by using
recursive computation, dividing the problem into smaller
subproblems (i.e., solving for similarity between “prefx”
pairs in a sequence) and using dynamic programming.
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Te prefx is defned as follows:
For a sequence Z� {z1, z2, . . . , zm}, for i � 0, 1, . . . , m,

the ith prefx defning Z is Z� {z1, z2, . . . , zi}. For example,
if Z� {C, M, A, O, C}, then Z4 � C, M, A, O{ }, if
X � < x1, x2, x3, x4, . . . , xm > , Y � <y1, y2, y3, y4, . . . ,

yn > is two sequences and Z � < z1, z2, z3, z4, . . . , zk > is
the common subsequence of the sequence, the analysis can
be obtained as follows:

(1) If Xm � Yn, then Zk � Xm � Yn, and Zk− 1 is an LCSS
of Xm− 1 and Yn− 1

(2) If Xm! � Yn, and Zk! � Xm, then Z is an LCSS of
Xm− 1 and Y

(3) If Xm! � Yn, and Zk! � Yn, then Z is an LCSS of X
and Yn− 1

Terefore, if a two-dimensional array c is used to rep-
resent the LCSS length of the frst i and frst j characters of
the sequence corresponding to X and Y, we can get the
following:

c[i, j] �

0, if i � 0 or j � 0,

c[i − 1, j − 1] + 1, if i, j> 0 andxi � yj,

max(c[i, j − 1], c[i − 1, j]), if i, j> 0 andxi ≠yj,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(3)

In the FA-STS algorithm, if two semantic trajectory
sequences tra1 � (stop1, t1), (stop2, t2) . . . (stopn, tn)􏼈 􏼉,

tra2 � (stop1, t1), (stop2, t2) . . . (stopm, tm)􏼈 􏼉 are entered,
the algorithm saves the value of L[i, j] in an n∗mmatrix L,,
frst calculating the frst row of L from left to right, then
calculating the second row, and so on, calculating the table
entries in the main order. If ∆T is set to three min, given two

semantic trajectories A and B, A� {(apartment 1, 08 : 00),
(canteen 1, 08 : 30), (comprehensive building, 09 :15), (re-
search building, 09 : 55), (canteen 1, 11 : 40)}, B� {(canteen 1,
08 : 20), (laboratory building, 08 : 37), (comprehensive
building, 09 :14), (scientifc research building, 09 : 54),
(canteen 1, 11 : 40)}, the longest common subsequence is
{(comprehensive building, 09 :14), (research building, 09 :
54), (canteen 1, 11 : 40)}, LCS S∆T(A, B) � 3, A and B ob-
tained a trajectory similarity value of 0.6 by the FA-STS
algorithm.

To a certain extent, the FA-STS algorithm can measure
users with the same movement trajectory pattern at the
same time, but after our analysis, we fnd that the FA-STS
algorithm cannot consider the campus network users in
the same time period. In fact, users who do not arrive at
the same point in time and visit the same point in time, but
have the same period of stay, often have an intimate re-
lationship. An example is shown in Figure 6. (C1, C4)
terminal access on AP1 at T1 moment. When T1 changes
to T2, (C1, C2, C3, C4) terminal access on AP1. If sce-
narios similar to this frequently occur among (C1, C2, C3,
C4), we consider it probable that a certain degree of in-
timacy exists between them. Tis is often overlooked in
the way the FA-STS algorithm is calculated. Terefore, in
order to achieve more accurate intimate relationship
judgment, this section proposes another algorithm for
calculating similarity.

If two diferent MAC terminal devices are detected by
the same AP at the same time period, we call it time coincide,
and the more time coincidence, the higher the correlation.
Te online time of the user access to the AP is arranged in
chronological order to form the semantic trajectory of the
user’s movement track. Each user corresponds to a series of

Record

Mobile phone
displacement

data
cleaning

Vendor’s server

FTP Pull

trajectory
analysis

Local server

Figure 3: Wi-Fi data collection system.
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track records containing ((STi, ETi), api). Te trajectory tra1
is shown in

tra1 � ST1,ET1( 􏼁, ap1( 􏼁, ST2,ET2( 􏼁, ap2( 􏼁, . . . , STn,ETn( 􏼁, apn( 􏼁􏼈 􏼉, (4)

canteen
08:00-08:15

classroom
08:20-11:40

dormitory
12:10-13:45

library
14:10-17:25

canteen
17:40-18:05

Figure 5: Example diagram of a semantic trajectory.

Table 2: Geographic location information of wireless access points.

AP_Mac Location
(Record according to AP sequence) Mac address corresponding to AP AP specifc geographical location

Table 3: Student number and equipment information.

User_id Device_Mac
(According to the online time record) Student number Mac address of the device connected to the wireless AP
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Figure 4: Te number of campus network access.
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Figure 6: Location-based intimacy.
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where api is the location where the terminal is connected to
the MAC, and (STi, ETi) is the start time and end time of the
terminal in api connection. Tis section measures similarity
by the proportion of time periods that coincides in the two
trajectories to the total duration. Te similarity algorithm
between the two terminals is expressed as

sim1i,j �
􏽐aplen(overlap(I(i), I(j)))

􏽐aplen(I(i)) + len(I(j))􏼐 􏼑/2
. (5)

Among them, overlap() is used to calculate the time
coincidence interval in the same access point, len () is the
long coincident time, I(i), I(j) is the online time of the two
devices on the access point, in order to better show the
similarity relationship between users, the algorithm also only
believes that there may be an intimate relationship if the
threshold exceeds the set value. If ∆T is set to 6min, given
two semantic locusals P and Q, P� {((08 : 00, 08 :10),
apartment 1), ((08 : 30, 09 :10), canteen 1), ((09 :15, 09 : 40,
comprehensive building), ((09 : 55, 11 : 37), research build-
ing), ((11 : 40, 12 :10), canteen1)}, Q� {((08 : 22, 08 : 37),
canteen 1), ((08 : 40, 09 :10), laboratory uilding), ((09 : 40,
09 :19), comprehensive building), ((09 : 54, 11 : 35), scientifc
research building), ((11 : 40, 12 :10), canteen 1)}, the co-
incident time is {((09 : 54, 11 : 35), scientifc research
building), ((11 : 46, 12 :10), canteen 1)}, overlap (P, Q) � 125
(min), P andQ through the position correlation algorithm to
obtain the trajectory similarity value of 0.78, see algorithm 1
for detailed steps. To calculate the coincident time period
algorithm between the two trajectories, frst iterate the
trajectories sorted in chronological order, determine
whether the end time of the tra2 time interval is less than the
start time of tra1, whether the start time of tra2 time interval
is greater than the end time of tra1, and if the conditions are
met, the corresponding trajectory with a small start time
value takes the time interval later; If there is a coincident
interval, the time diference between the coincident interval
is taken.

5. User Social Relationship Analysis and
Model Evaluation

Since there is some ambiguity in our Wi-Fi data, they ignore
the number of common items betweenmoving objects in the
coincident time period. As shown in Table 4, FA-STS (A,
C)� 0.03, Sim1 (A, C)� 0.44, they may get high similarity
even with few common items. In fact, A and C have only one
identical stay interval, and there is no close relationship. For
example, Sim1 (A, B)� 0.17, the similarity value is very
small, but FA-STS (A, B)� 0.35, the common items are
relatively large consistent with the expected close relation-
ship judgment.

In order to solve this problem, we propose to use (6) to
consider the similarity of common terms of nonrepeating
locations in the coincident interval.

sim2i,j �
􏽐apcount(overlap(I(i), I(j)))

􏽐apunique(I(i)) + unique(I(j))􏼐 􏼑/2
. (6)

In this algorithm, count () calculates the number of
overlapping interval locations between two users. It
should be noted that in order to better measure the
similarity accuracy between fuzzy data, AP needs to
remove the duplicate value, and unique () is to remove the
duplicate value of the user’s stay area. Tat is, the ratio of
the total number of nonrepeating aps in the coincidence
interval and the average sum of nonrepeating aps in the
two tracks.

Terefore, based on the above three similarity algo-
rithms, MA-STS (multiangle algorithm for semantic tra-
jectory) algorithm can be defned in the following:

MA − STS � w1 × FA − STS tra1, tra2( 􏼁 + w2 × sim1i,j

+ w3 × sim2i,j,

(7)

where w denotes the weight proportion of the three dif-
ferent similarity algorithms, and the training process of the
weights will be introduced in detail in the next section.
After three diferent similarity algorithms train diferent
weight values, the similarity score ratio will be obtained to
predict whether there is an intimate relationship
between users.

Each two semantic trajectory will be evaluated by the
above three similarity algorithms to obtain the similarity
scores of diferent angles. As shown in Figures 7 and 8, the
X-axis represents the ratio of the longest common sub-
sequence obtained by FA-STS algorithm, the Y-axis rep-
resents the time cumulative ratio of the coincidence
interval, and the Z-axis represents the ratio of the non-
repeating AP common item of the coincidence interval.Te
blue triangle is the presence of intimacy, and the red dot is
the relationship between strangers. As can be seen from the
fgure, blue graphics are mostly distributed in spaces with
small values of the X-axis, while red patterns are distributed
in diferent spaces according to diferent values of X, Y and
therefore, we propose a binary problem training model to
carry out weighted classifcation of these similarity
algorithms.

Binary classifcation problems are often used to solve
problems where the output is 0 or 1, in our case, close
relationship. Among them, we provide 1500 pairs of known
close relationships of users through volunteers, which are
divided into 1300 pairs of training sets and 200 pairs of
testing sets. Each pair of users can obtain similarity scores of
three diferent values through the above similarity algo-
rithm. Terefore, we take the three-in-one-out neuron
learner shown in Figure 9 to process the data, and the
network includes an input layer, a hidden layer, and an
output layer.

Te input layer of the training set has three character-
istics as

T � x1, y1, z2( 􏼁, x2, y2, z2( 􏼁, . . . xm, ym, zm( 􏼁􏼈 􏼉. (8)

Since the input layer has three features, the length ofW is
1∗ 3, and the weight matrix is expressed as
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W � w1,1, w1,2, w1,3􏼐 􏼑,

w1,i �
1
N

, i � 1, 2, 3.

(9)

B has length 1∗ 1, the number of rows is always the same
asW, and the number of columns is 1, which is expressed by

B � b1,1􏼐 􏼑. (10)

Te expression of the output layer is

Enter trajectory tra1, trajectory tra2
Output the ratio of the total time spent on Mac online during the overlapping time period of tra1 and tra2

(1) m� len (Time (tra1)), n� len (Time (tra2)), l� k� 0
(2) if m and n:
(3) while True:
(4) if l>�m && k>� n then
(5) break
(6) if tra2 [k].time [1]<� tra1 [l].time [0] then
(7) k ++
(8) continue
(9) elif tra2 [k].time [0]>� tra1 [l].time [1] || tra2 [k].time [1]>� tra1 [l].time [1] then
(10) l ++
(11) if tra1.pos� � tra2.pos then
(12) time_stamp←max (tra2 [k].time [0], tra1 [l].time [0])− min (tra2 [k].time [1], tra1 [l].time [1]).total_seconds ()
(13) associated_time +� time_stamp
(14) end if
(15) end while
(16) return (associated_time/(m+ n/2))

ALGORITHM 1: Calculate the coincident time period algorithm of the trajectory.

Table 4: Examples of diferent algorithms and common entries
for users.

Moving objects FA-STS Sim1 Public items Intimate relations
(A, B) 0.17 0.35 3 1
(B, C) 0.12 0.43 1 0
(C, A) 0.03 0.44 1 0
(D, A) 0.46 0.24 4 1
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Figure 7: 3D scatter plot of similarity scores.
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Figure 8: Rotated 45° similarity score 3D scatter plot.
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Figure 9: Binary classifcation problem-three in and one out
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Z � W1,1 ∗X1 + W1,2 ∗X2 + +W1,3 ∗X3 + B,

A � Sigmoid(Z).
(11)

Te binary cross entropy loss function is defned as (12),
and the way of classifcation is determined by the threshold
of A

J � − [Y lnA +(1 − Y) ln(1 − A)]. (12)

In the case of binary classifcation in this paper, positive
examples are marked as 1 while negative examples are
marked as 0 when we label samples as

Y � Y1 Y2 . . . Ym( 􏼁 � (1 1 0 . . . 1). (13)

We fnd the optimal weight solution through the way of
back propagation decline of the neural network, so the
gradient of W is derived as

zJ
zW

�
zJ
zA

zA
zZ

zZ
zW

�
A − Y

A(1 − A)
. A(1 − A).X

T
� (A − Y)X

T
.

(14)

Te detailed work fow of training classifcation model
algorithm combined with AdaBoo algorithm is shown in
Algorithm 2:

After randomly initializing the connection weight and
threshold value in the network, the weighted error of each
round is calculated in the ffth line. If the error is too large
and unsatisfactory, the weight value is reset. After the
continuous iterative update of the data connection weight,
the loss rate and accuracy of the data operation result are
shown in Figures 10 and 11, respectively. In the process of
training, due to the excessively small data set, underftting
occurred at the beginning, so we tried to increase the data
quantity of training set and adjust the data quantity batches
of test set to improve the test efect. Te evaluation results of
binary AUC model are shown in Figure 12. As can be seen
from the efect in the fgure, our training accuracy reaches
0.95, indicating that the similarity algorithm is very feasible
for judging the intimacy between two users.

6. Experiments

6.1. MA-STS vs. FA-STS. To verify the accuracy of the
MA-STS algorithm in measuring user closeness relation-
ships, we compared it with the existing FA-STS algorithm
using Wi-Fi data rather than GPS positioning data. Te
experimental data included 1500 pairs of users with known
intimacy relationships provided by volunteers. Te algo-
rithm judged whether there was an intimacy relationship
between users, and was considered correct if it matched the
user’s actual intimacy. We varied the threshold settings to
infuence the results and conducted experiments using
diferent threshold settings. Figure 13 shows the experi-
mental results for both algorithms.

As can be seen from Figure 13, the MA-STS algorithm is
signifcantly more accurate than the FA-STS algorithm
under the same sample test. When the threshold is set at
about 3minutes, the accuracy of the algorithm is relatively

high, because if the threshold is set too short, the data result
will be misjudged, but when the time is set too long, it is
equivalent to only considering the infuencing factors of
geographical location when judging the trajectory, which
will also lead to misjudgment of the data result. In summary,
although the calculation process of theMA-STS algorithm in
this paper is more complicated, it is more accurate than
other algorithms in determining whether there is an in-
timacy relationship between users.

6.2. Social IntimacyAuthenticity Test CombinedwithDecision
Tree Model. Using MA-STS, we can detect intimate re-
lationships among campus network users by examining
similarity score values across diferent time periods and
places, particularly among classmates, romantic partners,
and friends. In this section, we experimentally predict the
relationships between nonstranger users as classmates, ro-
mantic partners, or friends, and compare them with actual
relationships to verify the accuracy of our proposed social
intimacy analysis algorithm.

In terms of time characteristics, according to the com-
mon time schedule on campus, we can divide the time
period into three types: Monday to Friday class time (7 :
00–18 : 00); Monday to Friday break time (18 : 00–24 : 00);
and weekend time (7 : 00–24 : 00).

In terms of location characteristics, we categorized lo-
cations based on the distribution of access points and
campus network Wi-Fi data into four types: teaching
buildings, dormitories, research buildings, and libraries.
Undergraduates frequently use academic buildings, dor-
mitories, and libraries, while graduate students spend most
of their time in research buildings. To improve the accuracy
of our experiments, we analyzed the data of undergraduates
and graduates separately.

Using the intimacy dataset from the previous chapter, we
obtained 1500 pairs of users with known social relationships
through volunteer participation. Figures 14–16 display the
average similarity score ratio based on time and location
characteristics. Our analysis indicates that classmate re-
lationships are more prevalent during class time and in
teaching buildings, while couple relationships tend to occur
more frequently on weekends and in libraries or research
buildings. Friendships occur evenly across diferent times
and places. We used a decision tree model to classify social
relationships based on changes in similarity scores across
diferent features.

In order to analyze social relationships based on simi-
larity scores, we propose an information gain ratio C4.5
algorithm based on decision tree classifcation technology,
that is, use information gain ratios to select diferent features
and the next node. Information entropy usually measures
the uncertainty probability of a sample, and the more un-
certain and chaotic the standard value, the greater the en-
tropy value and its calculation is as follows:

Entropy(D) � 􏽘

|y|

k�1
pk log

2
pk, (15)
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pk is the proportion of the current sample to the whole
sample. In order to have an ideal decision tree training
information efect, it is necessary to reasonably select the
features that distinguish the nodes in order to recursively
construct the correct decision tree layer by layer. Generally,
in the process of construction, the size value of the in-
formation gain is used for the selection of features, expressed
as the diference between the front and back entropy, i.e.,
information gain�Entroy (front)-Entroy (back), the for-
mula is expressed as.

g(D, A) � E(D) − E(D|A). (16)

However, the information gain value tends to prefer
features that take more values. Te certainty of the sample
can be better estimated by multiplying the information
gain by a penalty parameter, which is the inverse of the
entropy of the data set D using feature A as a random
variable as

gR(D, A) �
g(D, A)

EA(D)
. (17)

Combining the above information, we propose the
following algorithm for constructing a decision tree model
Algorithm 3:

To construct a decision tree, the algorithm requires input
training datasets, feature values, and thresholds. Starting
from the root node, the information gain ratio of all features
is calculated, and the feature with the maximum information
gain ratio is used to create child nodes. Te algorithm is
called recursively until all feature information gain ratios are
small or there are no features to select. Te completed
decision tree is then used to predict social relationships.
Table 5 displays characteristic values for graduate students in
relationships as couples, classmates, and friends and mea-
sures students’ behavior using eight indicators. Gender
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Figure 10: Dataset loss rate.
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Input training set D� (xk, yk)􏼈 􏼉
m
k�1;

learning rate η
process:

(1) Initialize all connection weights and thresholds in the network randomly in the range (0, 1)
(2) while
(3) for all (xk, yk) ∈ D do
(4) Te gradient term of neurons in the output layer is calculated according to equation (14) gi

(5) εi � 1/N[􏽐jwjI(Di(xj)≠yj)]

(6) if εi > 0.5 then
(7) w← {wj � 1/N|j � 1, 2, . . . , N}
(8) i� i− 1
(9) break
(10) end if
(11) Te gradient term of hidden layer neurons was calculated according to equation (14) eh

(12) end for
(13) until Meet the stop condition
(14) Output: connection weights with thresholds determined by the neural networks

ALGORITHM 2: Training classifcation model algorithm.

International Journal of Intelligent Systems 11



classmates romantic partners friends

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0

weekday:
classtime
weekday:
rest time
weekend

time feature

Figure 14: Average similarity scores by time.

1 2 3 5 10 20 30 60
threshold (min)

FA-STS Algorithm
MA-STS Algorithm

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

co
rr

ec
t r

at
e

Figure 13: Comparison of accuracy of trajectory similarity algorithms.

1.0

0.8

0.6

0.4

0.2

0.0

Tr
ue

 P
os

iti
ve

 R
at

e

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

Keras AUC = 0.95

Figure 12: Te AUC model evaluates the efect.

12 International Journal of Intelligent Systems



Enter Training Set D, Eigenvalue A, Treshold ε
Process:

(1) while (Te decision tree does not classify all the examples correctly)
(2) According to equations (3)-(4), we get the attribute At of the instance contained in D that best distinguishes from A
(3) Dt is the dataset that reaches node t
(4) if gr < ε
(5) At is marked as leaf nodes for most of class C
(6) else
(7) Splitting Dt into smaller subsets, At is not a leaf node
(8) end if
(9) end while
(10) return: decision tree

ALGORITHM 3: Training decision tree model algorithm.
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Figure 16: Average similarity scores for graduate students by location.
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information is obtained from the student ID in the data
system.

In our experiments, the samewas divided into a training set
of 1300 pairs used to construct the decision tree and a test set of
200 pairs used to evaluate the accuracy of the predictionmodel.
As can be seen from Figure 17, based on the social closeness
analysis algorithm proposed in this paper, the decision tree
model can efectively determine the social relationship between
two students with a correct rate of 94% in the training set and
85.8% in the testing set.Te accuracy rate of friends, classmates,
and strangers in the training set was above 90%, and in the
testing set, the accuracy rate of friends and classmates was 95%,
while the accuracy rate of romantic partners was 67.4%. Tis
further confrms the practical value of the social intimacy
analysis algorithm proposed in this paper.

7. Conclusions

Tis paper proposes the multiangle semantic trajectory
similarity (MA-STS) algorithm to calculate user intimacy,
which consists of three similarity algorithms. Te frst
considers users arriving at the same access point at the same
time with high frequency as similar; the second calculates the
time period overlap between two users at the same location;
and the third calculates the ratio of users visiting diferent
locations to solve geographical ambiguity in campus net-
work data. Experiments showMA-STS outperforms FA-STS

in accuracy, and predictions of social relationships (friends,
classmates, or romantic partners) using MA-STS are also
highly accurate when combined with volunteer survey data.
However, due to the complexity of human social behavior,
there is still room for improvement in inferring intimacy and
relationship types.
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Table 5: Feature values.

Teaching buildings Research building Dormitory Library Monday to Friday class
time

Closed from Monday to
Friday Weekend Gender
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