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In this paper, a collaborative control method of transmission amplitude and phase for transmitarray antenna (TA) design is
proposed. In this proposed method, one of the most popular hypersurface fitting models, Gaussian stochastic process (GP)
model, is utilized to construct an accurate surrogate model. Following this implementation, a mapping relationship between
structural parameters of TA unit cell and its transmission amplitude and phase is established. The most advantage of this
method is its applicability for general TA designs because it is much difficult to control the amplitude and phase of unit cell
independently through adjusting separate structural parameters. To verify the high efficiency of the proposed method, three
TA antennas with different scanning angles are designed to obtain high sidelobe suppression level. Measured results show that
the proposed collaborative control method of amplitude and phase is much promising for high sidelobe suppression level in
TA designs.

1. Introduction

A transmitarray (TA) antenna typically consists of a focal
source and an array of TA unit cells, where each unit cell
provides a certain transmission phase shift to compensate
for the different path lengths from the focal source [1–3].
TA antenna achieves desired radiation characteristics
through converting the incident wave from the focal source
into an expected outgoing wave. In the past decades, TA
antennas have received more and more attention because
of its advantages derived from both lens antennas and
microstrip arrays, such as high gain, flexible radiation per-
formances, low profile, light weight, simple processing tech-
nology, cheap fabrication cost, and no insertion loss caused
by the feeding network of phased array [1]. Unfortunately,
like microstrip phased arrays, TA designs still suffer from
some urgent problems, such as limited bandwidth, low side-
lobe suppression level (SLL), and low aperture efficiency.

In most TA designs, a unit cell with transmission phase
range of more than 300° and transmission magnitude as high

as possible is usually necessary to obtain enough design free-
dom and low insertion loss [2, 3]. In these designs, only
phase distribution had been assigned to synthesize the
required radiation performances, and SLL of less than
12 dB at boresight direction had been obtained, which could
not satisfy requirements in many applications, such as radar
systems and mobile communication systems. In order to
improve SLL and increase degree of freedom, both transmis-
sion magnitude and phase had been optimized in [4–7]. In
these designs, it is expected to independently control trans-
mission magnitude and phase through adjusting different
structural parameters, respectively. Meanwhile, transmission
magnitude and phase should be “decoupled” [7]. Unfortu-
nately, it is hard to absolutely independently control (i.e.
“decouple”) magnitude and phase. That is, phase could be
adjusted through changing one structural parameter, while
magnitude might also be varied, and vice versa. In addition,
in these designs, large variation regions of transmission
magnitude and phase are determined as [0, 1] and [0°,
360°], which extremely increases the design difficulty of TA
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unit cell. Therefore, a collaborative control method of trans-
mission magnitude and phase of unit cell is in much demand
for TA designs.

For the aforementioned problem, a method for accu-
rately predicting the transmission magnitude and phase of
a given structural parameters of TA unit cell could provide
an efficient solution, which is called surrogate model. Surro-
gate model, also known as response surface model, is a sim-
plified mathematical representation for approximating a
complex real-life system or process [8–12]. The main advan-
tage of surrogate model is its rapid and reliable predictions
for the transmission magnitude and phase of TA unit cell
(output variables) according to its structural parameters
(input variables) without extensive and computationally
expensive full-wave electromagnetic (EM) simulations.
Data-driven surrogate models are widely used in microwave
device designs to optimize realized gain [10], scattering
parameters [13, 14], reflection phase characteristics in reflec-
tarrays [15], characteristic impedance [16], and resonant fre-
quency of antenna [17]. There are many kinds of surrogate
models, such as regression models [18], neural networks
[19, 20], support vector machines [21], and Gaussian pro-
cess models [22–24]. Gaussian stochastic process (GP)
model has become one of the most efficient surrogate
models due to its few hyperparameters and high accuracy
[23, 24]. In order to obtain the optimal structural parameters
according to the built GP models, multiobjective evolution-
ary algorithm based on decomposition (MOEA/D) is
employed due to its global and fast searching abilities for
solving the discontinuous, nondifferential, multimodal, and
noisy functions [25].

Following this idea, a collaborative control method of
transmission magnitude and phase of TA unit cell is pro-
posed in this paper. Compared with the existing control
methods in [4–7], the difference is that both transmission
magnitude and phase are optimized simultaneously in this
collaborative control technique, rather than independently
controlling them. The major advantage of this proposed
method is the applicability for general TA unit cell without
decoupling amplitude and phase. The major contributions
of this paper are listed as follows. (1) Compared with the
existing TA design procedures, a new and simple strategy
for TA designs is proposed, which is an inverse design pro-
cess. (2) Compared with the existing TA design methods,
this proposed method is more suitable for general TA unit
cells because it is not necessary to absolutely decouple ampli-
tude and phase which is difficult for most TA unit cell
designs. (3) The proposed method releases the design pres-
sure of the unit cell with transmission magnitude varying
from 0 to 1 and phase varying from 0° to 360° which is much
difficult in practice. The novelties of this work are summa-
rized as follows. (1) A complete and rapid synthesis proce-
dure of TA antenna is proposed by using accurate GP-
based surrogate models, where two GP models are employed
to construct the mapping relationship from the structural
parameters of TA unit cell to its transmission amplitude
and phase, respectively, rather than from amplitude and
phase to structural parameters. (2) This synthesis procedure
could collaboratively control the transmission magnitude

and phase of TA, rather than independently controlling
them. To the best of our knowledge, it is the first work to
propose a collaborative control method of transmission
magnitude and phase of TA.

This paper is organized as follows. Section 2 lists the
working principle of the proposed collaborative control
method of transmission magnitude and phase of TA unit cell
in detail, along with the whole design procedure and some
design guidelines. Section 3 gives some design examples by
using the proposed method. Section 4 concludes this work.

2. Working Principle of Collaborative
Control of Transmission Magnitude
and Phase

In this section, basic working principle of this proposed col-
laborative control method of transmission magnitude and
phase is given. In this method, GP-based surrogate model
is built by using Gaussian stochastic process model [23],
and MOEA/D serves as an optimizer [25]. The organization
relationship of this section is illustrated in Figure 1 for clear
description.

2.1. Gaussian Stochastic Process Model. In a TA design, the
numerical relationship between the structural parameters
of TA unit cell and its transmission magnitude and phase
could be formulated as follows.

y1, y2 = f x1, x2,⋯,xn , 1

where y1 and y2 represent transmission magnitude and
phase, xi i = 1, 2,⋯, n denotes structural parameter, n is
the number of structural parameters, and f is a mapping
from n -dimensional space to two-dimensional space.

In order to build an accurate surrogate model to replace
the complicated and unknown mapping shown in Equation
(1), Gaussian stochastic process model is employed, which is
based on the following assumption. For any x = x1, x2,⋯,
xn , f x is a sample of a Gaussian random variable μ +
ɛ x , where ɛ x is subject to the normal distribution with
σ2 as its variance, i.e., ɛ x ~N 0, σ2 . Therefore, the prior
distribution of f x is Gaussian with mean μ and variance
σ2, that is, f x ~N μ, σ2 .

Given K sample points, xj (j = 1, 2,⋯, K), and their f -
function values (yj1, y

j
2), both mean μ and variance σ2 could

be estimated as

σ̂2 =
y − Iμ TC−1 y − Iμ

K
, 2

σ2 =
y − Iμ TC−1 y − Iμ

K
, 3

where I is a K-dimensional column vector of ones and C is a
K × K matrix in which i, j -element is determined as the
correlation coefficient

ϕtr = ϕin + ϕTA, 4
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where ϕtr = ϕin + ϕTA is the Euclidean distance between xi

and xj. Furthermore, the best linear unbiased predictor of f
x and its mean squared error are calculated as follows.

ϕtr = ϕin + ϕTA, 5

ϕtr = ϕin + ϕTA, 6

where ϕtr = ϕin + ϕTA is the correlation matrix between sam-
ple points and untested point x. Therefore, ϕtr = ϕin + ϕTA

can be regarded as a predictive distribution for f x . Detailed
information about GP model could be found in [23, 24]. For
easy comprehension, in Figure 2, a GP-based surrogate
model is estimated and illustrated by using nineteen samples,
where the mean prediction is shown as the solid line and
the shaded region denotes twice the standard deviation. It
is clearly seen that the predicted values at test points are
equal to actual values with zero deviation, and the confi-
dence interval increases with the increased distance between
the untested points and sampled points.

In practical applications, in order to train the abovemen-
tioned GP-based surrogate model for reflecting the numeri-
cal relationship between the structural parameters of TA
unit cell and its transmission magnitude and phase, the fol-
lowing detailed steps are suggested. The source code for
building GP model could be found in [24].

Step 1 (sampling). Sample K points (i.e., K groups of struc-
ture parameters xj (j = 1, 2,⋯, K)) in design region by using
computer experiment methods, such as hypercubic sampling
method or random selecting method [24]. Each sample
point consists of a vector of all structural parameters of TA
unit cell. Then, obtain their f -function values (yj1, y

j
2) by

using EM simulation software, such as Ansys HFSS or CST
Studio Suite.

Step 2 (hyperparameter estimation). Firstly, calculate the
sample correlation matrix C according to Eq. (4). Secondly,
obtain mean μ and variance σ2 according to Eqs. (2) and
(3). Finally, generate the best linear unbiased predictor of f
x and its mean squared error according to Eqs. (5) and (6).

Step 3 (model accuracy evaluation). In order to evaluate the
accuracy of the trained GP model, either mean squared error
(MSE) or mean absolute error (MAE) is used, which is com-
monly used as performance metric to measure the average
squared difference between the predicted and actual values.
Detailed calculation process for MSE and MAE could be
found in [23, 24]. When MSE or MAE is larger than a preset
threshold, more sample points are necessary, and then,
repeat Steps 1 and 2. By doing this, the calculated hyperpara-
meters, μ and σ2, could ensure the trained GP model to be
accurate enough [26, 27].
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Figure 2: Surrogate model based on Gaussian stochastic process
model.
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Step 4 (predicting). Given a set of structure parameters of
TA unit cell, Eq. (5) gives its predicted transmission mag-
nitude/phase. In practical, two GP models are employed to
predict transmission amplitude and phase, respectively.

2.2. Collaborative Control of Amplitude and Phase of TA
Unit Cell by Using GP Model. Figure 3 illustrates a general
TA configuration consisting of many unit cells. The ampli-
tude and phase generated through TA design are denoted
as Itr and φtr. The amplitude and phase provided by a focal
source are denoted as Iin and φin. The amplitude attenuation
and shifted phase provided by TA unit cell are recognized as

ITA and φTA, respectively. In [4, 28], their relationships are
formulated in the following:

ϕtr = ϕin + ϕTA, 7

φin = −k0 ⋅ r, 8

Iin =
F
r
⋅ U θ , 9

Itr = ITA ⋅ Iin, 10

where k0 is the free-space wavelength, r is the distance
between the feed source and unit cell, U is the radiation

Input: a TA design (i.e., a vector of structure parameters (x1, x2,⋯xn), n is the product of the scale of TA and the number of struc-
tural parameters of unit cell)
Output: its objective function values
Step 1: predict ITA,φTA

For each unit cell of this TA design, predict its transmission magnitude and phase by using GP-based surrogate models according to
Section 2.1. Then, obtain transmission magnitude and phase distribution of this TA design (ITA, φTA).
Step 2: calculate Iin,φin

Given a focal source and its distance to TA aperture F, calculate the amplitude and phase of the incoming wave from the focal source
Iin, φin according to Eqs. (8) and (9).
Step 3: calculate Itr,φtr

Calculate the amplitude and phase generated through TA design according to Eqs. (7) and (10).
Step 4: evaluate objective function values
Firstly, the final transmission magnitude and phase distribution Itr, φtr is used to calculate the overall radiation patterns of this TA
antenna according to radiation pattern multiplication principle [29]. Secondly, the objective functions in [30–33] are suggested to
extract the optimized radiation characteristics, such as main beam direction, antenna gain, half-power beam width, and SLL.

Algorithm 1: Evaluate objective function values of each TA design.

Yes

Start

Initialization: generate
N TA designs randomly

Surrogate
model

Distribution of its
amplitude and phase

Eq. (7)–(10)

Its radiation
performances

Cost
functions

Evaluate its
objective function

Reproduction: generate
N new TA designs

Prediction: evaluating
their objective functions

Update

Stop condition?
No

End

Prediction:

TA design

Eq. (2)–(6)

Final distribution of
amplitude and phase

Pattern
synthesis
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Phase distribution
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TA design
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Figure 4: (a) The proposed design procedure: MOEA/D-DE-GP. (b) Two conventional design methods of TA.
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density, and θ is the angle with respect to the main radiation
direction.

In order to obtain desired radiation performances, ITA,
φTA could be assigned through optimizing the structural
parameters of each unit cell, while the built GP model shown
in the above subsection is expected to provide accurate surro-
gate model during optimization process. The following sub-
section reviews a popular multiobjective optimizer.

In this work, a synthesis procedure of TA antenna based
on mathematical processes rather than pure EM simulations
or engineering techniques is proposed. The synthesis proce-
dure employs MOEA/D to obtain optimum solutions. In this
optimization implementation, it is significantly important to
evaluate the objective function values of a given TA design,
which is the aim of this subsection Algorithm 1.

2.3. Review of MOEA/D. In 2007, Zhang and Li proposed a
new multiobjective optimization framework named as
MOEA/D [25]. In the implementation of MOEA/D, multi-
ple design objectives are composed of several subobjectives,
where each of them is one aggregation of all design objec-
tives by using weight vector. The weight vector could be rec-
ognized as searching direction. Through setting different
weight vectors, population could converge to several globally
optimal solutions in a single run. It is the major advantage of
MOEA/D that it could provide several trading-off candidates
for designer’s selection. Among many variations of MOEA/
D, MOEA/D-DE (MOEA/D combined with differential evo-
lution operators) is much popular. Detailed information
about MOEA/D-DE, along with its source code, could be
found in [25, 34], and its main flowchart is reviewed in
Figure 4(a).

In the past two decades, algorithm performance compar-
isons have verified its fast searching speed, global optimum,
and great algorithm robustness. Moreover, more and more
engineering applications in antenna and microwave compo-
nent have verified the high efficiency of MOEA/D-DE
[30–34]. Therefore, it is believed that MOEA/D-DE com-
bined with GP-based surrogate model (MOEA/D-DE-GP)

could offer a global, parameter-insensitive, fast, and reliable
design method for the collaborative control of transmission
amplitude and phase of TA design.

2.4. Design Procedure ofMOEA/D-DE-GP. In the implementa-
tion of MOEA/D-DE-GP, MOEA/D offers a multiobjective
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Figure 5: The proposed Huygens’ unit cell. (a) Overall configuration and (b) top view (w = 5 2mm, h = 1 5mm, t = 0 2mm, l = 2 1mm).
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optimization framework, DE provides fast and global evolu-
tionary operators, and GP model serves as an accurate surro-
gate model to predict the transmission amplitude and phase
simultaneously for TA unit cell.

The framework of the proposed method is illustrated in
Figure 4(a). For comparison, two general design procedures
of TAs are given in Figure 4(b). A step-by-step design proce-
dure of this proposed method for minimization problems is
listed as follows.

Step 1 (initialization). Generate N TA designs randomly, and
each of them is described to be x1, x2,⋯xn , where n is the
product of the scale of TA and the number of structural
parameters of unit cell. These N TA designs compose an ini-
tialized population.

Step 2 (reproduction). For each TA design, its offspring
could be generated by using DE operators according to the
neighbourhood of this TA design. The detailed procedure
of DE operators could be found [25, 34].

Step 3 (prediction). In order to evaluate the fitness value of
the newly generated offspring, prediction based on GP-
based surrogate model is conducted. Compared with those
successful applications in [30–33], it is the major advantage
of MOEA/D-DE-GP that objective function could be calcu-
lated rapidly through surrogate model, rather than expensive
EM simulation. The detailed prediction process is given as
follows. Firstly, a surrogate model is built according to Equa-
tions (2)–(6). Secondly, ITA, φTA assignment of the off-
spring x1, x2,⋯xn is predicted according to the built
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surrogate model. Thirdly, Itr, φtr assignment is derived
according to Equations (7)–(10). Then, the radiation perfor-
mances of this TA design are obtained according to pattern
synthesis method. Finally, its objective function is evaluated.

Step 4 (update). When the fitness value of the offspring is
smaller than its parents, update it. Otherwise, give up it.

Step 5 (stop condition). When stop condition is satisfied,
stop. Otherwise, go to Step 2. Usually, stop condition is set
as the maximal iteration times.

It should be noteworthy that the only difference between
original MOEA/D-DE and this proposed MOEA/D-DE-GP
is Step 3; that is, the objective function values are evaluated
by using the predicted amplitude and phase of each unit cell
of TA according to the trained GP-based surrogate models,
rather than expensive computer simulation and physical
experiment. Therefore, it could extremely save computa-
tional time and thus provides a highly efficient design proce-
dure, which could be verified in Section 3.3.

In this implementation, it is much important to ensure
the accuracy of the trained GP-based surrogate models.
Therefore, it is necessary to verify the model accuracy before
using this proposed method.
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2.5. Advantages of This Proposed Method. Following the
aforementioned design procedure, the advantages of this
proposed method are summarized as follows.

(1) This method provides a novel design procedure
through constructing the mapping relationship from
structural parameters of TA unit cell to its transmis-
sion amplitude and phase, rather than from amplitude
and phase to structural parameter. Therefore, it makes
it possible to realize collaborative control of amplitude
and phase through optimizing structural parameters

(2) The proposed design method has more universal
applicability for TA designs, because it is not neces-
sary to decouple transmission amplitude and phase,
which is much difficult for most TA designs

(3) This optimization method extremely saves computa-
tional time because cost function is evaluated by using
the predicted surrogate model, rather than expensive
computer simulation and physical experiment

(4) It has fast design speed through introducing multi-
objective optimization algorithm, based on the fact
that all radiation performances are synthesized
simultaneously and multiple structural parameters
are optimized by using state-up-to-date operators
without abundant parameter sweep

3. Three TA Designs

In order to verify the high efficiency of this proposed
method, three TA designs with different scanning angles

are designed to obtain high sidelobe suppression level. Con-
sidering its simple structure and wide phase range, a Huy-
gens’ structure is proposed to serve as a basic unit cell of
these TA designs.

3.1. Huygens’ Unit Cell. A new Huygens’ structure configura-
tion is illustrated in Figure 5. It consists of two E-shaped
metal strips with the same structure dimensions and oppo-
site directions. The two E-shaped metal strips are etched
on two sides of one F4B printed circuit board. The substrate
has dielectric constant of 2.2 and thickness of 1.5mm. Com-
pared with the Huygens’ structure proposed in [2], this

(a)

Top side

Bottom side

(b)

Figure 10: Transmitarray prototypes.
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proposed unit cell has simpler structure and less structural
parameters to provide 360° phase range.

In this paper, a commercial simulation software, Ansys
HFSS 2021, is utilized to simulate the transmission coeffi-
cients of the proposed unit cell with periodic boundary con-
dition and Floquet port excitation. The incident wave is set
to be polarized along x-axis and propagated along the posi-
tive z-axis. In order to illustrate its working mechanism, an
evolution process of the surface current distribution at
20GHz is illustrated in Figure 6. It is observed from
Figure 6 that, at T = 0 and π, opposite current directions at
the overlapping regions between top and bottom strips are
equivalent to three magnetic dipoles. Three electric dipoles
are obtained at T = π/2 and 3π/2. Therefore, the proposed
structure could serve as a Huygens’ unit cell.

Figure 7 illustrates both transmission amplitude and
phase versus structural parameters, a and b. It is observed
from Figure 7 that no matter how a changes from 2.4mm
to 4.4mm, 360° transmission phase shift could be obtained
through varying b from 0mm to 4.4mm. Transmission
amplitude varies from 0.1 to 0.95. The design space of trans-
mission amplitude and phase is 0 1, 0 95 × 0°, 360° .
Therefore, this structure could provide enough degree of
freedom in terms of amplitude attenuation and phase shift.

3.2. Accuracy of GP-Based Surrogate Model. In this paper,
two GP models are employed to predict transmission ampli-
tude and phase, respectively. Hypercubic sampling method
is used to generate 900 training data, where structural
parameters a and b are sampled with equal interval. In addi-
tion, another 800 data are used as test data to verify the accu-
racy of the trained surrogate models.

Figure 8 lists the comparison results in terms of trans-
mission amplitude and phase. Great agreement between

fitted values and true values is observed from Figure 8. Actu-
ally, the MAEs of these two GP models are 0.036 and 0.007,
respectively. The probabilities of the true values being in the
prediction interval are 0.980 and 0.964, respectively.

Therefore, it could be concluded that the trained GP-
based surrogate models could predict the true transmission
amplitude and phase accurately.

3.3. Three TA Designs. Three TA designs with scanning
angles of θ = 0°, 30°, and 60° (denoted as designs I, II, and
III) are designed in this section. Each TA has 20 × 20 unit
cells, and the element spacing is set as 0.43λ (λ: the free-
space wavelength at 20GHz). By using the proposed
MOEA/D-DE-GP, required amplitude and phase distribu-
tion are obtained and shown in Figure 9.

All TAs are fabricated and tested in Figure 10. During
measurement, a linearly polarized horn with 90° half-
power beam width (HPBW) is used to feed the designed
TAs, respectively, and the focal distance F is set as 3λ to
ensure the whole TA could be well excited [4, 28].

Both measured and simulated radiation patterns are
shown in Figure 11. From Figure 11, great agreement
between simulation and measurement results is observed.
Measured SLLs of these designs are lower than 19.5 dB,
17.4 dB, and 11.2 dB, respectively. It should be noticed that
the measured SLL at boresight direction is 7.5 dB higher than
general 12 dB. In addition, comparisons with some state-up-
to-date TA designs are listed in Table 1. When scanning
angle is equal to 0°, compared with [35, 36], design I in this
work has a maximum SLL. When scanning angle is around
30°, compared with [37, 38], design II in this work also pre-
sents a maximum SLL. Therefore, these TAs have higher
sidelobe suppression levels by using the proposed collabora-
tive control method of transmission amplitude and phase.

Table 1: Comparisons with some state-up-to-date TA designs.

Design
Frequency
(GHz)

Array
scale

Layer
number

Overall size
(λ3)

Amplitude
control

Phase
control

Amplitude and
phase control

Gain
(dBi)

SLL
(dB)

[35] θ = 0° 10 15 × 15 3 5 × 5 × 2 75 N Y — 18.9 14.3

[36] θ = 0° 10 15 × 15 1 7 5 × 7 5 × 5 37 N Y — 25.4 19

[37] θ = 29° 28 35 × 35 2 9 7 × 9 7 × 5 Y Y Independently 19 16.3

[38] θ = 29 9° 10 13 × 13 1 6 5 × 6 5 × 2 9 Y Y Independently N.G. 14.6

This
work

θ = 0°

20 20 × 20 1 8 6 × 8 6 × 3 Y Y Collaboratively

25.2 19.5

θ = 30° 22.6 17.4

θ = 60° 20.1 11.2

N.G.: not given; Y: yes; N: no.

Table 2: Comparisons of computational time (unit: hours).

Design
NSGA-II-DE MOEA/D-DE Proposed MOEA/D-DE-GP

Mean Std. Mean Std. Mean Std.

I 12.5 0.08 10.7 0.01 6 0.002

II 11.9 0.07 11.7 0.03 6 0.001

III 12.4 0.12 9.3 0.02 6 0.002

Std.: standard deviation.
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In order to verify the high efficiency of this proposed
method, comparisons in terms of computational time with
original MOEA/D in [34] and another popular population-
based computational intelligence method, NSGA-II
(enhanced nondominated sorting genetic algorithm) [39],
are given in Table 2. Based on the fact that all optimization
algorithms are heuristic search algorithms, all of them are
run for 20 times, independently. In the implementations of
both original MOEA/D and NSGA-II, like [32, 33], HFSS
2021 is utilized for objective function evaluation. The com-
putational time for each objective function evaluation con-
ducted on a PC with Intel Core 4@3.5GHz is 0.4 minutes.
All algorithms are implemented through C/C++ and is com-
bined with HFSS through VBScript [32, 33]. Population size
is set as 50. The stop condition is set as the first time when
comparable designs in Table 1 are obtained. All objective
function evaluations in MOEA/D-DE and NSGA-II-DE
(NSGA-II combined with differential evolution operators)
are conducted through full-wave EM simulations, while the
objective function evaluations in MOEA/D-DE-GP are real-
ized by using GP-based surrogate models. It is observed
from Table 2 that MOEA/D-DE-GP takes less and stable
computational time, which is equal to the total EM simula-
tion time of 900 sample points. Therefore, it is concluded
that the proposed method takes less computational time
and has better algorithm stability.

Therefore, it could be concluded that the proposed
MOEA/D-DE-GP could provide a well collaborative control
method of transmission amplitude and phase of transmitar-
ray antenna for sidelobe suppression.

4. Conclusions

In this paper, a collaborative control method of transmission
amplitude and phase is proposed for TA design. In this
method, GP-based surrogate model is trained at first, and
then, MOEA/D-DE-GP serves as an optimizer to obtain
optimal structural parameters of TA. Three TAs with high
sidelobe suppression level are designed, where accuracy of
GP-based surrogate model is verified. It could be concluded
from measured results that the proposed collaborative con-
trol method of amplitude and phase is much promising for
high sidelobe suppression level in TA designs.

Data Availability

The source codes of GP model used to support the findings
of this study are available from the corresponding author
upon request after publication of this article.
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