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ABSTRACT. The purpose of this paper is to define the continuous Jacobi transform as an extension of the discrete Jacobi transform. The basic properties including the inversion theorem for the continuous Jacobi transform are studied. We also derive an inversion formula for the transform which maps $L^{1}\left(R^{+}\right)$into $L_{w}^{2}(-1,1)$, where $w(x)=(1-x)^{\alpha}(1+x)^{\beta}$.
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1. INTRODUCTION.

This paper is directed to specialists in the theory and applications of integral transforms. However, familiarity with reference [1,2] would be useful for non-specialists interested in the paper.

Debnath [3-4] first studied the theory of the discrete Jacobi transform with applications to physical problems described by differential equations including the problem of heat conduction in a finite domain with variable thermal conductivity.

The purpose of this paper is to define the continuous Jacobi transform, study its basic properties and develop an inversion theorem. The continuous Jacobi
transform generalizes, on the one hand, the continuous Legendre transform studied by Butzer, Stens and Wehrens [5] and on the other, the discrete Jacobi transform studied by Debnath [3]. The study of such transforms is interesting in its own right as well as in their applications to boundary value problems and in sampling theory.

The paper is divided as follows. Section two includes some facts of the hypergeometric function and basic relations that hold for the Jacobi transform of the first kind. Section three is devoted to the definition of the continuous Jacobi transform and the study of its basic properties. Moreover, in the same section, we derive an inversion formula for the transform.

## 2. PRELIMINARIES

In this section we discuss the basic background material necessary for the development of the continuous Jacobi transform.

Let $\mathrm{a}, \mathrm{b}, \mathrm{c}$ be real numbers such that $\mathrm{c} \neq 0,-1,-2, \ldots$. Then the hypergeometric function

$$
\begin{equation*}
F(a, b ; c ; z)=\sum_{k=0}^{\infty} \frac{(a)_{k}(b){ }_{k}}{(c)_{k} k!} z^{k},|z|<1, \tag{2.1}
\end{equation*}
$$

is absolutely and uniformly convergent on each compact subinterval of ( $-1,1$ ). Moreover, the series converges at $z=-1$ and $z=1$ provided that $c-a-b+1>0$ and $c-a-b>0$ respectively. In particular,

$$
\begin{equation*}
\lim _{z \rightarrow 1^{-}} F(a, b ; c ; z)=F(a, b ; c ; 1)=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} \tag{2.2}
\end{equation*}
$$

We remark that the gamma function, whenever used, is a well-defined function of its argument.

The hypergeometric function (2.1) satisfies the following contiguous relations (see [6], [7]) which will be used throughout the sequel and are stated for the sake of completeness.

$$
\begin{align*}
& F(a, b ; c ; z)=(1-z)^{c-a-b} F(c-a, c-b ; c ; z) ;  \tag{H1}\\
& F(a, b ; c ; z)=(1-z)^{-a} F\left(a, c-b ; c ; \frac{-z}{1-z}\right) \tag{H2}
\end{align*}
$$

$$
\begin{align*}
& a F(a+1, b ; c ; z)=b F(a, b+1 ; c ; z)-(b-a) F(a, b ; c ; z) ;  \tag{H3}\\
& (c-b) z F(a, b ; c+1 ; z)=c F(a-1, b ; c ; z)-c(1-z) F(a, b ; c ; z) ;  \tag{H4}\\
& (c-a-b) F(a, b ; c ; z)=(c-b) F(a, b-1 ; c ; z)-a(1-z) F(a+1, b ; c ; z) ;  \tag{H5}\\
& (c-a-b) F(a, b ; c ; z)=(c-a) F(a-1, b ; c ; z)-b(1-z) F(a, b+1 ; c ; z) ;  \tag{H6}\\
& \frac{d^{n}}{d z^{n}} F(a, b ; c ; z)=\frac{(a)_{n}(b)_{n}}{(c)_{n}} F(a+n, b+n ; c+n ; z) . \tag{H7}
\end{align*}
$$

The Jacobi function, $p_{\lambda}^{(\alpha, \beta)}(x)$, of the first kind is defined by

$$
P_{\lambda}^{(\alpha, \beta)}(x)=\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)} F\left(-\lambda, \lambda+\alpha+\beta+1 ; \alpha+1 ; \frac{1-x}{2}\right), x \varepsilon(-1,1],
$$

where $\alpha, \beta>-1, \lambda \varepsilon \mathbf{R}$ and $\lambda+\alpha+1 \neq 0,-1,-2, \ldots$. We note that if $-1<\beta<1$, then $P_{\lambda}^{(\alpha, \beta)}(x)$ is well-defined at $x=-1$.

Since $P_{\lambda}^{(\alpha, \beta)}(x)=\frac{\Gamma(\alpha-\lambda+1) \Gamma(\lambda-\alpha-\beta)}{\Gamma(1-\lambda) \Gamma(\lambda-\beta)} P_{\lambda-\alpha-\beta-1}^{(\alpha, \beta)}(x)$, we may restrict ourselves, throughout the paper to the case $\lambda \geq-\frac{\alpha+\beta+1}{2}$. The function $P_{\lambda}^{(\alpha, \beta)}(x)$ satisfies the differential equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}+(\beta-\alpha-(\alpha+\beta+2) x) y^{\prime}+\lambda(\lambda+\alpha+\beta+1) y=0 \tag{2.3}
\end{equation*}
$$

We derive in the following lemmas basic relations that hold for the function $P_{\lambda}^{(\alpha, \beta)}(x)$ and are essential in the study of the transform. We note that most of these relations are generalizations of the case when $\lambda \varepsilon P$, where $P$ is the set of non-negative integers.

LEMMA 2.1. For any $x \in(-1,1]$ and any $\lambda \geq-\frac{\alpha+\beta+1}{2}$, the following relations hold
(i) $\quad\left(1-x^{2}\right) \frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(x)=\left(\frac{\lambda(\alpha-\beta)}{2 \lambda+\alpha+\beta}-\lambda x\right) P_{\lambda}^{(\alpha, \beta)}(x)+\frac{2(\lambda+\alpha)(\lambda+\beta)}{2 \lambda+\alpha+\beta} P_{\lambda-1}^{(\alpha, \beta)}(x)$;
(ii) $\frac{d}{d x}\left((1-x)^{\alpha+1}(1+x)^{\beta+1} \frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(x)\right)=-\lambda(\lambda+\alpha+\beta+1)(1-x)^{\alpha}(1+x)^{\beta} P_{\lambda}^{(\alpha, \beta)}(x)$;
(iii) $P_{\lambda}^{(\alpha, \beta)}(1)=\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}$;
(iv) $\frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(1)=\frac{\lambda(\lambda+\alpha+\beta+1) \Gamma(\lambda+\alpha+1)}{2 \Gamma(\alpha+2) \Gamma(\lambda+1)}$.

PROOF. (i) Applying (H2), we may write $P_{\lambda}^{(\alpha, \beta)}(x)$ as

$$
P_{\lambda}^{(\alpha, \beta)}(x)=\frac{\Gamma(\lambda+\alpha+1)}{I^{\prime}(\alpha+1) \Gamma(\lambda+1)}\left(\frac{1+x}{2}\right) \lambda F\left(-\lambda ;-\lambda-\beta ; \alpha+1 ; \frac{x-1}{x+1}\right) .
$$

Differentiating this expression, we obtain by (H7)

$$
\begin{gathered}
\frac{\mathrm{d}}{\mathrm{dt}} P_{\lambda}^{(\alpha, \beta)}(x)=\frac{\lambda}{2}\left(\frac{x+1}{2}\right)^{-1} P_{\lambda}^{(\alpha, \beta)}(x)+\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)} \frac{\lambda(\lambda+\beta)}{2(\alpha+1)} \times \\
\left(\frac{x+1}{2}\right)^{\lambda-2} F\left(1-\lambda, 1-\lambda-\beta ; \alpha+2 ; \frac{x-1}{x+1}\right) .
\end{gathered}
$$

By means of (H4) and (H6), the last term can be written as a combination of $F\left(1-\lambda, 1-\lambda-\beta ; \alpha+1 ; \frac{x-1}{x+1}\right)$ and $F\left(-\lambda,-\lambda-\beta ; \alpha+1 ; \frac{x-1}{x+1}\right.$ ) which reduce to $P_{\lambda-1}^{(\alpha, \beta)}(x)$ and $P_{\lambda}^{(\alpha, \beta)}(x)$ respectively.

Formula (ii) follows from differentiating the left-hand side and then using (2.3). The evaluations of (iii) and (iv) are immediate.

LEMMA 2.2. For any $x \in(-1,1]$ and $\lambda \geq-\frac{\alpha+\beta+1}{2}$, we have
(i) for $-1<\beta \leq 0,\left|P_{\lambda}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}+M(\lambda, \alpha, \beta) \log \frac{2}{1+x}$
(ii) for $\beta \geq 0,\left(\frac{1+x}{2}\right) \beta\left|P_{\lambda}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}+M^{\prime}(\lambda, \alpha, \beta) \log \frac{2}{1+x}$
where $M(\lambda, \alpha, \beta)$ and $M^{\prime}(\lambda, \alpha, \beta)$ are constants depending upon $\alpha, \beta$ and $\lambda$.
PROOF. (i) We first observe that for $\lambda \geq-\frac{\alpha+\beta+1}{2}$, we have

$$
\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}\left|\frac{(-\lambda)_{k}(\lambda+\alpha+\beta+1)}{(\alpha+1)_{k} k!}\right| \leq M(\lambda, \alpha, \beta) k^{\beta-1}, k=1,2,3, \ldots
$$

for some constant $M(\lambda, \alpha, \beta)>0$. Since $-1<\beta \leq 0$, it follows that

$$
\left|P_{\lambda}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}+M(\lambda, \alpha, \beta) \sum_{k=1}^{\infty} k^{-1}\left(\frac{1-x}{2}\right)^{k}
$$

or

$$
\left|P_{\lambda}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}+M(\lambda, \alpha, \beta) \log \frac{2}{1+x} .
$$

(ii) From (H1) it follows that

$$
\left(\frac{1+x}{2}\right){ }^{\beta} P_{\lambda}^{(\alpha, \beta)}(x)=\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)} F\left(\lambda+\alpha+1,-\lambda-\beta ; \alpha+1 ; \frac{1-x}{2}\right) .
$$

Again, observe that for $\lambda \geq-\frac{\alpha+\beta+1}{2}$, we have

$$
\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}\left|\frac{(\lambda+\alpha+1)_{k}^{(-\lambda-\beta)} k}{(\alpha+1) k_{k} k!}\right| \leq M^{\prime}(\lambda, \alpha, \beta) k^{-(\beta+1)},
$$

for some constant $M^{\prime}(\lambda, \alpha, \beta)>0$. Since $\beta \geq 0$, it follows that

$$
\left(\frac{1+x}{2}\right)^{\beta}\left|P_{\lambda}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}+M^{\prime}(\lambda, \alpha, \beta) \log \frac{2}{1+x}
$$

An immediate consequence of Lemma 2.2 is that for any $\beta>-1$ we have

$$
\begin{equation*}
\lim _{x \rightarrow-1}{ }^{(1+x)^{\beta+1} P_{\lambda}^{(\alpha, \beta)}(x)=0 . . . ~} \tag{2.4}
\end{equation*}
$$

A relation of type (2.4) is needed for the next lemma.
LEMMA 2.3. For any $\lambda \geq-\frac{\alpha+\beta+1}{2}$, we have

$$
\lim _{x \rightarrow-1}(1+x)^{\beta+1} \frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(x)=\frac{2^{\beta} \Gamma(\lambda+\alpha+1) \Gamma(\beta+1)}{\pi \Gamma(\lambda+\alpha+\beta+1)} \sin \pi \lambda .
$$

PROOF. Introduce first the function

$$
\mathrm{R}_{\lambda}^{(\alpha, \beta)}(\mathrm{x})=\frac{\Gamma(\alpha+1) \Gamma(\lambda+1)}{\Gamma(\lambda+\alpha+1)} \mathrm{P}_{\lambda}^{(\alpha, \beta)}(x)
$$

From lemma 2.1 (i), we have

$$
\begin{aligned}
\left(1-x^{2}\right) \frac{d}{d x} R_{\lambda}^{(\alpha, \beta)}(x)+\lambda(x+1) R_{\lambda}^{(\alpha, \beta)}(x)= & \frac{2 \lambda(\lambda+\alpha)}{2 \lambda+\alpha+\beta} R_{\lambda}^{(\alpha, \beta)}(x)+ \\
& \frac{2(\lambda+\alpha)(\lambda+\beta)}{2 \lambda+\alpha+\beta} R_{\lambda-1}^{(\alpha, \beta)}(x) .
\end{aligned}
$$

An application of (H2) and (H6) together with multiplication by (1+x) ${ }^{\beta}$ yields

$$
(1-x)(1+x)^{\beta+1} \frac{d}{d x} R_{\lambda}^{(\alpha, \beta)}(x)+\lambda(x+1)^{\beta+1} R_{\lambda}^{(\alpha, \beta)}(x)=2^{\beta+1} \lambda F\left(\lambda+\alpha,-\lambda-\beta ; \alpha+1 ; \frac{1+x}{2}\right)
$$

From (2.2) and (2.4) we obtain

$$
\lim _{x \rightarrow-1}(1+x)^{\beta+1} \frac{d}{d x} R_{\lambda}^{(\alpha, \beta)}(x)=\frac{2^{\beta} \Gamma(\alpha+1) \Gamma(\beta+1) \Gamma(\lambda+1) \sin \pi \lambda}{\pi \Gamma(\lambda+\alpha+\beta+1)}
$$

Therefore,

$$
\lim _{x \rightarrow-1}(1+x)^{\beta+1} \frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(x)=\frac{2^{\beta} \Gamma(\lambda+\alpha+1) \Gamma(\beta+1) \sin \pi \lambda}{\pi \Gamma(\lambda+\alpha+\beta+1)}
$$

Throughout the paper, we denote by $L_{w}^{p}(-1,1), p \geq 1$, the space of all functions $f$ for which $\|f\|_{p}$ given by

$$
\left.\|f\|_{p}=\left(\frac{1}{2^{\alpha+\beta+1}}\right) \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta}|f(x)|^{p} d x\right)^{\frac{1}{p}}
$$

is finite. When the weight function $w(x) \equiv(1-x)^{\alpha}(1+x)^{\beta}$ is identically equal to 1 , we denote the space by $L^{p}(-1,1)$.

LEMMA 2.4. $\mathrm{P}_{\lambda}^{(\alpha, \beta)}(\mathrm{x}) \in \mathrm{L}_{\mathrm{w}}^{\mathrm{p}}(-1,1)$ for all $\mathrm{p} \geq 1$ and for all $\alpha$ and $\beta$ such that $\alpha p+1>0$ and $-\frac{1}{p}<\beta<\frac{1}{p}$.

PROOF. We first note that $\log \frac{2}{1+x} \varepsilon L^{q}(-1,1)$ for any $q \geq 1$ and hence $f(x)=\frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}+M(\lambda, \alpha, \beta) \log \frac{2}{1+x}$ belongs to $L^{q}(-1,1)$ for any $q \geq 1$. Thus from Lemma 2.2 (i) we have by Hölder's inequality $\left(\frac{1}{p}+\frac{1}{q}=1, q=\frac{p}{p-1}\right)$,

$$
\begin{aligned}
& \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta}\left|p_{\lambda}^{(\alpha, \beta)}(x)\right|^{p} d x \leq\left(\int_{-1}^{1}(1-x)^{\alpha p}(1+x)^{\beta p_{d x}}{ }^{\frac{1}{p}} \times\right. \\
& \times\left(\int_{-1}^{1}\left|p_{\lambda}^{(\alpha, \beta)}(x)\right|^{p^{2} / p-1} \frac{\left.p_{d x}\right)^{p-1}}{p}\right.
\end{aligned}
$$

Since $\frac{p^{2}}{p-1}>1$ for all $p>1$, it follows that the right-hand side is finite if $\alpha p+1>0$ and $\beta p+1>0$. Thus $p_{\lambda}^{(\alpha, \beta)}(x) \varepsilon L_{w}^{p}(-1,1)$, with $\alpha p+1>0$ and $-\frac{1}{p}<\beta \leq 0$.
From Lemma 2.2 (ii) with $\beta \geq 0$, we have

$$
\left|P_{\lambda}^{(\alpha, \beta)}(x)\right| \leq \frac{\Gamma(\lambda+\alpha+1)}{\Gamma(\alpha+1) \Gamma(\lambda+1)}\left(\frac{1+x}{2}\right)^{-\beta}+M^{\prime}(\lambda, \alpha, \beta)\left(\frac{1+x}{2}\right)^{-\beta} \log \frac{2}{1+x}
$$

Using a similar argument as above we obtain

$$
\mathrm{P}_{\lambda}^{(\alpha, \beta)}(\mathrm{x}) \varepsilon \mathrm{L}_{\mathrm{w}}^{\mathrm{p}}(-1,1) \text { with } \alpha \mathrm{p}+1>0 \text { and } 0 \leq \beta<\frac{1}{\mathrm{p}}
$$

Therefore, $P_{\lambda}^{(\alpha, \beta)}(x) \varepsilon L_{w}^{p}(-1,1)$ with $p \geq 1, \alpha p+1>0,-\frac{1}{p}<\beta<\frac{1}{p}$.
Another useful lemma is:
LEMMA 2.5. Let $\lambda, v \geq-\frac{\alpha+\beta+1}{2}, \lambda \neq v \quad \lambda \neq-(v+\alpha+\beta+1)$ and $-\frac{1}{2}<\alpha<\frac{1}{2},-\frac{1}{2}<\beta<\frac{1}{2}$. Then

$$
\begin{aligned}
& \frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{\lambda}^{(\alpha, \beta)}(x) P_{\nu}^{(\beta, \alpha)}(-x) d x \\
& \quad=\frac{\Gamma(\lambda+\alpha+1) \Gamma(\nu+\beta+1)}{\pi(\lambda-\nu)(\lambda+\nu+\alpha+\beta+1)}\left\{\frac{\sin \pi \lambda}{\Gamma(\nu+1) \Gamma(\lambda+\alpha+\beta+1)}-\frac{\sin \pi \nu}{\Gamma(\lambda+1) \Gamma(\nu+\alpha+\beta+1)}\right\}
\end{aligned}
$$

PROOF. We first note that the integral is absolutely convergent since $P_{\lambda}^{(\alpha, \beta)}(x)$ and $P_{\lambda}^{(\beta, \alpha)}(-x) \varepsilon L_{W}^{2}(-1,1)$ for $-\frac{1}{2}<\alpha<\frac{1}{2},-\frac{1}{2}<\beta<\frac{1}{2}$. Lemma 2.1 (ii), Lemma 2.4
and an integration by parts yield

$$
\begin{aligned}
& -\lambda(\lambda+\alpha+\beta+1) \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{\lambda}^{(\alpha, \beta)}(x) P_{\nu}^{(\beta, \alpha)}(-x) d x \\
& =\left.(1-x)^{\alpha+1}(1+x)^{\beta+1} \frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(x) P_{v}^{(\beta, \alpha)}(-x)\right|_{-1} ^{1^{-}}+ \\
& -\int_{-1}^{1}(1-x)^{\alpha+1}(1+x)^{\beta+1} \frac{d}{d x} P_{\lambda}^{(\alpha, \beta)}(x) \frac{d}{d x} P_{\nu}^{(\beta, \alpha)}(-x) d x \\
& =-\frac{2^{\alpha+\beta+1} \Gamma(\lambda+\alpha+1) \Gamma(\nu+\beta+1) \sin \pi \lambda}{\pi \Gamma(\nu+1) \Gamma(\lambda+\alpha+\beta+1)}-\left.(1-x)^{\alpha+1}(1+x)^{\beta+1} P_{\lambda}^{(\alpha, \beta)}(x) \frac{d}{d x} P_{\nu}^{(\beta, \alpha)}(-x)\right|_{-1} ^{1^{-}} \\
& +\int_{-1}^{1} P_{\lambda}^{(\alpha, \beta)}(x) \frac{d}{d x}\left((1-x)^{\alpha+1}(1+x)^{\beta+1} \frac{d}{d x} P_{v}^{(\beta, \alpha)}(-x)\right) d x \\
& =-\frac{2^{\alpha+\beta+1} \Gamma(\lambda+\alpha+1) \Gamma(\nu+\beta+1) \sin \pi \lambda}{\pi \Gamma(\nu+1) \Gamma(\lambda+\alpha+\beta+1)}+\frac{2^{\alpha+\beta+1} \Gamma(\lambda+\alpha+1) \Gamma(v+\beta+1) \sin \pi v}{\pi \Gamma(\lambda+1) \Gamma(\nu+\alpha+\beta+1)} \\
& -\nu(\nu+\alpha+\beta+1) \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{\lambda}^{(\alpha, \beta)}(x) P_{\nu}^{(\beta, \alpha)}(-x) d x .
\end{aligned}
$$

## Therefore

$$
\begin{aligned}
& \frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{\lambda}^{(\alpha, \beta)}(x) P_{\nu}^{(\beta, \alpha)}(-x) d x \\
& =\frac{\Gamma(\lambda+\alpha+1) \Gamma(\nu+\beta+1)}{\pi(\lambda-\nu)(\lambda+\nu+\alpha+\beta+1)}\left\{\frac{\sin \pi \lambda}{\Gamma(\nu+1) \Gamma(\lambda+\alpha+\beta+1)}-\frac{\sin \pi \nu}{\Gamma(\lambda+1) \Gamma(\nu+\alpha+\beta+1)}\right\} .
\end{aligned}
$$

Before we proceed to obtain some estimates on $P_{\lambda}^{(\alpha, \beta)}(x)$ for large $\lambda$, we collect some elementary properties of the Jacobi polynomials which are necessary in the development of the paper. For $\lambda=n \varepsilon P$, the series in (2.1) reduces to the classical Jacobi polynomials $\mathrm{P}_{\mathrm{n}}^{(\alpha, \beta)}(\mathrm{x})$ of degree n . There holds the orthogonality relation

$$
\frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{n}^{(\alpha, \beta)}(x) P_{m}^{(\alpha, \beta)}(x) d x= \begin{cases}0 & n \neq m \\ \delta_{n} & n=m\end{cases}
$$

where,

$$
\delta_{n}=\frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{n!(2 n+\alpha+\beta+1) \Gamma(n+\alpha+\beta+1)} .
$$

The discrete Jacobi transform of a function $f(x), x \varepsilon(-1,1)$ denoted by $\hat{\mathbf{f}}^{(\alpha, \beta)}(n)$ (see Debnath [3]) is

$$
\hat{f}^{(\alpha, \beta)}(n)=J(f(x))=\frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{n}^{(\alpha, \beta)}(x) f(x) d x
$$

and $f(x)$ will then be given by

$$
f(x)=\sum_{n=0}^{\infty} \delta_{n}^{-1} \hat{f}^{(\alpha, \beta)}(n) P_{n}^{(\alpha, \beta)}(x)
$$

Moreover, if $f(x) \varepsilon L_{W}^{p}(-1,1) p \geq 1$, then $\hat{f}^{(\alpha, \beta)}(n)$ defines a bounded linear mapping from $L_{W}^{p}(-1,1)$ into the space of all null sequences. Thus one obtains the uniqueness theorem

$$
\begin{equation*}
\hat{\mathbf{f}}^{(\alpha, \beta)}(\mathrm{n})=0 \Leftrightarrow \mathrm{f}(\mathrm{x})=0 \quad \text { a.e. . } \tag{2.5}
\end{equation*}
$$

We also note that for any $f, g \varepsilon L_{2}^{2}(-1,1)$, we have for the appropriate choice of $\alpha$ and $\beta$,

$$
\begin{equation*}
\frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} f(x) g(x) d x=\sum_{n=0}^{\infty} \delta_{n}^{-1} \hat{f}^{(\alpha, \beta)}(n) \hat{g}^{(\alpha, \beta)}(n) \tag{2.6}
\end{equation*}
$$

From (2.6) and Lemma 2.5 together with the identity $P_{n}^{(\alpha, \beta)}(-x)=(-1){ }_{n} P_{n}^{(\beta, \alpha)}(x)$, we obtain

$$
\hat{P}_{\lambda}^{(\alpha, \beta)}(n)= \begin{cases}\frac{(-1)^{n} \Gamma(\lambda+\alpha+1) \Gamma(n+\beta+1) \sin \pi \lambda}{\pi(\lambda-n)(\lambda+n+\alpha+\beta+1) n!\Gamma(\lambda+\alpha+\beta+1)}, & \lambda \neq n  \tag{2.7}\\ \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{(2 n+\alpha+\beta+1) n!\Gamma(n+\alpha+\beta+1)}, & \lambda=n .\end{cases}
$$

Since $P_{\lambda}^{(\alpha, \beta)}(x) \varepsilon L_{w}^{2}(-1,1),\left(\alpha>-\frac{1}{2},-\frac{1}{2}<\beta<\frac{1}{2}\right)$, it follows that

$$
\left\|P_{\lambda}^{(\alpha, \beta)}(x)\right\|_{2}^{2}= \begin{cases}\sum_{n=0}^{\infty} \delta_{n}^{-1}\left(\frac{\Gamma(\lambda+\alpha+1) \Gamma(n+\beta+1) \sin \pi \lambda}{\pi(\lambda-n)(\lambda+n+\alpha+\beta+1) n!\Gamma(\lambda+\alpha+\beta+1)}\right)^{2}, & \lambda \neq n  \tag{2.8}\\ \delta_{n} & , \lambda=n\end{cases}
$$

After this detour, we prove
LEMMA 2.6. For $\lambda, v \geq-\frac{\alpha+\beta+1}{2}, \alpha>-\frac{1}{2}$ and $-\frac{1}{2}<\beta<\frac{1}{2}$, we have
(i) for each compact subinterval $[a, b] \subset(-1,1)$, there holds for $x \in[a, b]$ and

$$
\left|p_{\lambda}^{(\alpha, \beta)}(x)\right|=0\left(\lambda^{-\frac{1}{2}}\right)
$$

and

$$
\left\|P_{\lambda}^{(\alpha, \beta)}(x)\right\|_{1} \leq\left\|P_{\lambda}^{(\alpha, \beta)}(x)\right\|_{2}=0\left(\lambda^{-\frac{1}{2}}\right) ;
$$

(ii) for each $[c, d] \subset\left[-\frac{\alpha+\beta+1}{2}, \infty\right)$ there exists a constant $M>0$ such that for all $\lambda, v \varepsilon[c, d]$

$$
\left\|P_{\lambda}^{(\alpha, \beta)}(x)-P_{\nu}^{(\alpha, \beta)}(x)\right\|_{2}^{\leq M|\lambda-\nu| .}
$$

PROOF. (i) The estimate in (i) follows after some calculations from
(formula 8, page 237, [7]). Actually for large $\lambda$, we obtain

$$
p_{\lambda}^{(\alpha, \beta)}(x)=\frac{2^{\alpha+\beta}}{(\lambda \pi)^{\frac{3}{2}}} \frac{\left(1+e^{-i \theta}\right)^{-\beta-\frac{1}{2}}}{\left(1-e^{-i \theta}\right)^{\alpha+\frac{1}{2}}}\left(e^{i \theta \lambda_{ \pm}} \pm e^{ \pm i \pi\left(\alpha+\frac{1}{2}\right)-i \theta(\lambda+\alpha+\beta+1)}\right)\left(1+0\left(\left|\lambda^{-1}\right|\right)\right)
$$

where $\cos \theta=x$. From this we obtain the estimate.
(ii) We first consider the case when $\lambda, v \neq 0,1,2, \ldots$

$$
\begin{aligned}
&\left\|p_{\lambda}^{(\alpha, \beta)}(x)-p_{v}^{(\alpha, \beta)}(x)\right\|_{2}^{2} \leq\left\|p_{\lambda}^{(\alpha, \beta)}(x)\right\|_{2}^{2} \\
&-\frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\alpha} p_{\lambda}^{(\alpha, \beta)}(x) p_{v}^{(\alpha, \beta)}(x) d x+\left\|p_{v}^{(\alpha, \beta)}(x)\right\|_{2}^{2}
\end{aligned}
$$

(2.6), (2.7) and (2.8) imply that

$$
\begin{aligned}
&\left\|P_{\lambda}^{(\alpha, \beta)}(x)-P_{V}^{(\alpha, \beta)}(x)\right\|_{2}^{2} \leq \sum_{n=0}^{\infty} \delta_{n}^{-1}\left(\frac{\Gamma(n+\beta+1)}{m!}\right)^{2}\left(\frac{\Gamma(\lambda+\alpha+1) \sin \pi \lambda}{(\lambda-n)(\lambda+n+\alpha+\beta+1) \Gamma(\lambda+\alpha+\beta+1)}-\right. \\
&\left.-\frac{\Gamma(\nu+\alpha+1) \sin \pi \nu}{(\nu-n)(\nu+n+\alpha+\beta+1) \Gamma(\nu+\alpha+\beta+1)}\right)^{2} .
\end{aligned}
$$

Set

$$
\phi(x)=\frac{\Gamma(x+\alpha+1)}{\Gamma(x+\alpha+\beta+1)}
$$

and

$$
\phi_{n}(x)=\phi^{\prime}(x) \frac{\sin \pi x}{(x-n)(x+n+\alpha+\beta+1)}+\phi(x) \frac{(x-n)(x+n+\alpha+\beta+1) \pi \cos \pi x-(2 x+\alpha+\beta+1) \sin \pi x}{(x-n)^{2}(x+n+\alpha+\beta+1)^{2}} .
$$

Clearly, $\phi(x)$ is continuously differentiable for $x>-\frac{\alpha+\beta+1}{2}$. Thus for any interval
$[c, d] \subset\left(-\frac{\alpha+\beta+1}{2}, \infty\right), \phi_{n}(x)$ is continuous and remains bounded for any $x \neq n$. Moreover, by employing $L^{\prime}$ Hôpital's rule we obtain that $\lim _{x \rightarrow n} \phi_{n}(x)$ exists and is equal to 0 . Now,

$$
\left\|P_{\lambda}^{(\alpha, \beta)}(x)-P_{\nu}^{(\alpha, \beta)}(x)\right\|_{2}^{2} \leq\left(\sum_{n=0}^{N}+\sum_{n=N+1}^{\infty}\right) \delta_{n}^{-1}\left(\frac{\Gamma(n+\beta+1)}{\pi n!}\right)^{2}\left(\int_{\nu}^{\lambda} \phi_{n}(x) d x\right)^{2}=S_{1}+S_{2},
$$

say, where $N$ is chosen such that $N \geq \max (|c|,|d|)$.

$$
\left|S_{1}\right| \leq|\lambda-\nu|^{2} \sum_{n=0}^{N} \delta_{n}^{-1}\left(\frac{\Gamma(n+\beta+1)}{\pi n!}\right)^{2} \sup _{x \in[c, d]}\left|\phi_{n}(x)\right| \leq M_{N}|\lambda-\nu|^{2}
$$

for some $\mathrm{M}_{\mathrm{N}}>0$. Also,

$$
\begin{aligned}
\left|S_{2}\right| \leq|\lambda-\nu|^{2} & \sum_{n=N+1}^{\infty} \delta_{n}^{-1}\left(\frac{\Gamma(n+\beta+1)}{m n!}\right)^{2}\left\{\phi_{\max }^{\prime} \frac{1}{(n-N)(n-N+\alpha+\beta+1)}+\right. \\
& \left.+\phi_{\max } \frac{(N+n)(N+\alpha+\beta+1) \pi+(2 N+\alpha+\beta+1)}{(n-N)^{2}(n-N+\alpha+\beta+1)^{2}}\right\}^{2}
\end{aligned}
$$

where, $\phi_{\max }=\max _{\mathbf{x} \in[c, d]}|\phi(x)|$ and $\phi_{\max }^{\prime}=\max _{\mathbf{x} \varepsilon[c, d]}\left|\phi^{\prime}(x)\right|$. Thus

$$
\left|S_{2}\right| \leq M_{N}^{*}|\lambda-\nu|^{2} \quad \text { for some } M_{N}^{*}>0
$$

Therefore, for $\lambda, v \varepsilon[c, d], \lambda, v \neq 0,1,2, \ldots$ and $M=\max \left(M_{N}, M_{N}^{*}\right)$ we have,

$$
\left\|P_{\lambda}^{(\alpha, \beta)}(x)-P_{\nu}^{(\alpha, \beta)}(x)\right\|_{2} \leq M|\lambda-\nu|
$$

If either $\lambda$ or $\nu$ or both assume the values $0,1,2, \ldots$, then a similar but simpler argument as above may be applied. This completes the proof of the lemma.

## 3. THE CONTINUOUS JACOBI TRANSFORM AND ITS BASIC PROPERTIES

In this section we define the continuous Jacobi transform and study some of its basic properties. The idea is to replace the Jacobi polynomial in the discrete Jacobi transform by the Jacobi function. Thus, we define the continuous Jacobi transform of $f \varepsilon L_{\mathrm{w}}^{2}(-1,1)$, with $\alpha>-\frac{1}{2},-\frac{1}{2}<\beta<\frac{1}{2}$, by

$$
\hat{f}^{(\alpha, \beta)}(\lambda)=\frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} p_{\lambda}^{(\alpha, \beta)}(x) f(x) d x .
$$

We note that if $\alpha=\beta=0$, then $\hat{\mathrm{f}}^{(\alpha, \beta)}$ ( $\lambda$ ) reduces to the continuous Legendre transform of Butzer, Stens and Wehrens [5]. Further, if $\lambda=n \varepsilon P$, then $\hat{\mathbf{f}}^{(\alpha, \beta)}(\lambda)$ reduces to the
discrete Jacobi transform of Debnath [3].
LEMMA 3.1. For any $f(x) \varepsilon L_{w}^{2}(-1,1)$, we have
(i) $\left|\hat{\mathrm{f}}^{(\alpha, \beta)}(\lambda)\right|=0\left(\lambda^{-\frac{1}{2}}\right)$;
(ii) for $p>2, \hat{\mathbf{f}}^{(\alpha, \beta)}\left(\cdot-\frac{\alpha+\beta+1}{2}\right) \varepsilon C_{0}\left(\mathbf{R}^{+}\right) \cap L^{p}\left(\mathbf{R}^{+}\right)$.

PROOF. (i) Lemma 2.6 (i) together with the Cauchy-Schwartz inequality yields

$$
\left|\hat{\mathrm{f}}^{(\alpha, \beta)}(\lambda)\right| \leq\left\|\mathrm{p}_{\lambda}^{(\alpha, \beta)}(\mathrm{x})\right\|_{2}\|\mathrm{f}\|_{2}=0\left(\lambda^{-\frac{1}{2}}\right)
$$

(ii) Again, Lemma 2.6 (ii) together with the Cauchy-Schwartz inequality yields

$$
\left|\hat{\mathbf{f}}^{(\alpha, \beta)}(\lambda)-\hat{\mathrm{f}}^{(\alpha, \beta)}(\nu)\right| \leq M|\lambda-\nu|\|\mathrm{f}\|_{2}
$$

Hence $\lim _{\lambda \rightarrow \nu}\left(\hat{\mathrm{f}}^{(\alpha, \beta)}(\lambda)-\hat{\mathrm{f}}^{(\alpha, \beta)}(\nu)\right)=0$. Therefore, $\hat{\mathrm{f}}^{(\alpha, \beta)}(\lambda)$ is continuous on ( $-\frac{\alpha+\beta+1}{2}, \infty$ ) or $\hat{\mathbf{f}}^{(\alpha, \beta)}\left(\cdot-\frac{\alpha+\beta+1}{2}\right) \varepsilon C_{0}\left(\mathbb{R}^{+}\right)$. Now, in order to prove that $\hat{f}^{(\alpha, \beta)}\left(\cdot-\frac{\alpha+\beta+1}{2}\right) \varepsilon L^{p}\left(\mathbf{R}^{+}\right), p>2$, we need to show that

$$
\left\|\hat{\mathrm{f}}^{(\alpha, \beta)}\left(\cdot-\frac{\alpha+\beta+1}{2}\right)\right\|_{\mathrm{p}}^{\mathrm{p}}=\int_{0}^{\infty}\left|\hat{\mathrm{f}}^{(\alpha, \beta)}\left(\cdot-\frac{\alpha+\beta+1}{2}\right)\right|^{\mathrm{p}} \mathrm{~d} \lambda<\infty .
$$

For any fixed $\mathrm{T}>0$, we have, by (i) above and Lemma 2.6 (i),

$$
\begin{gathered}
\left\|\hat{\mathrm{f}}^{(\alpha, \beta)}\left(\lambda-\frac{\alpha+\beta+1}{2}\right)\right\|_{\mathrm{p}}^{\mathrm{p}} \leq\|\mathrm{f}\|_{2}\left(\int_{0}^{\mathrm{T}}\left\|\mathrm{p}_{\lambda-\frac{\alpha+\beta+1}{(\alpha, \beta)}}^{2}(\mathrm{x})\right\|_{2}^{\mathrm{p}} \mathrm{~d} \lambda+\int_{\mathrm{T}}^{\infty}\left\|\mathrm{p}_{\lambda-\frac{\alpha+\beta+1}{(\alpha, \beta)}}^{2}(\mathrm{x})\right\|_{2}^{\mathrm{p}} \mathrm{~d} \lambda\right) \\
\leq\|\mathrm{f}\|_{2}\left(\mathrm{C}_{1}+\mathrm{C}_{2} \int_{\mathrm{T}}^{\infty}\left|\lambda-\frac{\alpha+\beta+1}{2}\right|^{-\mathrm{p} / 2} \mathrm{~d} \lambda\right)^{1 / \mathrm{p}}
\end{gathered}
$$

where $C_{1}$ and $C_{2}$ are some positive constants. It follows that $\left\|\hat{f}^{(\alpha, \beta)}\left(\lambda-\frac{\alpha+\beta+1}{2}\right)\right\|_{p}^{p}<\infty$ if $\mathrm{p}<2$. Thus $\hat{\mathrm{f}}^{(\alpha, \beta)}\left(\cdot-\frac{\alpha+\beta+1}{2}\right) \varepsilon \mathrm{C}_{\mathrm{p}}\left(\mathbf{R}^{+}\right) \cap \mathrm{L}^{\mathrm{p}}\left(\mathbf{R}^{+}\right)$.

LEMMA 3.2. Let $F(x)$ be a function defined on $[0, \infty)$ such that $\lambda^{\alpha+\beta+\frac{1}{2}} F(\lambda) \varepsilon L^{1}\left(\mathbf{R}^{+}\right)$. Then

$$
G(x)=\int_{0}^{\infty} F(\lambda) P_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x) H(\lambda) \lambda \sin \pi \lambda d \lambda
$$

belongs to $C(-1,1) \cap L_{w}^{2}(-1,1)$, where $H(\lambda)$ is given by

$$
H(\lambda)=\frac{\Gamma^{2}\left(\lambda+\frac{\alpha+\beta+1}{2}\right)}{\Gamma\left(\lambda+\frac{\alpha-\beta+1}{2}\right) \Gamma\left(\lambda+\frac{\beta-\alpha+1}{2}\right)} .
$$

PROOF. Observe that $H(\lambda)$, for large $\lambda$, behaves like $\lambda^{\alpha+\beta}\left(1+0\left(\lambda^{-1}\right)\right.$ ) (see [7]). For any fixed $T>0$, we have by Lemma 2.6 (ii) that

$$
\begin{aligned}
|G(x)| & \leq\left|\int_{0}^{T} F(\lambda) P{ }_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x) H(\lambda) \lambda \sin \pi \lambda d \lambda\right|+\left|\int_{T}^{\infty} F(\lambda) P{ }_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x) H(\lambda) \lambda \sin \pi \lambda d \lambda\right| \\
& \leq A_{1}+A_{2} \int_{T}^{\infty} \lambda^{\alpha+\beta+\frac{1}{2}}|F(\lambda)| d \lambda
\end{aligned}
$$

where $A_{1}$ and $A_{2}$ are some positive constants. Thus by the hypothesis, $G(x)$ is welldefined.

We first show that $G(x) \varepsilon C(-1,1)$. For any $x \varepsilon(-1,1)$, there exists a sufficiently small $\delta_{1}$ such that $x \pm \delta_{1} \varepsilon(-1,1)$. By Lemma 2.6 (i) and for all $|y|<\delta_{1}$, we have

$$
\begin{aligned}
|G(x+y)-G(x)| & \leq \int_{0}^{\infty} \lambda|F(\lambda)| H(\lambda)\left|P \underset{\lambda-\frac{\alpha+\beta+1}{2}}{(\beta, \alpha-y)-P^{(\beta, \alpha)}} \frac{(-\alpha+\beta+1}{2}(-x)\right| d \lambda \\
& \leq 2 M \int_{0}^{\infty} \lambda^{\alpha+\beta+\frac{1}{2}}|F(\lambda)| d \lambda<\infty
\end{aligned}
$$

by hypothesis and $M$ is some positive constant. Thus for $\lambda_{0}$ sufficientlv large

$$
\begin{equation*}
\left.\left\lvert\, \int_{\lambda}^{\infty} F(\lambda) H(\lambda){ }_{\lambda}^{(P)}{ }_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x-y)-P^{(\beta, \alpha)}{ }_{\lambda-\frac{\alpha+\beta+1}{2}}^{2}(-x)\right.\right) \lambda \sin \pi \lambda d \lambda \mid \tag{3.1}
\end{equation*}
$$

can be made sufficiently small. That is, given $\varepsilon>0$, there exists a $\lambda_{0}$ sufficiently large such that the integral in (3.1) is less than $\varepsilon / 2$. Fix $\lambda_{0}$. By the continuity of $\mathrm{P}_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-\mathrm{x})$ over $(-1,1)$, we have for $\hat{\varepsilon}>0$ that there exists a $\delta_{2}>0$ such that

$$
\left\lvert\, P_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x-y)-P{ }_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha) \mid<\hat{\varepsilon} \text { whenever }|y|<\delta_{2} . . . ~}\right.
$$

Choose $\frac{\varepsilon}{2}=\hat{\varepsilon} \int_{0}^{\lambda_{0}} \lambda^{\alpha+\beta+\frac{1}{2}}|F(\lambda)| \mathrm{d} \lambda$ and $\delta=\min \left(\delta_{1}, \delta_{2}\right)$. Then $|G(x+y)-G(x)|<\varepsilon$ whenever $|y|<\delta$. Thus $G(x) \varepsilon C(-1,1)$.

We next show that $G(x) \varepsilon L_{w}^{2}(-1,1)$.

$$
\|G\|_{2}^{2}=\frac{1}{2^{\alpha+\beta+1}} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta}\left|\int_{0}^{\infty} F(\lambda) P_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x) H(\lambda) \lambda \sin \pi \lambda d \lambda\right|^{2} d x
$$

and by Hardy-Littlewood-Polya inequality (see [8], page 148) and Lemma 2.6 (i), we obtain

$$
\begin{aligned}
\|G\|_{2} & \leq \int_{0}^{\infty} \lambda|F(\lambda)| H(\lambda) d \lambda\left(\frac{1}{2^{\alpha+\beta+1}} \int_{-i}^{1}(1-x)^{\alpha}(1+x)^{\beta}\left|P_{\lambda-\frac{\alpha+\beta+1}{2}}^{(\beta, \alpha)}(-x)\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leq C \int_{0}^{\infty} \lambda^{\alpha+\beta+\frac{1}{2}}|F(\lambda)| d \lambda<\infty
\end{aligned}
$$

by hypothesis for some constant $C>0$. Thus $G(x) \varepsilon C(-1,1) \cap L_{w}^{2}(-1,1)$ and this completes the proof.

It can be easily deduced from Lemma 3.2 that COROLLARY 3.1. If $\alpha+\beta=0 \quad\left(-\frac{1}{2}<\alpha<\frac{1}{2},-\frac{1}{2}<\beta<\frac{1}{2}\right)$ and $F(x)$ is such that $\lambda^{\frac{1}{2}} F(\lambda) \varepsilon L_{1}\left(\mathbb{R}^{+}\right)$, then

$$
G(x)=\int_{0}^{\infty} F(\lambda) P_{\lambda-\frac{1}{2}}^{(\beta, \alpha)}(-x) H_{0}(\lambda) \lambda \sin \pi \lambda d \lambda
$$

belongs to $C(-1,1) \cap L_{w}^{2}(-1,1)$ where

$$
H_{0}(\lambda)=\frac{\Gamma^{2}\left(\lambda+\frac{1}{2}\right)}{\Gamma\left(\lambda+\alpha+\frac{1}{2}\right) \Gamma\left(\lambda+\beta+\frac{1}{2}\right)} .
$$

PROPOSITION 3.1. For $x \varepsilon(-1,1], \alpha+\beta=0,-\frac{1}{2}<\alpha, \beta<\frac{1}{2}$ and $k \varepsilon P$, we have

$$
\begin{equation*}
\mathrm{P}_{\mathrm{k}}^{(\alpha, \beta)}(\mathrm{x})=4 \int_{0}^{\infty} \hat{\mathrm{P}}_{\mathrm{k}}^{(\alpha, \beta)}\left(\lambda-\frac{1}{2}\right) \mathrm{P}_{\lambda-\frac{1}{2}}^{(\beta, \alpha)}(-x) \mathrm{H}_{0}(\lambda) \lambda \sin \pi \lambda d \lambda . \tag{3.2}
\end{equation*}
$$

PROOF. For $\lambda>-\frac{1}{2}, \lambda \neq k+\frac{1}{2}$, we have from (2.7) with $\alpha+\beta=0$,

$$
\begin{equation*}
\hat{\mathbf{P}}_{k}^{(\alpha, \beta)}\left(\lambda-\frac{1}{2}\right)=\hat{\mathbf{P}}_{\lambda-\frac{1}{2}}^{(\alpha, \beta)}(k)=\frac{(-1)^{k} \Gamma\left(\lambda+\alpha+\frac{1}{2}\right) \Gamma(k+\beta+1) \sin \pi\left(\lambda-\frac{1}{2}\right)}{\pi\left(\lambda-k-\frac{1}{2}\right)\left(\lambda+k+\frac{1}{2}\right) k!\Gamma\left(\lambda+\frac{1}{2}\right)}, \tag{3.3}
\end{equation*}
$$

so that $\lambda^{\frac{1}{2}} \hat{\mathrm{P}}_{\mathrm{k}}^{(\alpha, \beta)}\left(\lambda-\dot{x}_{2}\right) \varepsilon L^{1}\left(\mathbf{R}^{+}\right)$. Denote the integral in (3.2) by $G_{k}(x)$. Then by Corollary 3.1, we have $G_{k}(x) \in C(-1,1) \cap L_{w}^{2}(-1,1)$. . The idea now is to evaluate the discrete Jacobi transform of $G_{k}(x)$ and show that it is equal to $\hat{P}_{k}^{(\alpha, \beta)}(j)$ whence by (2.5) we obtain $G_{k}(x)=P_{k}^{(\alpha, \beta)}(x)$.

$$
\begin{aligned}
\hat{G}_{k}^{(\alpha, \beta)}(j) & =\frac{1_{2}}{2} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta_{P}}{ }_{j}^{(\alpha, \beta)}(x) G_{k}(x) d x \\
& =2 \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{j}^{(\alpha, \beta)}(x) \int_{J}^{\infty} \hat{P}_{k}^{(\alpha, \beta)}\left(\lambda-\frac{1}{2}\right) P_{\lambda-\frac{1}{2}}^{(\beta, \alpha)}(-x) H_{0}(\lambda) \lambda \sin \pi \lambda d \lambda d x
\end{aligned}
$$

which by an application of Fubini's theorem, (3.3) and Lemma 2.5 yields

$$
\hat{G}_{k}^{(\alpha, \beta)}(j)=\frac{(-1)^{k} 4 \Gamma(k+\beta+1) \Gamma(j+\alpha+1)}{\pi^{2} k!j!} \int_{0}^{\infty} \frac{\lambda \sin \pi \lambda \sin ^{2} \pi\left(\lambda-\frac{1}{2}\right)}{\left(\lambda^{2}-\left(k+\frac{1}{2}\right)^{2}\right)\left(\lambda^{2}-\left(j+\frac{1}{2}\right)^{2}\right)} d \lambda .
$$

At this stage we can employ the method used in [5] to evaluate the above integral. In particular, we obtain that

$$
\hat{G}_{k}^{(\alpha, \beta)}(j)=\frac{(-1)^{k} \Gamma(k+\beta+1) \Gamma(j+\alpha+1)}{4 \pi^{2} k!j!(k+j+1) i} \lim _{R \rightarrow \infty} \int_{-R}^{R}\left(g_{1}(\lambda)-g_{2}(\lambda)\right) d \lambda
$$

where

$$
\begin{aligned}
& g_{i}(z)=\frac{e^{i \pi z}+e^{i 3 \pi z}}{\left(z-k-\frac{1}{2}\right)\left(z-j-\frac{1}{2}\right)} \\
& g_{2}(z)=\frac{e^{-i \pi z}+e^{-i 3 \pi z}}{\left(z-k-\frac{1}{2}\right)\left(z-j-\frac{1}{2}\right)}
\end{aligned}
$$

The method of [5] yields

$$
\hat{\mathrm{G}}_{\mathrm{k}}^{(\alpha, \beta)}(\mathrm{j})=\begin{array}{cc}
0 & j \neq \mathrm{k} \\
\frac{\Gamma(k+\alpha+1) \Gamma(k+\beta+1)}{(k!)^{2}(2 k+1)}, & j=k
\end{array}
$$

Hence $\hat{G}_{k}^{(\alpha, \beta)}(j)=\hat{P}_{k}^{(\alpha, \beta)}(j)$. Therefore $G_{k}(x)=P_{i}^{(\alpha, \beta)}(x)$ by (2.5).
We are now ready to prove an inversion formula for the continuous Jacobi transform $\hat{f}^{(\alpha, \beta)}(x)$ of a function $f(x) \varepsilon L_{w}^{2}(-1,1)$. We are still assuming that $\alpha+\beta=0$.

THEOREM 3.1. Let $f \varepsilon L_{W}^{2}(-1,1)$ be such that $\lambda^{\frac{1}{2}} \hat{f}(\alpha, \beta)\left(\lambda-\frac{1}{2}\right) \varepsilon L^{1}\left(\mathbf{R}^{+}\right)$. Then for almost every $x \in(-1,1)$,

$$
\begin{equation*}
f(x)=4 \int_{0}^{\infty} \hat{f}^{(\alpha, \beta)}\left(\lambda-\frac{3}{2}\right) P_{\lambda-\frac{1}{2}}^{(\beta, \alpha)}(-x) H_{0}(\lambda) \lambda \sin \pi \lambda d \lambda . \tag{3.4}
\end{equation*}
$$

In addition, if $f$ is continuous on $(-1,1)$, then (3.4) holds everywhere on ( $-1,1$ ).
PROOF. Denote the right-hand side of (3.4) by $J(x)$. Then by Corollary 3.1, $J(x) \in C(-1,1) \cap L_{w}^{2}(-1,1)$. The discrete Jacobi transform of $J(x)$ is

$$
\hat{J}^{(\alpha, \beta)}(x)=\frac{1}{2} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{k}^{(\alpha, \beta)}(x) J(x) d x
$$

$$
=2 \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{k}^{(\alpha, \beta)}(x) \int_{0}^{\infty} \hat{f}(\alpha, \beta)\left(\lambda-\frac{1}{2}\right) P_{\lambda-\frac{1}{2}}^{(\beta, \alpha)}(-x) H_{0}(\lambda) \lambda \sin \pi \lambda d \lambda d x
$$

The definition of $\hat{f}^{(\alpha, \beta)}\left(\lambda-\frac{1}{2}\right)$ and an application of Fubini's theorem yield

$$
\begin{aligned}
\hat{J}^{(\alpha, \beta)}(k) & =4 \int_{0}^{\infty}\left(\frac{1}{2} \int_{-1}^{1}(1-y)^{\alpha}(1+y)^{\beta} P_{\lambda-\frac{1}{2}}^{(\alpha, \beta)}(y) f(y) d y\right) \times \\
& \times\left(\frac{1}{2} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{k}^{(\alpha, \beta)}(x) P_{\lambda-\frac{1}{2}}^{(\beta, \alpha)}(-x) d x\right) H_{0}(\lambda) \lambda \sin \pi \lambda d \lambda \\
& =4 \int_{0}^{\infty} \lambda H_{0}(\lambda) \sin \pi \lambda\left(\frac{1}{2} \int_{-1}^{1}(1-y)^{\alpha}(1+y)^{\beta} P_{\lambda-\frac{1}{2}}^{(\alpha, \beta)}(y) f(y) d y\right) \times \\
& \times\left[P_{k}^{(\alpha, \beta)}(\cdot)\right]_{(\beta, \alpha)}^{\Lambda}\left(\lambda-\frac{1}{2}\right) d \lambda
\end{aligned}
$$

where, in general,

$$
\begin{aligned}
{[Q(-\cdot)]_{(\beta, \alpha)}^{\Lambda}(\lambda) } & =\frac{\frac{1}{2}}{2} \int_{-1}^{1}(1-x)^{\beta}(1+x)^{\alpha} P_{\lambda}^{(\beta, \alpha)}(x) Q(-x) d x \\
& =\frac{1}{2} \int_{-1}^{1}(1-x)^{\alpha}(1+x)^{\beta} P_{\lambda}^{(\beta, \alpha)}(-x) Q(x) d x .
\end{aligned}
$$

Now another application of Fubini's theorem together with Proposition 3.1 yields

$$
\begin{aligned}
\hat{J}^{(\alpha, \beta)}(k) & =\frac{1}{2} \int_{-1}^{1}(1-y)^{\alpha}(1+y)^{\beta} f(y)(-1)^{k}\left[4 \int_{0}^{\infty} \hat{p}_{k}^{(\beta, \alpha)}\left(\lambda-\frac{1}{2}\right) P_{\lambda-\frac{1}{2}}^{(\alpha, \beta)}(y) H_{0}(\lambda) \lambda \sin \pi \lambda d \lambda\right] d y \\
& =\frac{1}{2} \int_{-1}^{1}(1-y)^{\alpha}(1+y)^{\beta} f(y)(-1)^{k} P_{k}^{(\beta, \alpha)}(-y) d y \\
& =\frac{1}{2} \int_{-1}^{1}(1-y)^{\alpha}(1+y)^{\beta} P_{k}^{(\alpha, \beta)}(y) f(y) d y=\hat{f}^{(\alpha, \beta)}(k) .
\end{aligned}
$$

Now (2.5) implies that $f(x)=J(x)$ a.e., $x \in(-1,1)$. If, in addition, $f(x)$ is assumed to be continuous, then both sides of (3.4) are continuous and the above result will be valid everywhere in $(-1,1)$.

We end this section with a few remarks. We first note that if the inverse Jacobi transform given in (3.4) is denoted by $\underset{f}{\mathrm{f}}(\alpha, \beta)$, then the inversion theorem 3.1 states that $f=\left[\hat{f}^{(\alpha, \beta)}\right]^{v(\alpha, \beta)}$. Under suitable conditions, it can be shown that $f=\left[\mathbf{f}^{v}(\alpha, \beta)\right]^{\wedge}(\alpha, \beta)$. Furthermore, the restriction on $\alpha$ and $\beta$, namely, $-\frac{1}{2}<\alpha, \beta<\frac{1}{2}$ and $\alpha+\beta=0$ is necessary to effect the inversion formula. The special case $\alpha=\beta=0$
corresponds to the continuous Legendre transform developed by Butzer et. al [5]. The case of $\alpha=\beta=-\frac{m}{2}$ where $m$ is a non-negative integer requires a separate analysis and should lead to the continuous version of the associated Legendre transform [9].

We also note that the continuous Jacobi transform may be extended to distributions along the lines of Zemanian [10]. This will require the construction of a Fréchet space that contains the kernel $(1-x)^{\alpha}(1+x)^{\beta_{P}}{ }_{\lambda}^{(\alpha, \beta)}(x)$ as an element. The transform will then be defined on the dual space as the application of the distribution to this kerne1. This will be the subject of a later paper. ACKNOWLEDGEMENTS. The work of the second author was partially supported by NSERC of Canada under Grant A-7184 while he was on leave at the University of Petroleum and Minerals in Saudi Arabia. The authors would like to thank a referee for bringing reference [4] to their attention.
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